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(57) ABSTRACT

An exemplary portable electronic apparatus includes a dis-
play provided at a front surface, an inifrared camera and a
distance measuring sensor which are provided at a side sur-
face, and a vibrator. When a user holds the portable electronic
apparatus with their left hand and makes a gesture with their
right hand, the portable electronic apparatus analyzes an
image from the infrared camera to detect the gesture made by
the user. The portable electronic apparatus causes the vibrator
to vibrate in accordance with a result of detection of the
gesture.
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ELECTRONIC APPARATUS

CROSS REFERENCE TO RELATED
APPLICATION

[0001] The disclosures of Japanese Patent Application No.
2014-182587, filed on Sep. 8, 2014, are incorporated herein
by reference.

FIELD

[0002] The technique disclosed here relates to a hand-held
electronic apparatus capable of performing predetermined
information processing.

BACKGROUND AND SUMMARY

[0003] Hitherto, there 1s a portable game apparatus includ-
ing a display and a camera provided behind the display.
Among such conventional game apparatuses, there 1s an
apparatus 1n which a captured image can be obtained through
a shutter operation of a user, a characteristic portion of the
obtained 1image can be analyzed, and a virtual character can
be synthesized with the captured image on the basis of aresult
of the analysis and displayed on the display.

[0004] However, 1n the above conventional portable appa-
ratus, a result of information processing based on an 1mage
captured by the camera 1s displayed on the display, and thus
there 1s room for improvement in performing more effective
output with respect to the user as a result of a process corre-
sponding to an input performed by the user.

[0005] Therefore, an object of the exemplary embodiments
1s to provide an electronic apparatus capable of performing
more effective output with respect to a user as a result of a
process corresponding to an input performed by the user.

[0006] Inthe exemplary embodiments, in order to attain the
object described above, the following configuration examples
are exemplified.

[0007] A hand-held electronic apparatus according to an
embodiment includes a camera, a vibrator, an acquirer, a
detector, and a vibration controller. The acquirer 1s configured
to acquire an mput image captured by the camera. The detec-
tor 1s configured to detect a gesture made by a user, on the
basis of the imnput 1mage acquired by the acquirer. The vibra-
tion controller 1s configured to provide vibration to the user by
using the vibrator 1n accordance with a result of detection of
the gesture by the detector.

[0008] According to the above, the electronic apparatus 1s
able to detect a gesture made by the user, on the basis of an
image captured by the camera, and cause the vibrator to
vibrate 1n accordance with a result of detection of the gesture.
Thus, the user 1s allowed to receive feedback with respect to
the gesture mput through vibration.

[0009] In another configuration, the detector may detect a
gesture made with a hand of the user, and vibration may be
provided by the vibration controller to a hand of the user
different from the hand with which the gesture 1s made.

[0010] According to the above, the user 1s allowed to per-
form a gesture input with one hand and receive feedback with
respect to the gesture input with the other hand.

[0011] Inanother configuration, the camera may be capable
of capturing an 1mage in a side surface direction of the hand-
held electronic apparatus.

[0012] According to the above, the user 1s allowed to per-
form a gesture mput from the side surface direction.
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[0013] In another configuration, the camera may be pro-
vided at a side surface of the hand-held electronic apparatus.
[0014] Inanother configuration, a held portion to be held by
the user may be provided 1n the hand-held electronic appara-
tus at least at a side opposite to a portion at an 1maging
direction side of the camera.

[0015] According to the above, since the camera 1s pro-
vided at the side opposite to the held portion, the user 1s
allowed to hold the held portion with one hand and make a
gesture with the other hand.

[0016] In another configuration, an input section config-
ured to accept an input performed by the user may be pro-
vided to the held portion.

[0017] According to the above, the user 1s allowed to per-
form an 1put with respect to the input section while holding
the held portion.

[0018] In another configuration, the mput section may be
operated with a finger capable of being moved when the held
portion 1s held.

[0019] According to the above, for example, 11 the user can
move their index finger when the held portion 1s held with
their thumb, the user 1s allowed to operate the input section by
using the index finger.

[0020] In another configuration, the input section may be at
least one push button.

[0021] In another configuration, the hand-held electronic
apparatus may further include a display at a front surface
thereof.

[0022] In another configuration, the hand-held electronic
apparatus may further include an information processor con-
figured to perform predetermined information processing in
accordance with the gesture detected by the detector. The
vibration controller provides vibration corresponding to a
result of the predetermined information processing.

[0023] According to the above, the predetermined informa-
tion processing 1s performed in accordance with the gesture
made by the user. As the predetermined information process-
ing, for example, game processing may be performed, or a
process of evaluating the gesture made by the user may be
performed.

[0024] In another configuration, the vibration controller
may provide vibration after a predetermined time period
clapses from the detection of the gesture by the detector.
[0025] According to the above, 1t 1s possible to provide
teedback to the user by means of vibration after the user
makes the gesture and the predetermined time period elapses.
[0026] In another configuration, the hand-held electronic
apparatus may be a hand-held game apparatus which 1s held
by the user with both hands and used. In a state where the
hand-held electronic apparatus 1s held with one hand, a ges-
ture made with the other hand 1s detected by the detector.
Vibration 1s provided to the one hand by the vibration con-
troller.

[0027] According to the above, it 1s possible to provide a
novel hand-held game apparatus which provides feedback by
means of vibration.

[0028] In another configuration, the hand-held electronic
apparatus may have a horizontally long shape, and the camera
may be provided at a short side of the hand-held electronic
apparatus.

[0029] According to the above, since the camera 1s pro-
vided at the short side 1n the horizontally longhand-held elec-
tronic apparatus, the user 1s allowed to perform a gesture input
from the lateral direction of the electronic apparatus.



US 2016/0073017 Al

[0030] Inanother configuration, the camera may be a cam-
era capable of receiving infrared light.

[0031] According to the above, it 1s possible to detect the
specific object on the basis of an 1mage captured by the
infrared camera. By using the infrared camera, 1t 1s possible to
reduce 1nfluence of the external environment as compared to
a normal camera which captures an image of visible light, and
it 1s possible to obtain an 1mage suitable for detecting the
specific object.

[0032] In another configuration, the hand-held electronic
apparatus may further include a sound controller configured

to cause a sound to be outputted in accordance with the result
of the detection by the detector.

[0033] According to the above, 1t 1s possible to output a
sound 1n addition to an 1image 1n accordance with the result of
the detection.

[0034] A hand-held electronic apparatus according to one
embodiment includes a housing, a camera, a vibrator, an
acquirer, a detector, and a vibration controller. The camera 1s
capable of capturing an 1mage 1n a side surface direction of
the housing. The acquirer 1s configured to acquire an input
image captured by the camera. The detector 1s configured to
detect a specific object on the basis of the mput image
acquired by the acquirer. The vibration controller 1s config-
ured to provide vibration to a user by using the vibrator in
accordance with a result of detection by the detector.

[0035] A hand-held electronic apparatus according to one
embodiment includes a distance measuring sensor, a vibrator,
an acquirer, a detector, and a vibration controller. The
acquirer 1s configured to acquire information from the dis-
tance measuring sensor. The detector 1s configured to detect a
movement made by a user, on the basis of the imnformation
acquired by the acquirer. The vibration controller 1s config-
ured to provide vibration to the user by using the vibrator on
the basis of a result of detection by the detector.

[0036] In another configuration, the detector may detect a
distance to an object, and the vibration controller may provide
vibration corresponding to the distance.

[0037] According to the above, for example, it 1s possible to
provide vibration corresponding to the distance between the
object and the electronic apparatus.

[0038] According to the present embodiment, it 1s possible
to detect a gesture made by the user with the camera and
provide vibration to the user 1n accordance with a result of
detection.

[0039] These and other objects, features, aspects and
advantages of the exemplary embodiments will become more
apparent from the following detailed description when taken
in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0040] FIG. 1 1s an example non-limiting front view of a
portable electronic apparatus 1 according to an exemplary
embodiment;

[0041] FIG. 2 1s an example non-limiting right side view of
the portable electronic apparatus 1;

[0042] FIG. 3 1s an example non-limiting rear view of the
portable electronic apparatus 1;

[0043] FIG. 4 1s an example non-limiting block diagram
showing an example of the internal configuration of the por-
table electronic apparatus 1;
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[0044] FIG. S 1s an example non-limiting diagram showing
an example of a use state of the portable electronic apparatus
1 when a user holds the portable electronic apparatus 1 with
both hands:;

[0045] FIG. 6A 1s an example non-limiting diagram show-
ing a state where the user performs a gesture iput by using
their right hand 1n a right side surface direction of the portable
electronic apparatus 1;

[0046] FIG. 6B 1s an example non-limiting diagram show-
ing a state where the user performs a gesture mput by using
their right hand in the right side surface direction of the
portable electronic apparatus 1;

[0047] FIG. 7A 1s an example non-limiting diagram show-
ing an example of an 1mage captured by an infrared camera 4
when the gesture input shown in FIG. 6A 1s performed;
[0048] FIG. 7B 1s an example non-limiting diagram show-
ing an example of an 1image captured by the infrared camera
4 when the gesture input shown in FIG. 6B 1s performed;
[0049] FIG. 8 1s an example non-limiting diagram showing
a recognizable range of the infrared camera 4;

[0050] FIG. 9 1s an example non-limiting diagram showing
a recognizable range of a distance measuring sensor 5;
[0051] FIG.10A 1s anexample non-limiting diagram show-
ing an example of a process based on a gesture input using the
infrared camera 4;

[0052] FIG. 10B 1s an example non-limiting diagram show-
ing an example of a process based on a gesture input using the
infrared camera 4;

[0053] FIG. 10C 1s an example non-limiting diagram show-
ing an example of a process based on a gesture input using the
infrared camera 4;

[0054] FIG. 10D 1s anexample non-limiting diagram show-
ing an example of a process based on a gesture input using the
infrared camera 4;

[0055] FIG.11A1sanexample non-limiting diagram show-
ing an example of an nput image captured by the infrared
camera 4 when the gesture imput shown in FIG. 10A 1s per-
formed;

[0056] FIG.11B1sanexample non-limiting diagram show-
ing an example of an nput image captured by the infrared
camera 4 when the gesture mnput shown 1n FIG. 10B 1s per-
formed;

[0057] FIG.11C1san example non-limiting diagram show-
ing an example of an nput image captured by the infrared
camera 4 when the gesture mnput shown 1n FIG. 10C 1s per-
formed;

[0058] FIG. 11D 1sanexample non-limiting diagram show-
ing an example of an 1image captured by the infrared camera
4 when the gesture input shown in FIG. 10D 1s performed;
[0059] FIG.12A 1s anexample non-limiting diagram show-
ing another example of a process based on a gesture input
using the infrared camera 4;

[0060] FIG. 12B isanexample non-limiting diagram show-
ing another example of a process based on a gesture iput
using the infrared camera 4;

[0061] FIG. 13 1s an example non-limiting diagram show-
ing an example of a process using the distance measuring
Sensor S;

[0062] FIG. 14 1s an example non-limiting diagram show-
ing a state where an 1mage corresponding to a gesture iput
performed by the user 1s projected onto the hand of the user by
using a projector 8;

[0063] FIG. 15 1s an example non-limiting diagram show-
ing a state where various gesture imputs are performed with a
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right hand with respect to the portable electronic apparatus 1
while the portable electronic apparatus 1 1s held with a left
hand;

[0064] FIG. 16 1s an example non-limiting flowchart show-
ing an example of a process performed in the portable elec-
tronic apparatus 1;

[0065] FIG.171s an example non-limiting flowchart show-
ing predetermined information processing in step S12 1n FIG.
16 1n the case where an input 1image from the infrared camera
4 1s used;

[0066] FIG. 181san example non-limiting flowchart show-
ing the predetermined information processing in step S12 1n
FIG. 16 1n the case where a process based on detection infor-
mation from the distance measuring sensor 5 1s performed.
[0067] FIG. 19 1s an example non-limiting flowchart show-
ing the predetermined information processing in step S12 1n
FIG. 16 1n the case where a process using the infrared camera
4 and the distance measuring sensor 5 1s performed;

[0068] FIG. 20 1s an example non-limiting diagram show-
ing an application example of the process performed 1n the
portable electronic apparatus 1;

[0069] FIG. 21 1s an example non-limiting diagram show-
ing an example of an 1image displayed on a display 2 when a
process using an outer camera 9 and the infrared camera 4
and/or the distance measuring sensor S 1s performed;

[0070] FIG. 22 1s an example non-limiting diagram show-
ing an example of a game for which the projector 8 and the
display 2 are linked to each other;

[0071] FIG. 23 1s an example non-limiting diagram show-
ing an example of a vertically long portable electronic appa-
ratus 50;

[0072] FIG. 24 1s an example non-limiting diagram show-
ing an example of a horizontally long portable electronic
apparatus;

[0073] FIG. 25 15 an example non-limiting diagram show-
ing a state where a portable electronic apparatus provided
with the infrared camera 4, the distance measuring sensor 3,
and the like at a side surface when a screen 1s viewed from a
front surface 1s rotated rightward 90 degrees;

[0074] FIG. 26 1s an example non-limiting diagram show-
ing an example of a configuration 1n which the infrared cam-
era 4, the distance measuring sensor 5, and the like are pro-
vided at each of a side surface and a bottom side surface;
[0075] FIG. 27 1s an example non-limiting diagram of a
portable electronic apparatus 1n which the infrared camera 4
and the distance measuring sensor 3 are tilted, as viewed from
a bottom side surface; and

[0076] FIG. 28 1s an example non-limiting diagram show-
ing a portion of an 1mage sensor capable of capturing both an
RGB 1mage and an infrared image.

DETAILED DESCRIPTION OF NON-LIMITING
EXAMPLE EMBODIMENTS

[0077] Hereinaftter, a portable electronic apparatus accord-
ing to an exemplary embodiment will be described. The por-
table electronic apparatus 1s a hand-held information process-
ing apparatus which can be held with hands and operated by
a user, and may be, for example, a game apparatus, or may be
any apparatus such as a mobile phone (smartphone, etc.), a
tablet terminal, a camera, a watch-type terminal, or the like.
FIG. 1 1s a front view of a portable electronic apparatus 1
according to the present embodiment. FIG. 2 1s a right side
view ol the portable electronic apparatus 1. FIG. 3 1s a rear
view of the portable electronic apparatus 1.
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[0078] As shown in FIG. 1, the portable electronic appara-
tus 1 includes a display 2, a touch panel 3, an infrared camera
4, a distance measuring sensor 3, an input button 6 (6 A to 6D),
an 1rradiation section 7, and a projector 8, and these compo-
nents are housed 1n a housing 10. The housing 10 (the portable
clectronic apparatus 1) has a plate-like shape and has a size
small enough to be held with one hand or both hands of the
user.

[0079] As the display 2, for example, a liquid crystal dis-
play device, an organic EL display device, or the like 1s used.
In addition, any display device may be used. The screen of the
display 2 1s provided so as to be exposed on a front surface (T5
surface) of the housing 10. The touch panel 3 i1s provided on
the screen of the display 2 and detects a position, on the
screen, which 1s touched by the user. As the touch panel 3, one
capable of detecting a single point or one capable of detecting
multiple points 1s used, and any touch panel such as an elec-
trostatic capacitance type, a resistive film type, or the like may
be used.

[0080] The mput buttons 6A to 6D accept an input (press-
ing ) performed by the user. Each of the input buttons 6 A to 6D
1s provided at a position which a finger of the user reaches
when the user holds both ends of the portable electronic
apparatus 1. Specifically, each of the input buttons 6 A and 6C
1s located at a position which a finger of the right hand of the
user reaches when the user holds the portable electronic appa-
ratus 1 with their right hand, the input button 6 A 1s provided
at a position which the thumb of the right hand reaches, and
the input button 6C 1s provided at a position which the index
finger or the middle finger of the right hand reaches. In addi-
tion, each of the input buttons 6B and 6D 1s located at a
position which a finger of the left hand of the user reaches
when the user holds the portable electronic apparatus 1 with
their left hand, the mput button 6B 1s located at a position
which the thumb of the left hand reaches, and the input button
6D 1s located at a position which the index finger or the middle
finger of the left hand reaches. As shown 1n FIG. 1, the input
buttons 6A and 6B are provided on the front surface (TS
surface) of the housing 10, and the mput buttons 6C and 6D
are provided on an upper side surface (T4 surface) of the
housing 10. As an 1input section which accepts an input per-
formed by the user, a cross key, an analog stick, or the like for

a direction mnput may be provided 1n addition to the mput
buttons 6A to 6D.

[0081] The infrared camera 4 1includes a lens and a sensor
which senses light (infrared light, specifically, near-infrared
light). The sensor of the infrared camera 4 1s an 1mage sensor
in which elements that sense infrared light are arranged 1n
rows and columns, and each element of the image sensor
receives infrared light and converts the infrared light into an
electric signal, thereby outputting a two-dimensional infrared
1mage.

[0082] Light (e.g., infrared light) emitted from a light
source provided in the distance measuring sensor S 1s
reflected on an object. The distance measuring sensor S mea-
sures the distance to the object by 1ts light recerving element
receiving the retlected light. As the distance measuring sensor
5, any type of sensor such as a triangulation type sensor or a
TOF (Time Of Flight) type sensor may be used. As the light
source of the distance measuring sensor 5, an LED, a laser
diode, or the like which emits infrared light 1n a specific
direction 1s used.

[0083] The 1rradiation section 7 emits infrared light at a
predetermined time interval (e.g., a Yo sec interval). The
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irradiation section 7 emits infrared light in synchronization
with timing at which the infrared camera 4 captures an 1image.
The 1rradiation section 7 emits infrared light to a predeter-
mined range 1n a right side surface direction of the portable
electronic apparatus 1. The infrared light emitted by the irra-
diation section 7 1s reflected on an object and, the reflected
infrared light 1s received by the infrared camera 4, whereby an
image of the infrared light 1s obtained. The 1rradiation section
7 may be used for capturing an infrared image by the infrared
camera 4 and measuring a distance by the distance measuring
sensor 3. That 1s, using the infrared light from the 1rradiation
section 7, an image may be captured by the infrared camera 4
and also a distance may be measured by the distance measur-
Ing sensor 5.

[0084] The projector 8 includes a light source which emaits
visible light, and projects a character, an 1image, or the like
onto a projection surface (a screen, a hand of the user, etc.) by
using light from the light source.

[0085] The infrared camera 4, the distance measuring sen-
sor 5, the 1rradiation section 7, and the projector 8 are pro-
vided at a side surface (e.g., a right side surface: T1 surface)
of the housing 10. Specifically, the imaging direction (optical
axis) of the infrared camera 4 1s directed 1n a direction per-
pendicular to the right side surface. The detection direction of
the distance measuring sensor S and a direction 1n which the
projector 8 emits light are also similarly directions perpen-
dicular to the right side surface. That 1s, when the user holds
the portable electronic apparatus 1 with their left hand, the
infrared camera 4 captures an 1mage of a space 1n the right
side surface direction of the portable electronic apparatus 1,
and the distance measuring sensor 5 measures the distance to
an object present in the space in the right side surface direc-
tion of the portable electronic apparatus 1. In addition, the
projector 8 projects an 1image or the like by emitting visible
light 1n the same direction as those of the infrared camera 4
and the distance measuring sensor 5.

[0086] An outer camera 9 1s provided at a back surface (T6
surface) of the portable electronic apparatus 1 (FIG. 3). The
outer camera 9 1s typically capable of capturing an 1mage in a
direction perpendicular to the imaging direction of the infra-
red camera 4, that 1s, 1n a direction perpendicular to the back
surface. The outer camera 9 includes a lens and an 1mage
sensor which senses visible light. The outer camera 9 captures
an 1mage of a space in a back surface direction as a color
image (RGB 1mage). A camera may be provided at the front
surtace 1n addition to the outer camera 9 at the back surface.
The outer camera 9 at the back surface may not be provided,
and a camera may be provided at the front surface (the surface
at which the screen of the display 2 1s provided).

[0087] FIG.41sablock diagram showing an example of the
internal configuration of the portable electronic apparatus 1.
As shown 1n FIG. 4, 1n addition to each section described
above, the portable electronic apparatus 1 includes a vibrator
11, a microphone 12, a speaker 13, a control section 14, a
communication section 15, an attitude detection section 16, a
GPS recewver 17, and a geomagnetic sensor 18. In addition,
the portable electronic apparatus 1 includes a battery which 1s
not shown, and 1s supplied with power from the battery. These
respective sections are housed 1n the housing 10.

[0088] The control section 14 1s connected to the respective
sections such as the display 2, the touch panel 3, the infrared
camera 4, the distance measuring sensor 5, the input button 6,
the 1rradiation section 7, the projector 8, the vibrator 11, the
microphone 12, the speaker 13, the communication section
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15, the attitude detection section 16, the GPS receiver 17, and
the geomagnetic sensor 18, and controls the respective sec-
tions.

[0089] Specifically, the control section 14 includes a CPU,
amemory, and the like, and performs a predetermined process
on the basis of a predetermined program (e.g., application
programs for performing game processing, image processing,
and various calculations) stored in a storage unit (e.g., a
nonvolatile memory, a hard disk, etc.) which 1s provided in the
portable electronic apparatus 1 and not shown. For example,
the control section 14 acquires an 1image from the infrared
camera 4 and analyzes the image; calculates the distance to an
object on the basis of a signal from the distance measuring
sensor 3; and performs a process corresponding to an input
signal from the touch panel 3 or the input button 6. The
control section 14 generates an 1mage based on a result of a
predetermined process, and outputs the 1image to the display
2. A program for performing the predetermined process may
be downloaded from the outside via the communication sec-
tion 15.

[0090] The vibrator 11 operates on the basis of an 1nstruc-
tion from the control section 14, to vibrate the entire portable
electronic apparatus 1. The vibrator 11 1s provided at a pre-
determined position (e.g., at a center portion within the hous-
ing 10 or a position shufted left or right therefrom) from which
vibration 1s easily transmitted to the hands of the user.

[0091] The microphone 12 and the speaker 13 are used for
inputting and outputting sound. The communication section
15 15 used for performing communication with another appa-
ratus by a predetermined communication method (e.g., a
wireless LAN, etc.). The attitude detection section 16 1s, for
example, an acceleration sensor or an angular velocity sensor,
and detects the attitude of the portable electronic apparatus 1.

[0092] The GPS recerver 17 recerves a signal from a GPS
(Global Positioning System) satellite, and the portable elec-
tronic apparatus 1 can calculate the position of the portable
electronic apparatus 1 on the basis of the received signal. For
example, when a predetermined operation (e.g., a gesture
input using the infrared camera 4 described later, a button
input, or amotion of shaking the portable electronic apparatus
1) 1s performed at a specific position, the portable electronic
apparatus 1 may display an object associated with the specific
position. For example, in the case where a game 1s played with
the portable electronic apparatus 1, when the portable elec-
tronic apparatus 1 1s present at a specific position, an object
associated with the specific position may be caused to appear
in the game.

[0093] The geomagnetic sensor 18 1s a sensor capable of
detecting the direction and the magnitude of magnetism. For
example, the portable electronic apparatus 1 determines
whether the portable electronic apparatus 1 1s directed 1n a
specific direction, on the basis of a detection result of the
geomagnetic sensor 18. When a predetermined operation (the
above-described gesture input, etc.) 1s performed 1n the spe-
cific direction, the portable electronic apparatus 1 may dis-
play an object. For example, when a game 1s played with the
portable electronic apparatus 1, an object corresponding to
the specific direction may be caused to appear in the game. In
addition, the portable electronic apparatus 1 may use a com-
bination of GPS information obtained by using the GPS
receiver 17 and direction information obtained by using the
geomagnetic sensor. For example, when the portable elec-
tronic apparatus 1 1s present at a specific position and directed
in a specific direction, the portable electronic apparatus 1 may
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display an object corresponding to the specific position and
the specific direction, or may cause the object to appear 1n a
game.

[0094] FIG. 5 1s a diagram showing an example of a use
state of the portable electronic apparatus 1 when the user
holds the portable electronic apparatus 1 with both hands. As
shown 1n FIG. §, the user holds both left and right end portions
of the portable electronic apparatus 1. When the user holds
both left and right end portions, the user can press the input
button 6B with the thumb of their left hand, and can press the
input button 6 A with the thumb of their right hand. In addi-
tion, when the user holds both left and right end portions, the
user can move the index finger or the middle finger of their left
hand to press the iput button 6D with the index finger or the
middle finger of their left hand, and can move the index finger
or the middle finger of their right hand to press the nput
button 6C with the index finger or the middle finger of their
right hand.

[0095] Next, an input with respect to the portable electronic
apparatus 1 will be described. In the present embodiment, the
user can perform a gesture input with respect to the portable
electronic apparatus 1 by using their right hand 1n a state of

holding the portable electronic apparatus 1 with their left
hand.

[0096] FIGS. 6A and 6B are each a diagram showing a state
where the user performs a gesture imput by using their right
hand 1n the right side surface direction of the portable elec-
tronic apparatus 1. FIG. 7A 1s a diagram showing an example
of an 1mage captured by the infrared camera 4 when the
gesture mput shown 1n FIG. 6A 1s performed. FIG. 7B 1s a
diagram showing an example of an 1image captured by the
infrared camera 4 when the gesture input shown 1n FIG. 6B 1s
performed.

[0097] As shown in FIGS. 6A and 6B, the user performs
various gesture inputs by using their right hand at a positionin
the right side surface direction of the portable electronic
apparatus 1. The portable electronic apparatus 1 captures an
infrared image by the infrared camera 4 provided at the right
side surface of the portable electronic apparatus 1, and ana-
lyzes the captured infrared image, thereby 1dentifying a ges-
ture input performed by the user.

[0098] Specifically, when the image shown in FIG. 7A or
7B 1s acquired from the infrared camera 4, the portable elec-
tronic apparatus 1 detects a specific object (specifically, a
human hand) included 1n the acquired image, and 1dentifies
the type of a gesture made by the user, on the basis of the
shape or the like of the specific object. For example, the
portable electronic apparatus 1 determines whether an object
having a predetermined shape 1s present in the acquired
image, through pattern matching or the like. For example,
when the 1image shown 1n FIG. 7A 1s acquired, the portable
electronic apparatus 1 canrecognize “rock™ onthe basis of the
number of raised fingers. When the image shown 1n FIG. 7B
1s acquired, the portable electronic apparatus 1 can recognize
“paper’” on the basis of the number of raised fingers. Then, the
portable electronic apparatus 1 performs a process corre-
sponding to the type of the gesture as described later.

[0099] Here, examples of gestures to be identified include
body gestures and hand gestures using a part or the entirety of
the body such as the hands and the face of the user, and the
portable electronic apparatus 1 may recognize, as a gesture
input, a state where a hand or the like remains still, or may
recognize, as a gesture input, a series of motions using a hand.
In addition, the portable electronic apparatus 1 may recognize

Mar. 10, 2016

a gesture mput performed 1n a state where the user holds an
object. In this case, the portable electronic apparatus 1 may
recognize, as a gesture mput, a state where only the object
held by the user remains still or 1s moved, or may recognize,
as a gesture mput, a state where both the hand of the user and
the object remain still or are moved.

[0100] The portable electronic apparatus 1 of the present
embodiment calculates the distance between the portable
electronic apparatus 1 and an object by using the distance
measuring sensor 3 as described later, and performs a process
on the basis of the calculated distance. For example, on the
basis of information from the distance measuring sensor 3,
the portable electronic apparatus 1 detects whether an object
1s present in the right side surface direction of the portable
electronic apparatus 1, or detects the distance between the
portable electronic apparatus 1 and an object, thereby
enabling a movement of the object 1n the right side surface
direction to be detected. For example, when the distance
detected by the distance measuring sensor S has changed
within a predetermined time period, the portable electronic
apparatus 1 can recognize that the user 1s swinging their hand
right and left in the right side surface direction of the portable
electronic apparatus 1. In addition, when an object has been
detected and has not been detected by the distance measuring
sensor 5 within a predetermined time period, the portable
clectronic apparatus 1 can recognize that the user 1s swinging
their hand up and down. Then, the portable electronic appa-
ratus 1 performs a predetermined process 1n accordance with
the movement of the detected object, and displays a result of
the process on the display 2.

[0101] As described above, 1n the present embodiment, by
detecting a specific object in the right side surface direction of
the portable electronic apparatus 1 using the infrared camera
4 and/or the distance measuring sensor 3, 1t 1s possible to
identify various gesture inputs with respect to the portable
electronic apparatus 1 and display, on the display 2, a result of
a process corresponding to each input.

[0102] Here, each of the infrared camera 4 and the distance
measuring sensor 3 has a recognizable range where an object
can be recognmized. FIG. 8 1s a diagram showing the recogniz-
able range of the infrared camera 4. FIG. 9 1s a diagram
showing the recognizable range of the distance measuring
sensor 3.

[0103] As shown in FIG. 8, the infrared camera 4 has a
predetermined angle of view 0. The inifrared camera 4 cap-
tures an 1mage 1n a range (e.g., a range of several tens to 180
degrees) included 1n the angle of view 0 of the infrared cam-
era 4, 1n the right side surface direction of the portable elec-
tronic apparatus 1, and this range 1s a recognizable range for
a gesture mput using the infrared camera 4. Here, when the
distance between the portable electronic apparatus 1 and an
object to be recognized 1s excessively short, an 1image of the
entire object cannot be captured by using the infrared camera
4. Therefore, 1n the range included in the angle of view 0, an
area away from the portable electronic apparatus 1 by a pre-
determined distance d 1s the recognizable range of the 1nfra-
red camera 4. It should be noted that the distance d depends on
the size of an object to be recognized.

[0104] Asshownin FIG.9, the distance measuring sensor 5
detects whether an object 1s present 1n the right side surface
direction of the portable electronic apparatus 1, and measures
the distance to the object. For example, the distance measur-
ing sensor 3 1s capable of detecting a distance of about several
centimeters to 1 m. Unlike the infrared camera 4, the recog-
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nizable range of the distance measuring sensor 3 substantially
linearly extends in the right side surface direction from the
vicinity of the portable electronic apparatus 1. That 1s, the
distance measuring sensor 3 detects an object present at a
position located substantially on a straight line extending in
the detection direction, and has very high directivity. On the
other hand, the infrared camera 4 captures an 1mage of an
object present 1n a range which widens to some extent, and
has low directivity.

[0105] Next, a process based on a gesture input detected by
using the infrared camera 4 and the distance measuring sensor

5 will be described.

[0106] FIGS. 10A to 10D are each a diagram showing an
example of a process based on a gesture input using the
infrared camera 4. As shown in FIG. 10A, when the user
makes their right hand into “rock” at a predetermined position
in the right side surface direction of the portable electronic
apparatus 1 while holding the portable electronic apparatus 1
with their left hand, a character 21 1s displayed on the display
2. As shown 1n FIG. 10B, when, from the state of FIG. 10A,
the user moves their right hand toward the right side surface of
the portable electronic apparatus 1 while their right hand 1s
kept as “rock”, the character 21 displayed on the display 2 1s
enlarged.

[0107] Furthermore, when, from the state shown in FIG.
10B, the user makes their right hand 1nto “paper”, the facial
expression of the character 21 on the display 2 changes (FIG.
10C). For example, as shown 1n FIG. 10C, the character 21
changes to have a smile expression. Moreover, as shown 1n
FIG. 10D, when the user moves their right hand toward the
portable electronic apparatus 1 while their right hand 1s kept
as “paper”’, the displayed character 21 1s further enlarged, and
the facial expression of the character 21 changes. At that time,
the vibrator 11 may operate to vibrate the portable electronic

apparatus 1, and a sound may be outputted from the speaker
13.

[0108] FIG. 11A 1s a diagram showing an example of an
input 1mage captured by the infrared camera 4 when the
gesture input shown in FIG. 10A 1s performed. FIG. 11B 1s a
diagram showing an example of an input 1image captured by
the infrared camera 4 when the gesture input shown 1n FIG.
10B 1s performed. FIG. 11C 1s a diagram showing an example
of an input image captured by the infrared camera 4 when the
gesture input shown in FIG. 10C 1s performed. FIG. 11D 1s a
diagram showing an example of an 1image captured by the
infrared camera 4 when the gesture mput shown i FIG. 10D
1s performed.

[0109] When the imput image shown in FIG. 11A 1s

acquired from the infrared camera 4, the portable electronic
apparatus 1 detects an object 30 included in the acquired input
image, and 1dentifies the type of a gesture on the basis of the
shape of the detected object 30. In the portable electronic
apparatus 1, types of gestures and characters 21 to be dis-
played on the display 2 are stored so as to be associated with
cach other 1n advance. The portable electronic apparatus 1
displays an 1mage of the character 21 corresponding to the
identified type of the gesture, on the display 2 (FIG. 10A).
Depending on the 1dentified type of the gesture, the vibrator
11 may be operated to vibrate the portable electronic appara-
tus 1.

[0110] Next, when the input image shown in FIG. 11B 1s
acquired, the portable electronic apparatus 1 detects the
object 30 included 1n the acquired input image, and 1dentifies
the type of a gesture on the basis of the shape of the detected

Mar. 10, 2016

object 30. In FIG. 11B, the gesture 1s identified to be the same
as 1 FIG. 11A, and thus an image of the character 21 dis-
played on the display 2 1s the same 1image as in FIG. 10A (FIG.
10B). However, as the object (the right hand of the user)
moves toward the portable electronic apparatus 1, the char-
acter 21 displayed on the display 2 1s enlarged. Specifically,
the portable electronic apparatus 1 sets a size of the image of
the character 21 to be displayed on the display 2, by compar-
ing the size of the object 30 included 1n the input image shown
in FIG. 11 A with the size of the object 30 included in the input
image shown in FIG. 11B. In this manner, the portable elec-
tronic apparatus 1 determines a relative distance (relative
position) between the portable electronic apparatus 1 and a
specific object on the basis of the size of the specific object
included 1n an 1image acquired from the infrared camera 4, and
sets a size of the character 21 to be displayed on the display 2,
in accordance with the relative distance. At that time, depend-
ing on the relative distance, the portable electronic apparatus
1 may be vibrated.

[0111] Next, when the input 1image shown in FIG. 11C 1s
acquired from the infrared camera 4, the portable electronic
apparatus 1 detects the object 30 included 1n the input 1mage,
and 1dentifies the type of a gesture on the basis of the shape of
the detected object 30. The portable electronic apparatus 1
identifies the gesture as “paper” on the basis of the shape of
the object 30 included in the input image shown in FIG. 11C,
and displays an 1image of the character 21 different from those
in FIGS. 10A and 10B, on the display 2 as shown 1n FIG. 10C.
A size of the character 21 to be displayed at that time may be
set to be the same as the last-set size of the character 21, or
may be set on the basis of the size of the object included 1n the
input 1mage.

[0112] Furthermore, when the input 1image shown in FIG.
11D 1s acquired from the infrared camera 4, the portable
electronic apparatus 1 detects the object 30 included 1n the
input image, and 1dentifies the type of a gesture on the basis of
the shape of the detected object 30. However, 1n FIG. 11D, a
part of the object 30 lacks, and the portable electronic appa-
ratus 1 cannot accurately identify the type of the gesture.
Thus, as shown 1n FIG. 10D, the portable electronic apparatus
1 displays, on the display 2, the character 21 in a form 1ndi-
cating that the type of the gesture cannot be identified. In
addition, 1n order to notify the user of the detection error, the
portable electronic apparatus 1 1s vibrated or a warning sound
1s outputted.

[0113] Asshown in FIGS. 10A to 10D, the user performs a
gesture mnput with respect to the portable electronic apparatus
1 by moving their right hand. However, even when the user
fixes their right hand 1n place and moves the portable elec-
tronic apparatus 1 1tself, it 1s determined that a gesture input
has been performed. In order to avoid this, for example, the
portable electronic apparatus 1 may detect a movement of the
portable electronic apparatus 1 1tself by using an acceleration
sensor or an angular velocity sensor; and 1f the amount of the
movement of the portable electronic apparatus 1 itself 1s equal
to or greater than a predetermined threshold, the portable
clectronic apparatus 1 may determine that a gesture input has
not been performed. For example, the portable electronic
apparatus 1 may determine whether the portable electronic
apparatus 1 itself 1s moving, by using a detection value from
the acceleration sensor or the like; and 11 the portable elec-
tronic apparatus 1 determines that the portable electronic
apparatus 1 1tself 1s moving in the rightward direction in FIG.
10A, the portable electronic apparatus 1 may determine that a



