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(57) Abstract: Functionality is described herein for managing the behavior 
of one or more applications, such as augmented reality applications and/or 
other environment-sensing applications. The functionality defines permission 
information in a world-driven manner, which means that the functionality 
uses a trusted mechanism to identify cues in the sensed environment, and 
then maps those cues to permission information. The functionality then uses 
the permission information to govern the operation of one or more applica­
tions.
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9 WORLD-DRIVEN ACCESS CONTROL

BACKGROUND

[0001] An augmented reality application provides an output presentation which

5 combines information captured from the environment with some type of supplemental 

information. For example, one type of augmented reality application presents an image of 

the environment, together with labels that annotate objects within the image. Another type 

of augmented reality application provides a figure which duplicates the actual movement 

of a human user, together with a virtual object with which the user may interact.

10 [0002] Any application that captures information from the surrounding environment

raises privacy concerns. For example, the above-described augmented reality applications 

capture images or videos of the environment; that information, in turn, can potentially 

include sensitive items, such as human faces, personal writing, account numbers, etc. The 

“owner” of this private information will often prefer or insist that the information is not

15 released to unauthorized parties. Such an undesirable release can occur in various 

circumstances. In a first case, an unauthorized application may extract the private 

information from data that it obtains through a computing device’s sensing mechanisms 

(e.g., a video camera, microphone, etc.). In a second case, an unauthorized application 

may obtain the private information from another augmented reality application.

20 [0003] The above-described privacy concerns are not unique to augmented reality

applications, but extend to any application which captures perceptual information from the 

environment. Such applications are referred to herein as environment-sensing 

applications.

[0004] In practice, a developer may create an augmented reality application as a “one-

25 off’ self-contained unit of code. Similarly, a computing device may execute the 

application as a standalone unit of functionality. Pursuant to this approach, each developer 

may address the above-described privacy concerns in a separate - typically ad hoc - 

manner, within the application code itself.

[0004A] It is desired to overcome or alleviate one or more difficulties of the prior art, or 

30 to at least provide a useful alternative.
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9 SUMMARY

[0004B] In accordance with some embodiments of the present invention, there is

provided a method, implemented by one or more computing devices, the method

comprising:

5 receiving sensed information that represents a plurality of features in an

environment;

associating the sensed information with one or more final policies to provide final 

policy information, the final policy information pertaining to at least one object in the 

environment and being specified, at least in part, by the environment;

10 identifying permissions which apply to one or more applications, based at least on

the final policy information, to collectively provide permission information; and

governing behavior of said one or more applications based at least on the 

permission information, wherein said governing comprises:

providing a filtered event, the filtered event expressing information 

15 obtained from the environment which has been filtered to reduce a presence of

private information; and

sending the filtered event to an individual application, and

wherein the filtered event is produced by redacting parts of the information 

obtained from the environment.

20

[0004C] In accordance with some embodiments of the present invention, there is 

provided a computer-implemented system comprising:

one or more processing devices; and

one or more computer readable storage media storing instructions which, when 

25 executed by the one or more processing devices, cause the one or more processing devices 

to:

map sensed information, obtained by sensing an environment, into one or more 

candidate policies to provide candidate policy information, the candidate policy 

information applying to recognized objects in the environment, wherein the recognized 

30 objects include a first recognized object and a second recognized object that appear 

concurrently in the sensed environment;

determine a first final policy for the first recognized object and a second final

policy for the second recognized object based at least on the candidate policy information;

identify first permissions which apply to a first application with respect to the first

2
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9 recognized object based at least on the first final policy;

identify second permissions which apply to a second application with respect to the

second recognized object based at least on the second final policy; and

filter the first recognized object to remove first private information based at least 

5 on the first permissions and filter the second recognized object to remove second private 

information based at least on the second permissions.

[0004D] In accordance with some embodiments of the present invention, there is 

provided a computing system comprising:

10 a plurality of applications;

one or more environment sensing mechanisms configured to sense an environment

and to obtain raw perceptual features that characterize the sensed environment;

one or more processing devices; and

one or more computer readable storage media storing instructions which, when 

15 executed by the one or more processing devices, cause the one or more processing devices 

to:

receive subscription requests from individual applications to receive events 

characterizing the sensed environment;

process the raw perceptual features to identify different recognized objects 

20 present in the sensed environment and to obtain the events characterizing the

sensed environment;

identify different policies associated with the different recognized objects, 

the different policies having different permissions for different applications;

filter the events consistently with the different permissions to remove 

25 private information while the one or more environment sensing mechanisms

continue to sense the environment; and

forward the filtered events to the different applications.

[0005] Functionality is described herein for managing the behavior of one or more

30 applications, such as augmented reality applications and/or other environment-sensing

applications. The functionality defines permission information in a world-driven manner,

which means that the functionality uses a trusted mechanism to identify cues in the sensed

environment and then maps those cues to permission information. The functionality then

uses the permission information to govern the operation of one or more applications. This

2A
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9 approach can also be considered as application-agnostic insofar as it provides a general

platform that can be used by any application, rather than, or in addition to, relying on each

application to handle privacy issues in an ad hoc and application-centric manner.

[0006] The above approach can be manifested in various types of systems, 

5 components, methods, computer readable storage media, data structures, graphical user 

interface presentations, articles of manufacture, and so on.

[0007] This Summary is provided to introduce a selection of concepts in a simplified 

form; these concepts are further described below in the Detailed Description. This 

Summary is not intended to identify key features or essential features of the claimed 

10 subject matter, nor is it intended to be used to limit the scope of the claimed subject 

matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007A] Some embodiments of the present invention are hereinafter described, by way of 

15 example only, with reference to the accompanying drawings, wherein:

[0008] Fig. 1 shows an illustrative scenario in which a reality-sensing framework 

captures information from an environment, including information regarding various 

policy-specific features that map to candidate policies.

[0009] Fig. 2 shows an overview of an illustrative reality-sensing framework for 

20 delivering the experience shown in Fig. 1.

[0010] Fig. 3 shows one illustrative implementation of a management module, which 

is a component of the reality-sensing framework of Fig. 2.

[0011] Fig. 4 shows one illustrative implementation of a mapping module, a policy 

resolution module, a permission setting module, and a behavior governing module, which 

25 are components of the management module of Fig. 3.

[0012] Fig. 5 shows an illustrative collection of objects that pertain to the scenario of 

Fig. 1.

[0013] Fig. 6 describes an example of the operation of the management module of Fig. 

3, as applied to the scenario shown in Fig. 1.

30 [0014] Fig. 7 shows one implementation of a recognition system, which is another

component of the management module of Fig. 3.

[0015] Fig. 8 shows one illustrative instantiation of the recognition system of Fig. 7.

[0016] Fig. 9 shows one illustrative implementation of a behavior governing module,

which is another component of the management module of Fig. 3.

2B
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[0017] Fig. 10 shows illustrative distributed computing functionality for implementing

the reality-sensing framework of Fig. 2.

[0018] Fig. 11 is a flowchart that shows one manner of operation of the management

module of Fig. 3.

[0019] Fig. 12 shows illustrative computing functionality that can be used to 

implement any aspect of the features shown in the foregoing drawings.

[0020] The same numbers are used throughout the disclosure and figures to reference 

like components and features. Series 100 numbers refer to features originally found in 

Fig. 1, series 200 numbers refer to features originally found in Fig. 2, series 300 numbers 

refer to features originally found in Fig. 3, and so on.

DETAILED DESCRIPTION

[0021] This disclosure is organized as follows. Section A describes an illustrative 

reality-sensing framework in which permission information that governs the operation of 

applications is principally dictated by cues within a sensed environment. Section B sets 

forth illustrative methods which explain the operation of the functionality of Section A. 

Section C describes illustrative computing functionality that can be used to implement any 

aspect of the features described in Sections A and B.

[0022] As a preliminary matter, some of the figures describe concepts in the context of 

one or more structural components, variously referred to as functionality, modules, 

features, elements, etc. The various components shown in the figures can be implemented 

in any manner by any physical and tangible mechanisms, for instance, by software running 

on computer equipment, hardware (e.g., chip-implemented logic functionality), etc., 

and/or any combination thereof. In one case, the illustrated separation of various 

components in the figures into distinct units may reflect the use of corresponding distinct 

physical and tangible components in an actual implementation. Alternatively, or in 

addition, any single component illustrated in the figures may be implemented by plural 

actual physical components. Alternatively, or in addition, the depiction of any two or 

more separate components in the figures may reflect different functions performed by a 

single actual physical component. Fig. 12, to be described in turn, provides additional 

details regarding one illustrative physical implementation of the functions shown in the 

figures.

[0023] Other figures describe the concepts in flowchart form. In this form, certain

operations are described as constituting distinct blocks performed in a certain order. Such
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implementations are illustrative and non-limiting. Certain blocks described herein can be 

grouped together and performed in a single operation, certain blocks can be broken apart 

into plural component blocks, and certain blocks can be performed in an order that differs 

from that which is illustrated herein (including a parallel manner of performing the 

blocks). The blocks shown in the flowcharts can be implemented in any manner by any 

physical and tangible mechanisms, for instance, by software running on computer 

equipment, hardware (e.g., chip-implemented logic functionality), etc., and/or any 

combination thereof.

[0024] As to terminology, the phrase “configured to” encompasses any way that any 

kind of physical and tangible functionality can be constructed to perform an identified 

operation. The functionality can be configured to perform an operation using, for 

instance, software running on computer equipment, hardware (e.g., chip-implemented 

logic functionality), etc., and/or any combination thereof.

[0025] The term “logic” encompasses any physical and tangible functionality for 

performing a task. For instance, each operation illustrated in the flowcharts corresponds to 

a logic component for performing that operation. An operation can be performed using, 

for instance, software running on computer equipment, hardware (e.g., chip-implemented 

logic functionality), etc., and/or any combination thereof. When implemented by 

computing equipment, a logic component represents an electrical component that is a 

physical part of the computing system, however implemented.

[0026] The phrase “means for” in the claims, if used, is intended to invoke the 

provisions of 35 U.S.C. § 112, sixth paragraph. No other language, other than this specific 

phrase, is intended to invoke the provisions of that portion of the statute.

[0027] The following explanation may identify one or more features as “optional.” 

This type of statement is not to be interpreted as an exhaustive indication of features that 

may be considered optional; that is, other features can be considered as optional, although 

not expressly identified in the text. Finally, the terms “exemplary” or “illustrative” refer 

to one implementation among potentially many implementations.

A. Illustrative Reality-Sensing Framework

[0028] This section describes a reality-sensing framework that hosts one or more 

augmented reality applications. As noted above, an augmented reality application operates 

by using one or more sensing mechanisms to capture any aspects of an environment. The 

application then generates some kind of added information, such as a label, virtual object 
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(e.g., an avatar), etc. The application then provides an output presentation which

combines information regarding the environment with the added information.

[0029] In other cases, the reality-sensing framework may host one or more other types 

of environment-sensing applications. These other types of environment-sensing 

applications capture aspects of the environment, but do not combine a representation of 

the environment and added information in the same manner described above. 

Nevertheless, to facilitate and simplify the description, the reality-sensing framework will 

be principally described with reference to augmented reality applications.

[0030] From a high-level perspective, the reality-sensing framework may include a 

recognition system for extracting different features from the environment, based on 

perceptual information provided by one or more sensing mechanisms. Different 

augmented reality applications subscribe to and receive different types of features 

provided by the recognition system, if permitted by per-application permission 

information. The per-application permission information, in turn, is generated based on 

detected cues in the environment. A shared renderer receives and manages information 

generated by all of the augmented reality applications.

[0031] But before delving into the illustrative specifics of the reality-sensing 

framework, consider the illustrative scenario depicted in Fig. 1, in which the reality­

sensing framework is used to provide an augmented reality experience. That scenario will 

serve as a running example throughout this disclosure.

[0032] The real world 102 shown in Fig. 1 includes a first person 104 who is standing 

in front of a whiteboard 106. Among other characteristics, the first person 104 possesses a 

face 108 and a badge 110. Further, the first person 104 adopts a pose in which his arm 

112 is outstretched. The real world 102 may also include various events. For example, in 

one such event, the first person 104 is making a gesture 114 with his outstretched hand, 

shaking it back and forth as if to signal disapproval. The whiteboard 106 includes writing 

116, a code-bearing label 118, and a printed message 120.

[0033] The real world 102 also includes one more signal sources 122, such as any 

source of electromagnetic signals (radio signals, microwave signals, infrared signals, 

magnetism signals, etc.), sound waves, etc. Some of the signal sources 122 may be local 

with respect to the immediately sensed environment, such as Wi-Fi access point sources. 

Other signal sources 122 may be remote, such as radio towers, satellite sources, and so on. 

The reality-sensing framework can use any technology to process the signals from the 
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sources 122, such as Bluetooth® technology, dead reckoning techniques, triangulation

techniques, global position detection techniques, and so on.

[0034] A second person 124 captures the above-described scene using a computing 

device 126, such as a smartphone, a tablet computing device, etc. More specifically, the 

second person 124 orients the computing device 126 such that its video camera (not 

shown) captures a video representation of at least the first person 104 and the whiteboard 

106. The computing device 126 can also include one or more other environment sensing 

mechanisms, such as, but not limited to, one or more microphones, one or more motion 

sensing devices (such as one or more accelerometers, one or more gyroscopes, etc.), and 

so on. These other sensing mechanisms may capture other aspects of the real world 102.

[0035] The computing device 126 may also include one or more output devices, such 

as a display mechanism 128. The display mechanism 128 provides an output presentation 

produced by the augmented reality application(s) that are running at a current time. In the 

scenario shown in Fig. 1, the display mechanism 128 acts as a “window” to the real world 

102, from the vantage point of the second person 124. In other words, the content 

presented on the display mechanism 128 mirrors the actual world in front of the 

computing device 126, as if the user was looking through a window onto the world.

[0036] In the case of Fig. 1, the second person 124 points the computing device 126 

such that the field of view of the video camera is directed away from the second person 

124. But other arrangements may be used to deliver an augmented reality experience. In 

another case, for instance, the second person 124 may operate within a field of view 

associated with plural video cameras, which capture the second person 124 from different 

vantage points. The second person 124 may consume the output presentation produced by 

the augmented reality applications on any output device, such as a display monitor (not 

shown) that is placed generally in front of the second person 124.

[0037] In another case, the second person 124 may interact with the augmented reality 

applications via any type of wearable computing device. For example, such a computing 

device may be affixed to eyewear, apparel, a watch, jewelry, a badge, or other wearable 

item. Any type of sensing mechanisms and output devices may be affixed or otherwise 

associated with the wearable item. For example, a video camera affixed to eyewear can 

capture a video representation of the scene in front of the second person 124, while a 

display mechanism affixed to the eyewear may deliver the output presentation provided by 

the augmented reality applications. The above-described form factors are cited by way of 

example, not limitation; still other arrangements are possible.
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[0038] Assume, in the present example, that the reality-sensing framework includes

two augmented reality applications that work together. They work together in the sense

that they sense the same real world 102, and they generate added information which

contributes to the same output presentation 130.

[0039] Assume that a first augmented reality application receives face recognition data 

from the recognition system, associated with one or more faces that appear in the real 

world 102 (if permitted by the permission information). The first augmented reality 

application then performs a lookup operation to match the face recognition data with one 

or more previously-registered instances of face recognition data, each of which is tagged 

with a name. The first augmented reality application then provides labels associated with 

one or more matching names on the output presentation 130. Fig. 1 shows one such label 

132 generated by the first augmented reality application. The first augmented reality 

application is referred to hereinafter as an annotation application.

[0040] A second augmented reality application receives raw video information from 

the recognition system (if permitted by the permission information). The second 

augmented reality application then recognizes text in the video information, if present. 

The second augmented reality application then replaces the original text with a beautified 

version of the original text, such as the instance of replacement text 134. The second 

augmented reality application is referred to hereinafter as a transcription application.

[0041] As can be appreciated, the assortment of augmented reality applications 

described above is cited by way of illustration, not limitation. The reality-sensing 

framework can accommodate any number of augmented reality applications (or more 

generally, any environment-sensing applications), each of which may perform any 

function, and each of which may be active or inactive at any time.

[0042] Note that the output presentation 130 also includes a redacted depiction of the 

first person 104 and the whiteboard 106. The reality-sensing framework can present such 

a depiction in different ways, to be described below.

[0043] Consider a few high-level aspects of the problem posed by the scenario shown 

in Fig. 1. The real world 102 includes several items which may be considered private or 

sensitive in nature. For example, the whiteboard 106 contains writing that may contain 

secret information. For example, consider the case in which the first person 104 is an 

employee of a company, and that person has written the launch date of a commercial 

product (as conveyed by writing 116) on the whiteboard 106, which is located within the 
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premises of the company. The company may wish to prevent that information from being

released outside the company.

[0044] Similarly, the real world 102 encompasses the first person 104 himself. That 

person 104 may consider his face 108, speech, badge 110, etc. as private information. As 

such, the first person 104 may wish to prevent these personal items from being 

communicated to non-authorized entities. These privacy concerns may be particularly 

pronounced in those environments in which heightened privacy usually applies, such as 

bathrooms, locker rooms, nightclubs, doctor’s offices, and so on.

[0045] Note that, in the scenario of Fig. f, the second person f24 is capturing a 

representation of the first person 104. This arrangement means that the first person 104 

will be the one who is primarily concerned about the release of sensitive information. But 

more generally, anyone who is encompassed or otherwise impacted by a sensed 

environment may be concerned about breaches of privacy, including the second person 

124 himself.

[0046] Private information can be jeopardized through various mechanisms in the 

above-described scenario. First, a potentially malicious application may directly receive 

private information. In some cases, the application may not even need the private 

information to perform its allotted task. Second, an application which has been given 

private information (either rightfully or wrongfully) can share the private information with 

another entity in an inappropriate manner. For example, the annotation application may 

attempt to share the detected name (i.e., “John Cheng”) with another application. Third, 

an application may provide sensitive information to output devices, such as by displaying 

the face 108 of the first person 104, etc. on the display mechanism 128 of the computing 

device 126.

[0047] Advancing to Fig. 2, this figure shows a reality-sensing framework 202 which 

provides a solution to at least the above-described problems. The reality-sensing 

framework 202 includes a collection of one or more augmented reality applications 204 

and/or any other environment-sensing applications. The reality-sensing framework 202 

may receive the applications 204 from any source(s) 206 in any manner. In one case, a 

user can explicitly download or otherwise obtain an augmented reality application from 

any source, such as an online marketplace of such applications. In another case, a user 

may more passively select an application, such as by visiting an online website which 

invokes the application, or by triggering any other event which automatically invokes the
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application. An application corresponds to a body of computer-implemented instructions,

expressed in any computing language or combination of computing languages.

[0048] The applications 204 correspond to potentially untrusted functionality 208. 

The remainder of the reality-sensing framework 202 corresponds to trusted functionality 

210. The untrusted functionality 208 is untrusted in the sense that it does not offer the 

same type of robust security guarantees as the trusted functionality 210. In one case, the 

trusted functionality 210 may be implemented, at least in part, by functionality provided 

by a computing device’s operating system. In another case, the trusted functionality 210 

can be provided, at least in part, by software which resides between the operating system 

and the applications 204. Still other implementations of the trusted functionality 210 are 

possible.

[0049] The trusted functionality 210 includes two main flows of information. In the 

first main flow, a policy-based management module 212 (henceforth, simply 

“management module”) receives information from a sensed environment 214. The 

environment 214 is characterized by various sensed features 216 (to be described in 

greater detail below). The management module 212 may also receive supplemental 

information 218 that pertains to the environment 214, from one or more additional sources 

(such as databases, etc.). Based on this information, the management module 212 

determines one or more policies that are appropriate to govern the behavior of the 

applications 204. In a second main flow, the applications 204 provide output information 

to a shared Tenderer 220. The shared Tenderer 220 updates shared state information based 

on the output information. The shared Tenderer 220 then generates an output presentation 

based on the shared state information, which it provides to one or more output devices 

222, such as the display mechanism 128 of Fig. 1.

[0050] A policy can control different aspects of the behavior of any application. For 

example, a policy may specify the type of information that an application is permitted to 

read from the environment 214. In addition, or alternatively, a policy may govern the 

information that one application is allowed to share with another application, or another 

entity. In addition, or alternatively, a policy may govern the information that an 

application is allowed to send to an output device, such as the display mechanism 128. In 

addition, or alternatively, a policy may govern code that an application is allowed to 

execute, and so on.

[0051] From a high-level perspective, the reality-sensing framework 202 uses the

trusted functionality 210 to determine policies based on cues within the environment 214.
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In this sense, the reality-sensing framework 202 may be said to provide a world-driven

policy specification. Further, while the policies are ultimately applied to the applications

204, many of the policies do not have a one-to-one correspondence with any specific

applications. In this sense, the reality-sensing framework 202 may be considered, at least

in part, application-agnostic in nature.

[0052] The approach summarized above has various benefits over an application­

centric approach to specifying policies. First, the world-driven approach is potentially 

more useful compared to an application-centric approach because it applies to a large 

number of applications, and can be used in a variety of environments. By contrast, 

application-centric solutions may narrowly apply to specific applications which operate in 

specific circumstances. Second, the world-driven approach is less likely to fail compared 

to an application-specific approach. This characteristic may ensue from the fact that the 

world-driven approach involves the collection and analysis of a wide variety of potentially 

redundant cues in the environment. In contrast, each application-centric solution may 

operate based on the detection of a specific triggering circumstance. Third, the world- 

driven approach is more standardized than an application-centric approach. This factor 

may promote structured improvements and expansions of the approach by application 

developers and device manufacturers. Fourth, the world-driven approach is potentially 

more trustworthy compared to application-centric solutions. This factor is due to the fact 

that the world-driven approach uses trusted functionality 210, rather than relying on one- 

off untrusted application functionality. The above-described benefits are cited by way of 

example, not limitation.

[0053] Further, the reality-sensing framework 202 chooses policies in an automated or 

semi-automated manner, as the user interacts with the environment 214. This aspect 

reduces the burden on the user in dealing with privacy issues. In contrast, in a prompt- 

driven approach, a user may be asked to specify whether to grant or deny permissions on a 

fine-grained basis, each time an application makes a request to read environmental data. 

In a traditional manifest-driven approach, a user may be asked to grant or deny 

permissions at the time that the application is installed; yet the user may not fully 

understand the nature of the actual permissions that he or she is granting to the application. 

(Nevertheless, the world-driven approach can be combined with aspects of a prompt- 

driven approach and/or a manifest-driven approach.)

[0054] Taken together, the above-described benefits of the reality-sensing

environment may promote the acceptance of augmented reality applications and devices
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(and other environment-sensing applications and devices) in everyday environments. For

instance, the standardized and trusted nature of the platform may help alleviate fears about

the capabilities of augmented reality applications, making end users, bystanders,

proprietors, etc. less likely to reject the applications out of hand.

[0055] Fig. 3 shows one implementation of the management module 212 of Fig. 2. 

The management module 212 includes, or can be conceptualized as including, different 

components that perform different respective functions. The components may be located 

at the same site or distributed over plural sites. Fig. 10, to be described in turn, provides 

additional information regarding one implementation of the management module 212.

[0056] Starting at the top of the figure, the management module 212 includes a 

recognition system 304 for identifying the features 216 in the environment 214. To 

perform this task, the recognition system 304 can receive perceptual information from one 

or more environment sensing mechanisms 306. Illustrative environment sensing 

mechanisms 306 include, but are not limited to, one or more video cameras, one or more 

microphones, one or more movement sensing devices (e.g., one or more accelerometers, 

gyroscopes, etc.), one or more tactile input devices, one or more vibration sensing devices, 

and so on. The raw perceptual information may correspond to relatively low-level 

features associated with the sensed environment 214.

[0057] In addition, the recognition system 304 can optionally extract additional 

higher-level features from the perceptual information. For instance, the recognition 

system 304 may include one or more recognizers, each of which generates one or more 

higher-level features (compared to the raw perceptual information). The recognition 

system 304 can store all information that is collects in a data store 308. Such information 

is referred to herein as sensed information.

[0058] A policy handling module 310 generates permission information based on the 

sensed information. That permission information governs the operation of one or more 

applications 204. The policy handling module 310, in turn, includes different components 

that perform different respective functions.

[0059] First, a mapping module 312 operates to map the sensed information into one 

or more candidate policies. Each candidate policy may have at least two components. A 

first component identifies one or more aspects in the sensed environment to which the 

candidate policy pertains. Each such aspect is referred to herein as an object. A second 

component refers to a privacy-related stance with respect to the object(s). For example, in 

the case of Fig. 1, one object pertains to information regarding the writing 116 on the 
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whiteboard 106. A candidate policy regarding that object may specify that no application 

is allowed to capture raw video that expresses the writing 116. Each such policy is 

qualified as being a “candidate” policy because it is provisional; in other words, at this 

stage, the policy handling module 310 has not yet decided to apply the candidate policy to 

the object in question. To perform the above-described tasks, the mapping module 312 

relies on one or more mapping resources 314. The following description will provide 

additional details regarding different possible implementations of mapping resources 314. 

[0060] The mapping module 312 stores candidate policy information in a data store 

316, which reflects the outcome of its processing. For instance, the candidate policy 

information may identify a plurality of recognized objects in the environment, with each 

object being tagged with one or more candidate policies and/or other property information. 

[0061] A policy resolution module 318 chooses a policy for each object, e.g., by 

selecting from among a set of two or more candidate policies associated with each 

recognized object. To perform this task, the policy resolution module 318 relies on 

resolution rules 320. The resolution rules 320 may identify one or more strategies for 

choosing from among conflicting candidate policies. The policy resolution module 318 

then stores final policy information in a data store 322. The final policy information may 

identify a list of sensed objects in the environment and a final policy associated with each 

object, if a policy can be determined.

[0062] A permission setting module 324 sets permissions for each application, for 

each object, based on the final policy information. To perform this task, the permission 

setting module 324 may rely on permission setting rules in the data store 326. The 

permission setting module 324 stores the outcome of its processing in a data store 328, 

which constitutes permission information.

[0063] Finally, a behavior governing module uses the permission information to 

govern the behavior of each application. As noted above, any aspect of the behavior of an 

application can be controlled.

[0064] Fig. 4 provides additional information regarding the operation of the 

management module 212, including the mapping module 312, the policy resolution 

module 318, the permission setting module 324, and the behavior governing module 330. 

[0065] The mapping module 312 receives detected features. In the case of Fig. 1, for 

instance, the features include raw perceptual information regarding the first person 104, 

the first person’s face 108, the first person’s badge 110, the first person’s gesture 114, the 

whiteboard 106, the writing 116 on the whiteboard 106, the code-bearing label 118, the 
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message 120, and so on. The features also include any signals received by the signal 

sources 122. These items constitute relatively low-level features. The features may also 

include higher-level information extracted by the recognition system 304, such as data 

representing a recognized face, data representing a recognized body pose, data 

representing recognized text, data representing a recognized location, data presenting 

interpreted code-bearing features, etc. These features are cited by way of example, not 

limitation; the recognition system 304 may offer yet other information that may constitute 

features.

[0066] The mapping module 312 maps the sensed information to candidate policies. 

As stated above, each candidate policy is directed to application behavior vis-a-vis some 

recognized object in the environment. In some cases, an object may correspond to a single 

recognized feature, ranging from a low-level “raw” perceptual item to a higher-level 

abstract feature (such as a recognized face). In other cases, an object may correspond to 

an interpretation of a collection of features. An object can also have any spatial scope,

e.g.,  ranging from information about a very small part of the environment to information 

about a broad setting in which the part appears (such as a room, building, city, etc.).

[0067] For example, advancing momentarily to Fig. 5, this figure summarizes a 

collection of objects associated with the whiteboard 106 of Fig. 1. The actual whiteboard 

106 maps to a recognized whiteboard object 502. That whiteboard object 502 occurs in an 

encompassing context associated with one or more higher-level objects, such as a 

recognized geographic location object 504 (e.g., associated with a particular city or 

region), a recognized building object 506, and a recognized room object 508. The 

whiteboard object 502 also has various “child” objects which pertain to individual aspects 

of the whiteboard 106. For example, one child object 510 corresponds to the recognized 

physical characteristics of the whiteboard 106 itself, such as its color, position, size, etc. 

Another child object 512 corresponds to the recognized information-bearing content 

presented on the whiteboard 106.

[0068] The information-bearing content, in turn, can be further broken down into a 

policy-specifying object 514 and an “other content” object 516. The policy-specifying 

object 514 pertains to the recognized policy-specifying features found in the environment, 

each of which expressly specifies a policy. The policy-specifying features include at least 

the code-bearing label 118 and the message 120, and possibly one or more of the signal 

sources 122. The “other content” object 516 pertains to the recognized writing 116 on the 

whiteboard 106. The “other content” object 516, in turn, can be further broken down into 
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a raw video object 518 and a higher-level object 520. The raw video object 518 may

correspond to the recognized raw RGB information provided by a video camera, without

further interpretation. The higher-level object 520 may correspond to any higher-level

result that is produced by interpreting the raw RGB information, such as interpreted text

information, etc.

[0069] The mapping module 312 can identify one or more candidate policies for each 

of the objects in Fig. 5, with the exception of the policy-specifying features. That is, in 

one implementation, the policy-specifying features serve the purpose of directly specifying 

candidate policies that apply to other objects in the hierarchy, and are not themselves the 

“recipient” of policies. But in other cases, one or more policies may be used to qualify the 

way in which a policy-specifying feature is interpreted.

[0070] As can be appreciated, the hierarchy shown in Fig. 5 is presented by way of 

example, not limitation. Other conceptual breakdowns of the whiteboard 106 can include 

additional nodes, fewer nodes, and/or different organizations of nodes.

[0071] The mapping module 312 can identify candidate policies in different ways, 

some techniques being more direct than others. In a first approach, the mapping module 

312 can use any recognition technology to determine the presence of a particular physical 

entity in the environment. The mapping module 312 can then determine whether this 

physical entity is associated with any candidate policy or polices. The candidate policy 

may apply to a recognized object associated with the physical entity and/or to other 

recognized objects in the environment. For example, the mapping module 312 can use 

image recognition technology to detect the presence of a sink or a toilet in the 

environment. The mapping module 312 can determine that these physical entities are 

associated with a bathroom environment. The mapping module 312 can then identify one 

or more candidate policies that apply to a bathroom environment. The objects to which 

such candidate policies pertain correspond to any informational items that may be 

obtained within a bathroom environment, or which are otherwise associated with the 

bathroom environment.

[0072] In another case, the mapping module 312 can use any recognition technology 

to determine the presence of a particular event in the environment. The mapping module 

312 can then determine whether this event is associated with any candidate policy or 

policies. For example, the mapping module 312 can use gesture recognition technology to 

determine that the first person 104 is wagging his finger back and forth. The mapping 

module 312 can then determine whether any candidate policies are associated with this 
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behavior. The object to which such a candidate policy pertains may correspond to

information regarding the person who is performing the behavior, or, more generally, all

information regarding the immediate environment in which the behavior is performed

(including information regarding the whiteboard 106).

[0073] Other types of gestures may include a finger to the lips to indicate that no audio 

recording is allowed, a palms-up halt gesture or arms-crossed gesture to indicate that all 

recording is forbidden, and so on. Any person associated with a scene may make such a 

gesture, including the person who is capturing the scene.

[0074] Another type of event corresponds to a physical state within the environment, 

such as a closed or open door in a meeting room, or the act of opening or closing a door to 

the meeting room. For example, a closed (or closing) door may indicate that privacy is 

desired. Another type of event may correspond to an utterance or noise made by a person. 

For example, a person may make a verbal request, specifying that “no recording is 

allowed.” Or a person may make a “shushing” sound to indicate that audio recording is 

not allowed. Or a person may whisper to indicate that heightened privacy applies, and so 

on.

[0075] In another case, the mapping module 312 can determine the presence of a 

signal that originates from any of the signal sources 122. The mapping module 312 can 

then map this signal to one or more candidate policies, if any. More specifically, in some 

cases, a signal directly identifies a candidate policy. In another case, the mapping module 

312 can map the signal source to location (and/or some other property or properties), and 

then map that intermediate information to one or more candidate policies.

[0076] In another case, the mapping module 312 can determine the presence of any 

policy-specifying feature, which is defined as any detected feature in the environment 

which is directly associated with a candidate policy. The mapping module 312 then 

retrieves the candidate policy that is associated with such a feature. For example, as noted 

above, a signal may be directly associated with a candidate policy, and therefore is one 

type of policy-specifying feature. The code-bearing label 118 and the message 120 are 

two other policy-specifying features. In the case of Fig. 1, the label 118 and message 120 

are affixed to the whiteboard 106, and therefore pertain to the recognized whiteboard 

object. In another case (not shown), a person can wear, carry, or otherwise provide an 

“opt-out” code which indicates that this person does not want any of his personal 

information to be captured by a computing device. In another case (not shown), private



WO 2015/034970 PCT/US2014/053963

5

10

15

20

25

30

16

information that appears on a computer screen or in a physical document can contain such

an opt-out code.

[0077] The above-described methods of mapping features to candidate policies are 

cited by way of illustration, not limitation. Still other direct and indirect techniques for 

discovering candidate policies are possible. Generally, in one implementation, it may be 

advisable to specify a policy using a mode that conforms to the nature of the object that 

will be protected by the policy. For example, among other possible modes, it may be 

advisable to use a visible mode to specify a policy for video information, since the video 

information itself is visible in nature. This choice is potentially useful because a 

computing device that misses a visual cue may also fail to detect the private visible 

information that is being protected.

[0078] The mapping module 312 can perform the above mapping tasks by relying on 

one or more mapping resources 314. Fig. 3 depicts the mapping resources 314 as being 

separate from the recognition system 304. But one or more of the mapping resources 314 

can alternatively be implemented by the recognition system 304, e.g., as respective 

recognizers provided by the recognition system 304. For example, in one case, the 

mapping module 312 can employ an image recognizer to determine the presence of a 

recognized whiteboard object in the environment. In another case, the recognizer system 

304 can employ a recognizer which performs this function; hence, one of the higher-level 

features in the sensed information itself may indicate the presence of the whiteboard 

object.

[0079] Without limitation, the mapping resources 314 may include any of the 

following mechanisms.

[0080] Object recognition based on image information. The mapping resources 314 

may include pattern recognition technology for processing image information. That is, the 

pattern recognition technology may operate by probabilistically mapping visual feature 

information to an identified object. For example, the pattern recognition technology can 

identify a collection of image-related features as corresponding to a whiteboard object, 

e.g., based on the presence of a generally flat, rectangular, and white-colored item in the 

environment. The pattern recognition technology may operate based on a model which is 

trained using conventional machine learning techniques.

[0081] Speech recognition based on audio information. The mapping resources 314

may include audio recognition technology. The audio recognition technology operates by

comparing key terms or phrases in the user’s speech against a database of salient policy-
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related phrases. For example, the audio recognition technology may detect whether the

user utters the telltale phrase “don’t record,” or “stop recording me,” etc. The speech

recognition technology may operate based on a model which is trained using conventional

machine learning techniques, e.g., using a training set including a corpus of utterances and

accepted interpretations of those utterances.

[0082] Gesture recognition. The mapping resources 314 may also include techniques 

for recognizing the behavior of a person within the environment, or any other event that 

occurs within the environment. For example, gesture recognition technology can be used 

to compare the first person’s behavior shown in Fig. f with a database describing known 

gestures that have a bearing on whether recording is allowed or prohibited. The gesture 

recognition technology can apply models that are trained using machine learning 

technology in a known manner.

[0083] Text recognition. The mapping resources 314 may also include a text 

recognition engine for performing recognition of writing, such as optical character 

recognition or the like.

[0084] Lookup resources. The mapping resources 314 can include one or more lookup 

tables which map input information to output information. For example, the input 

information that is fed to a lookup table can correspond to any combination of signal 

information (obtained from the signal sources 122), location information, ownership 

information, object information (which identifies a recognized object), and so on. The 

output information may correspond to any combination of location information, ownership 

information, object information, candidate policy information, and so on.

[0085] Another lookup table can map recognized text messages with one or more 

candidate policies, e.g., by performing a keyword search based on recognized tokens. 

Another lookup table can map code-bearing labels with one or candidate policies. For 

example, the code-bearing label 118 of Fig. 1 may correspond to a Quick Response (QR) 

code. A lookup table may map information extracted by reading this code to a particular 

candidate policy, or map the code with a link, which, in turn, is associated with a 

particular candidate policy.

[0086] Further, the lookup tables may be cascaded, such that the output of one lookup

table may correspond to an input provided to another lookup table. For example, a first

lookup table can map location information to ownership information, and a second lookup

table can map ownership information to candidate policy information.
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[0087] Further, different lookup tables may originate from different policy-setting 

sources. For example, consider a family of tables, each of which maps location 

information to a candidate policy. A first table can define policies set by owners 

associated with detected objects. A second table can define policies set by a standards 

organization. A third table can define policies set by a local community. A fourth table 

can define policies set by the user himself or herself (who is operating the computing 

device which runs the application(s)). Again, this mapping may yield plural candidate 

policies for a given object.

[0088] Tag-to-object mappers. The mapping resources 314 can also include one or 

more tag-to-object mappers. A tag-to-object mapper associates a policy-specifying feature 

(such as a signal, code-bearing label, message, etc.) with an object (or plural objects) 

within the environment to which the feature’s candidate policy applies. The tag-to-object 

mapper can use different techniques to accomplish this task. In one case, the candidate 

policy itself directly specifies the object to which it pertains. For example, a QR code may 

be attached to a credit card. That QR code may map to a candidate policy which expressly 

specifies that it applies to a recognized credit card within the captured scene, or to only 

certain information obtained from the credit card. In this case, the tag-to-object mapper 

can examine any information associated with the policy itself to determine the object(s) to 

which it applies.

[0089] In another case, the tag-to-object mapper can make a determination of whether 

a label or message appears to be affixed to a physical entity, such as the whiteboard 106 of 

Fig. 1. The tag-to-object mapper can make this determination using video analysis, depth 

image analysis, and/or other tools. If there is a connection between a tag and a host entity, 

the tag-to-object mapper can associate the identified policy with any captured information 

pertaining to the identified host entity.

[0090] In another case, the tag-to-object mapper can determine one or more entities 

that lie within a certain radius of the code-bearing label, message, signal source, or other 

policy-specifying feature. The tag-to-object mapper can then associate the identified 

policy with any captured information pertaining to those entities.

[0091] Classification resources. The mapping resources 314 can also include one or

more classification resources, each of which describes an organization of objects in the

world. For example, a particular company may provide a classification resource which

describes recognizable objects found in the company’s premises, organized in a hierarchy
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(such as Fig. 5) or other classification scheme. In some circumstances, a “child” object

may inherent the properties of its parent and ancestor objects.

[0092] In application, the mapping module 312 can consult such a classification 

resource when assigning properties to objects, such as ownership, candidate policies, etc. 

For example, the mapping module 312 can assign certain properties to a recognized object 

because these properties are inherited from a parent object. The mapping module 312 may 

assign other properties to the same recognized object if its parent object changes, as when 

a physical entity, corresponding to the recognized object, is moved from one room to 

another. In other cases, the classification resource may indicate that inheritance does not 

apply to a particular object. For example, the classification resource may indicate that a 

personal credit card is to be treated as a highly private article regardless of where it is 

observed. In other cases, an object may inherit plural candidate policies from two or more 

parent or ancestor nodes, and those candidate policies may not be consistent.

[0093] The mapping module 312 can also include (or have access to) at least one 

validity determination module 402. That module performs analysis which attempts to 

determine whether an identified candidate policy is valid or invalid. For example, in the 

case of Fig. 1, the code-bearing label 118 is attached to the whiteboard 106. That code­

bearing label can be invalid for various reasons. In one case, a malicious entity may have 

applied an invalid label onto the whiteboard 106, e.g., by pasting the invalid label over the 

valid label.

[0094] More specifically, a determination of validity may pose at least two questions. 

First, the validity determination module 402 may seek to determine whether the identified 

policy is truly associated with a purported source. Second, the validity determination 

module 402 may seek to determine whether the purported source is authorized to specify 

the policy.

[0095] The validity determination module 402 can use one or more techniques to 

assess the validity of a policy. In one technique, a code-bearing label or policy-specifying 

message or other policy-specifying feature can be associated with a substrate that has 

properties that are hard to fraudulently duplicate, such as the random edge of a broken 

substrate or the distribution of participles or fibers within the substrate. The validity 

determination module 402 can sense this hard-to-duplicate substrate property and compare 

it with previously-stored information regarding that particular property (in its known valid 

state). If the current reading differs from the prior reading, then the validity determination
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module 402 can reject the policy information that is associated with the code-bearing label

or message, as the code-bearing label or message is potentially fraudulent.

[0096] In another technique, the validity determination module 402 can use 

crowdsourcing techniques to verify the policy. For example, assume that ten different 

people use their computing devices to read a particular code-bearing label, and all but one 

of the individuals receives the same candidate policy in response. The validity 

determination module 402 can use this finding to reject the outlying candidate policy, or to 

reject all of the candidate policies. With respect to the outlier reading, the computing 

device which provides this reading may be under the influence of a virus that is directing 

the computing device to a malicious site that provides a malicious policy.

[0097] In another technique, the validity determination module 402 can use a trusted 

certificate-granting entity to ensure that online policy information originates from a trusted 

source. A policy that does not have a trusted certificate may be rejected.

[0098] In another technique, the validity determination module 402 can use plural cues 

in the environment to identify a candidate policy. For example, the mapping module 312 

can attempt to detect a policy associated with the whiteboard object by performing image 

recognition, signal source analysis, interpretation of the code-bearing label 118, 

interpretation of the message 120, etc. This may yield plural candidate policies. In one 

case, the mapping module 312 may send all of these candidate policies to the policy 

resolution module 318, asking that module to pick a final policy to apply to the whiteboard 

object. But in another case, the validity determination module 402 can preliminarily 

disqualify one or more policies if there is disagreement among the candidate policies, 

especially when agreement is strongly expected.

[0099] Still other techniques can be used to assess the validity of policy information. 

The above-cited techniques are described way of illustration, not limitation.

[00100] Now advancing to the policy resolution stage of analysis, the policy resolution 

module 318 can use different techniques to automatically resolve conflicts among 

candidate policies for an identified object. The policy resolution module 318 can also 

include a UI prompting module 404. The UI prompting module 404 may invite the user to 

manually pick an appropriate policy in various circumstances, such as in the case in which 

the policy resolution module 318 lacks a sufficient basis for automatically choosing 

among competing policies.

[00101] In one technique, each candidate policy is associated with a priority level. The

policy resolution module 318 picks the candidate policy with the highest priority level. In
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another technique, each candidate policy is associated with a level of restrictiveness. For

example, a policy that permits an application to receive only face recognition data is more

restrictive than a policy that allows the application to receive full video information

associated with a face. In the event of a conflict between two candidate policies, then the

policy resolution module 318 can choose the most restrictive policy as the final policy.

[00102] In certain cases, the policy resolution module 318 gives precedence to a user- 

specified candidate policy. For example, consider the case in which the user’s policy is 

more restrictive than another candidate policy that has been associated with an object. In 

one approach, the policy resolution module 318 may automatically choose the user’s 

policy instead of the other policy, since doing so decreases the risk that sensitive 

information will be undesirably exposed.

[00103] Now consider the case in which the user’s policy is less restrictive than another 

candidate policy for a given object. The policy resolution module 318 may use the UI 

prompting module 404 to notify the user that his or her policy deviates from a world- 

specified policy, and to ask the user whether he or she wishes to override the world- 

specified policy. In other cases, the policy resolution module 318 may provide such a 

prompt only if the other policy is tagged with a “mandatory” policy status (rather than, for 

example, a “suggested” policy status). In other cases, the policy resolution module 318 

may provide a prompt for a “suggested” policy, while prohibiting a user-override for a 

“mandatory” policy, and so on. In addition, or alternatively, the policy resolution module 

318 can override the other policy based on the status of the user who is operating the 

computing device. For example, a high-level employee may be allowed to override a 

mandatory policy, whereas a lower-level employee or a known privacy-abuser may not.

[00104] The possibility of user override (in some implementations) means that the 

management module 212 does not prevent a user from purposely violating preferred 

privacy protocols. Rather, the management module 212 provides a technique which 

assists a conscientious user in complying with preferred privacy protocols, for both his or 

her own benefit and for the benefit of other people who are impacted by the user’s data 

collection.

[00105] The policy resolution module 318 can also include a learning module (not

shown) which learns the types of policies that the user has manually chosen in previous

situations. If the policy resolution module 318 becomes suitably confident of the user’s

preference, it can automatically select the presumed preferred option, or at least display

that option in a prominent position in a list of options that is presented to the user. The
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learning module can also perform user-agnostic learning by modifying any aspect of the

management module 212 based any type of feedback provided by plural users who operate

plural respective computing devices.

[00106] Advancing on, the permission setting module 324 sets permissions for each 

application, for each object, and for each application behavior that is pertinent to the 

object. For example, assume that the mapping module 312 discovers that the user is 

operating a computing device in the locker room of a health club, e.g., based on signal 

information and/or any other cues associated with that environment, such as image 

recognition results that indicate the presence of a shower, urinal, etc. Assume that the 

policy resolution module 318 determines that an appropriate policy for a locker 

environment prohibits any computing device from capturing any raw video information. 

In response, the permission setting module 324 can set permissions for each application 

that is running (or installed) on the computing device; those permissions operate to 

prohibit each such application from capturing RGB data. The permissions can also be 

potentially customized for the individual user who is operating the computing device.

[00107] More specifically, the permission setting module 324 can set different types of 

permissions for different types of policies. A first type of policy governs the behavior of 

an application until an explicit mode-changing event occurs which revokes the policy. For 

example, upon detecting one type of QR code, the permission setting module 324 can 

modify the access control rights associated with an application. The permission setting 

module 324 leaves these rights intact until another policy is specified which revokes the 

earlier rights. For example, the permission setting module 324 can set certain permissions 

when a computing device encounters an invoking QR code that is located near the 

entrance of a bathroom, and can remove those permissions when the computing device 

encounters a revoking QR code that is located near the exit of the bathroom. A “no 

recording” policy may remain in place between the two detected events. This type of 

policy is referred to herein as an out-of-band policy.

[00108] A second type of policy governs the behavior of an application only so long as 

the invoking condition associated with the policy is actively present within the sensed 

information. For example, the policy handling module 310 can detect a QR code that is 

affixed to a credit card. The permission setting module 324 can apply the policy to the 

image content associated with the credit card, but only so long as the QR code is actively 

sensed by the recognition system 304. In other words, suppose the field of view of the 

camera drifts such that it no longer captures the QR code on the credit card. The
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permission setting module 324 will respond by no longer applying the policy associated

with the QR code. This type of policy is referred to as an in-band policy, e.g., to indicate

that this policy applies only in the presence of a contemporaneous detection of the

invoking cue in the environment.

[00109] Any out-of-band or in-band policy may be application-agnostic in nature, 

insofar as it is not specifically designed to serve any particular application. More 

specifically, any policy may apply to a wide variety of applications, even new applications 

not yet known at the time that the policy was created. But in some cases, a developer or 

end-user or any other entity may devise a policy that attempts to target the particular 

functionality provided by one or more applications. These policies may be referred to as 

application-specific policies. For example, an application-specific policy can pertain to 

the collection of a certain high-level feature which is only used in a narrow class of 

applications.

[00110] Advancing now to the bottommost component of Fig. 4, the behavior 

governing module 330 governs the behavior of the applications 204 based on the 

permission information. More specifically, in some cases, the behavior governing module 

330 applies the permission information in a binary manner, e.g., by either sending or 

declining to send an event to an application. That event expresses information about an 

object to which the applicable policy pertains. For example, if the permission in question 

prohibits an application from receiving a raw video event, the behavior governing module 

330 will enforce this prohibition by blocking the flow of RGB events to the application.

[00111] In another case, the behavior governing module 330 carries out a permission 

using a filtering module 406. The filtering module 406 provides filtered events which 

express modified objects. For example, assume that an applicable permission states that 

an application may receive raw video information, but that this video information needs to 

be redacted to remove the face of any person that is captured in the scene. The filtering 

module 406 can carry out this instruction in different ways. In one approach, the filtering 

module 406 can actively redact the video information, e.g., to produce the kind of output 

presentation 130 shown in Fig. 1. In another case, the recognition system 304 can provide 

different versions of a feature, such a non-redacted version of the scene and a redacted 

version of the scene. Here, the filtering module 406 can choose the appropriate version of 

the feature without performing the actual redaction itself.

[00112] In one case, such redacting, wherever performed, can comprise omitting or

obscuring pixels that are associated with sensitive content. For example, a redaction
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recognizer can receive a first input from a face detector recognizer and a second input 

from a video recognizer which provides raw RGB information. The redaction recognizer 

can use the face detection results to identify parts of the raw RGB to be removed, blurred, 

or blocked, etc. It then operates on those parts. In yet more complex cases, the redaction 

recognizer can determine whether the face data matches instances of face data 

corresponding to one or more known people. Based the results of this comparison, the 

redaction recognizer can selectively redact the faces of some people, but not others (such 

as by removing the faces of strangers, but not friends).

[00113] Fig. 6 provides an example of the operation of the management module 212, 

with respect to scenario shown in Fig. 1. In block 602, the recognition system 304 detects 

various features of the real world 102. Those features include, but are not limited to, 

information about the whiteboard 106, information about the writing 116 on the 

whiteboard 106, information about the code-bearing label 118, information about the 

message 120, and so on. Those features can correspond to low-level (e.g., raw) features 

and/or high-level (e.g., abstract) features.

[00114] In block 604, the mapping module 312 makes a number of findings based on 

the sensed information and the supplemental information 218. (The supplemental 

information, for instance, may correspond to information expressed by various lookup 

tables, etc., as described above). The findings may indicate that, based on image analysis, 

the scene contains a whiteboard object, and that the whiteboard object contains writing. 

Another finding indicates that the code-bearing label 118 is associated with a candidate 

policy Pl. Another finding indicates that the message 120 maps into a candidate policy 

P2. Another finding indicates that authenticity and authorization checks for the code­

bearing label 118 and the message 120 indicate that these are valid policy designators. 

Another finding indicates that the whiteboard object is owned by entity Z. Another 

finding indicates that entity Z is associated with policy P3. Another finding indicates that 

the whiteboard object is located in room Rl, and room R1 is located in building Bl. 

Another finding indicates that room Rl, in building Bl, is associated with policy P4. 

Another finding indicates that an applicable standards-based policy (e.g., as set by an 

organization or a local community or establishment) is candidate policy P5. Another 

finding indicates that an applicable user policy is policy P6, and so on. Hence, the 

mapping module 312 maps the whiteboard object to candidate policies P1-P6, any two of 

which may be the same or different.
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[00115] In block 606, the policy resolution module 318 chooses one of the policies 

based on policy resolution rules. The chosen policy dictates that no application is allowed 

to capture an image of the writing 116, unless that application is administered by entity Z, 

which can be checked by determining whether the application is signed by entity Z’s 

certificate, etc. The user’s policy (P6) is not inconsistent with this policy, and therefore 

does not override the selected policy. This policy may be expressed as an out-of-band 

policy or an in-band policy. In the former case, the policy remains in effect until removed 

by an express mode-changing event. In the latter case, the policy remains in effect only so 

long as the computing device detects the code-bearing label 118, or the message 120, etc.

[00116] In block 608, the permission setting module 324 sets permission information 

that indicates that the annotation application is allowed to read the writing 116 because it 

does not directly read RGB data. Other permission information indicates that the 

transcription application is allowed to read the writing 116 because, although it reads RGB 

data, it is administered by the trusted entity Z, and therefore sufficiently trusted. Other 

permission information indicates, however, that the transcription application is not 

allowed to share information extracted from the writing 116 with the annotation 

application or any other entity.

[00117] As can be appreciated, the findings, candidate policies, and permission 

information described in Fig. 6 are presented by way of illustration, not limitation.

[00118] Fig. 7 shows one illustrative implementation of a recognition system 304. The 

recognition system 304 operates by receiving perceptual information from one or more 

sensing mechanisms 306. The recognition system 304 then analyzes the perceptual 

information using one or more recognizers. Each recognizer receives input information, 

extracts some low-level or higher-level feature based on the input information, and 

generates output information which expresses the feature as an event.

[00119] The input information that is fed to any recognizer may originate from one or 

more other recognizers. As a whole, then, the recognition system 304 forms a data flow 

graph composed of one or more recognizers. The recognition system 304 dynamically 

constructs the data flow graph based a determination of the information needs of each 

application that is currently running. That is, the recognition system 304 maps the 

information needs of the applications 204 to a set of recognizers that satisfy those needs, 

and then takes into account the input/output dependencies of each recognizer to construct 

the data flow graph.
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[00120] Applications 204 receive events generated by the recognition system 304 in the 

following manner. First, the policy-handling module 310 can receive subscriptions from 

one or more applications. Each subscription constitutes a request by an application to 

receive one or more particular types of features from the recognition system 304, once 

those features are generated. The policy-handling module 310 then proceeds to collect 

events from the recognizers, where each event expresses one or more detected features. 

More specifically, the policy-handling module 310 buffers those events in the data store 

308. Such events collectively constitute the sensed information.

[00121] In parallel with the above collection task, at each instance, the policy handling 

module 310 determines one or more final policies which apply to the features detected in 

environment, at the present time. The behavior governing module 330 applies those 

permissions, e.g., by sending events to authorized applications. The events may be filtered 

or unfiltered in the manner described above.

[00122] In the particular case of an in-band policy, the behavior governing module may 

correlate events received by different recognizers, such that all the events pertain to the 

same part of the environment at the same (or substantially the same) time. For example, 

assume that a QR code is attached to a credit card. A first recognizer can provide raw 

RGB associated with the credit card, while a second recognizer can provide information 

extracted from the QR code. The recognition system 304 may optionally tag each event 

with a frame number and/or a timestamp, associated with the image frame to which it 

pertains. The behavior generating module 330 can use any of this tagging information to 

ensure that any policy associated with the QR code pertains to the same image frame from 

which the QR code was extracted. In other cases, the behavior generating module 330 can 

assume that the QR events are substantially contemporaneous with associated RGB 

events, without performing express correlation of events. Analogous synchronization can 

be performed in the case of audio-related events and other types of events. Finally, as 

noted above, the behavior governing module 330 can also control other behavior of the 

applications 204 besides their receipt of events.

[00123] Fig. 8 shows one implementation of the recognition system 304, as it appears at 

a particular time, for a particular subset of running applications. The recognition system 

304 includes a video recognizer 802 which receives raw RGB data from a video camera 

804, and outputs an event expressing the same raw video data. In other words, the video 

recognizer 802 may correspond to a driver which drives the video camera 804. The 

recognition system 304 also includes a depth recognizer 806 which receives a depth image
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from a depth capture mechanism 808, and outputs a depth event that expresses the depth 

image. In other words, the depth recognizer 806 may constitute a driver of the depth 

capture mechanism 808. The depth capture mechanism 808, in turn, can use any 

technology to produce a depth image, such as a structured light technique, a time-of-flight 

technique, a stereoscopic technique, and so forth. One commercial product for providing a 

depth image is the Kinect™ device produced by Microsoft Corporation of Redmond, 

Washington. A depth image itself identifies the distances between different points in a 

scene and a reference point. In one case, the sensing mechanisms (e.g., the video camera 

804 and the depth capture mechanism 808) remain “on” in a continuous access state, 

regardless of whether events, derived from the output of these mechanisms, eventually 

reach the applications 204. In other words, the point of access throttling is the policy 

handling module 310 and the behavior generating module 330, not the on/off state of the 

sensing mechanisms 306.

[00124] A face detector recognizer 810 receives the RGB event generated by the video 

recognizer 802, to generate a face event. That event includes data that describes the face 

of a person in the scene, if a person is present in the scene, but without revealing the full 

RGB data associated with the face. A skeleton recognizer 812 receives input events from 

the depth recognizer 806 and the video recognizer 802. Based on these input events, the 

skeleton recognizer 812 generates a skeleton event which describes the pose of any person 

in the scene, if a person is present. A hand recognizer 814 receives the skeleton event and 

provides an output event that describes the positions and orientations of the person’s 

hands.

[00125] A code recognizer 816 identifies the presence of a code-bearing label, such as a 

QR code. The code recognizer 816 can also provide information extracted from the code­

bearing label. The code recognizer 816 can optionally also interpret the information 

extracted from the code-bearing label, such as by converting the code to a numerical 

string, etc.

[00126] In the manner described above, the policy handling module 310 receives all of 

these events and buffers them in the data store 308. The behavior governing module 330 

then uses the resultant permission information to forward events to appropriate 

applications, some of which may be filtered and some of which may be unfiltered. For 

example, the annotation application 818 receives face events from the face detector 

recognizer 810, if permitted by the permission information. The transcription application 

820 receives the raw RGB events from the video recognizer 802, if permitted by the 
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permission information. No application currently relies on events generated by any of the

hand recognizer 814, skeleton recognizer 812, or depth recognizer 806. In view of that,

the recognition system 304 may choose to prune those recognizers from the data flow

graph. If later needed by some new application, the recognition system 304 can recreate

those nodes.

[00127] Fig. 9 shows one implementation of the behavior governing module 330, which 

governs the behavior of one or more applications 204 based on the permission information 

provided in the data store 326. The behavior governing module 330 includes an event 

forwarding module 902 which controls the forwarding of events from the recognition 

system 304 to the subscribing applications in the manner described above, based on the 

permission information. An output determination module 904 controls what types of 

information each application is permitted to send to each output device. An inter-app 

sharing module 906 controls what information each application is allowed to share with 

other applications and/or other entities. The other behavior-related module(s) 908 

indicates that the behavior governing module 330 can control any other aspect of the 

applications’ behaviors, such as by controlling what code an application is permitted to 

run. In the manner set forth above with respect to the event forwarding module, any 

behavioral constraint can take the form of a binary yes/no decision, or a choice among 

plural processing options. At least one processing option may entail further modifying an 

event before it is send to an application, or choosing among plural versions of a basic 

event.

[00128] Fig. 10 shows one computer-implemented system 1002 that can implement the 

reality-sensing framework 202 of Fig. 2. The system 1002 includes at least one local 

computing device 1004, such as any of a personal computer, a laptop computer, a set-top 

box, a game console, a pose determination device (e.g., the Kinect™ device), a 

smartphone, a tablet computing device, and so on. In one case, the local computing device 

1004 implements all aspects of the reality-sensing framework 202 of Fig. 2 including the 

management module 212 and the shared Tenderer 220.

[00129] In another implementation, the local computing device 1004 can implement 

some aspects of the reality-sensing framework 202, while a remote computing framework 

1006 may implement other aspects of the reality-sensing framework 202. In one 

implementation, the remote computing framework 1006 may be implemented as one or 

more remote servers. The local computing device 1004 may interact with the remote 

computing framework 1006 via any communication conduit 1008, such as a local area 
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network, a wide area network (e.g., the Internet), or a point-to-point link, and so forth.

The functionality that is provided at the local computing device 1004 is referred to as local

resources 1010.

[00130] In one illustrative allocation of functions, the local computing device 1004 can 

implement one or more local recognizers, while the remote computing framework 1006 

can implement one or more remote recognizers. Hence, the recognition system 304 in this 

system 1002 is distributed over at least two different locations. More specifically, the 

remote computing framework 1006 can handle the most computationally intensive 

recognizers in the recognition system 304, such as those recognizers that perform complex 

image processing tasks (such as, in one case, a face recognition task). In another case, 

computationally intensive aspects of the mapping module 312 can be delegated to the 

remote computing framework 1006.

[00131] In one implementation, the delegation of processing tasks between the local 

computing device 1004 and the remote computing framework 1006 is static, or at least 

slowly varying. In another case, a routing module 1012 can dynamically delegate tasks 

between the local computing device 1004 and the remote computing framework 1006 

based on at least one computational workload factor and/or other consideration(s). For 

example, the routing module 1012 can automatically delegate a recognition task to the 

remote computing framework 1006 when the amount of uncompleted work in a workload 

queue exceeds a prescribed threshold. In addition, or alternatively, the routing module 

1012 can automatically migrate a recognition task from the local computing device 1004 

to the remote computing framework 1006 if the task is taking more than a prescribed 

amount of time to complete on the local computing device 1004, and/or based on other 

considerations. The routing module 1012 may be implemented by the management 

module 212 and/or other component of the reality-sensing framework 202.

[00132] A remote component (such as a remote recognizer) of the remote computing 

framework 1006 may provide service to any number of local computing devices at the 

same time. For example, the remote component may provide service to both the local 

computing device 1004 and a local computing device 1014. In this way, the remote 

component simulates the operation of a virtual machine (by providing service to two or 

more independent tasks on the same physical platform), but without providing actual 

virtual machine functionality.
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B. Illustrative Processes

[00133] Fig. 11 shows a procedure 1102 that explains one manner of operation of the 

management of Fig. 3. Since the principles underlying the operation of the management 

module 212 have already been described in Section A, certain operations will be addressed 

in summary fashion in this section.

[00134] In block 1104, the policy handling module 310 receives sensed information 

from the recognition system 304, expressing sensed features in the environment. In block 

1106, the mapping module 312 maps the sensed features into one or more candidate 

policies. Each candidate policy may pertain to one or more objects in the sensed 

environment. In block 1108, the policy resolution module 318 determines a final policy 

for each object, to provide final policy information. Operation 1110 encompasses blocks 

1106 and 1108; it broadly corresponds to the task of mapping features to final policy 

information. In block 1112, the permission setting module 324 identifies permission 

information based on the final policy information. In block 1114, the behavior governing 

module 220 governs the behavior of the applications based on the permission information.

C. Representative Computing Functionality

[00135] Fig. 12 shows computing functionality 1202 that can be used to implement any 

aspect of the reality-sensing framework 202 of Fig. 2. For instance, the type of computing 

functionality 1202 shown in Fig. 12 can be used to implement the local computing device 

1004 of Fig. 10 and/or a computer server associated with the remote computing 

framework 1006. In all cases, the computing functionality 1202 represents one or more 

physical and tangible processing mechanisms.

[00136] The computing functionality 1202 can include one or more processing devices 

1204, such as one or more central processing units (CPUs), and/or one or more graphical 

processing units (GPUs), and so on.

[00137] The computing functionality 1202 can also include any storage resources 1206 

for storing any kind of information, such as code, settings, data, etc. Without limitation, 

for instance, the storage resources 1206 may include any of RAM of any type(s), ROM of 

any type(s), flash devices, hard disks, optical disks, and so on. More generally, any 

storage resource can use any technology for storing information. Further, any storage 

resource may provide volatile or non-volatile retention of information. Further, any 

storage resource may represent a fixed or removal component of the computing 

functionality 1202. The computing functionality 1202 may perform any of the functions 
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described above when the processing devices 1204 carry out instructions stored in any

storage resource or combination of storage resources.

[00138] As to terminology, any of the storage resources 1206, or any combination of 

the storage resources 1206, may be regarded as a computer readable medium. In many 

cases, a computer readable medium represents some form of physical and tangible entity. 

The term computer readable medium also encompasses propagated signals, e.g., 

transmitted or received via physical conduit and/or air or other wireless medium, etc. 

However, the specific terms “computer readable storage medium” and “computer readable 

medium device” expressly exclude propagated signals per se, while including all other 

forms of computer readable media.

[00139] The computing functionality 1202 also includes one or more drive mechanisms 

1208 for interacting with any storage resource, such as a hard disk drive mechanism, an 

optical disk drive mechanism, and so on.

[00140] The computing functionality 1202 also includes an input/output module 1210 

for receiving various inputs (via input devices 1212), and for providing various outputs 

(via output devices 1214). Illustrative input devices include a keyboard device, a mouse 

input device, a touchscreen input device, a digitizing pad, one or more video cameras, one 

or more depth cameras, a free space gesture recognition mechanism, one or more 

microphones, a voice recognition mechanism, any movement detection mechanisms (e.g., 

accelerometers, gyroscopes, etc.), and so on. One particular output mechanism may 

include a presentation device 1216 and an associated graphical user interface (GUI) 1218. 

Other output devices include a printer, a model-generating mechanism, a tactile output 

mechanism, an archival mechanism (for storing output information), and so on. The 

computing functionality 1202 can also include one or more network interfaces 1220 for 

exchanging data with other devices via one or more communication conduits 1222. One 

or more communication buses 1224 communicatively couple the above-described 

components together.

[00141] The communication conduit(s) 1222 can be implemented in any manner, e.g., 

by a local area network, a wide area network (e.g., the Internet), point-to-point 

connections, etc., or any combination thereof. The communication conduit(s) 1222 can 

include any combination of hardwired links, wireless links, routers, gateway functionality, 

name servers, etc., governed by any protocol or combination of protocols.

[00142] Alternatively, or in addition, any of the functions described in the preceding 

sections can be performed, at least in part, by one or more hardware logic components. For
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9 example, without limitation, the computing functionality 1202 can be implemented using

one or more of: Field-programmable Gate Arrays (FPGAs); Application-specific

Integrated Circuits (ASICs); Application-specific Standard Products (ASSPs); System-on-

a-chip systems (SOCs); Complex Programmable Logic Devices (CPLDs), etc.

5 [00143] In closing, the description may have described various concepts in the context

of illustrative challenges or problems. This manner of explanation does not constitute a 

representation that others have appreciated and/or articulated the challenges or problems in 

the manner specified herein. Further, the claimed subject matter is not limited to 

implementations that solve any or all of the noted challenges/problems.

10 [00144] More generally, although the subject matter has been described in language

specific to structural features and/or methodological acts, it is to be understood that the 

subject matter defined in the appended claims is not necessarily limited to the specific 

features or acts described above. Rather, the specific features and acts described above are 

disclosed as example forms of implementing the claims.

15 [00145] Throughout this specification and claims which follow, unless the context

requires otherwise, the word "comprise", and variations such as "comprises" and 

"comprising", will be understood to imply the inclusion of a stated integer or step or group 

of integers or steps but not the exclusion of any other integer or step or group of integers 

or steps.

20 [00146] The reference in this specification to any prior publication (or information

derived from it), or to any matter which is known, is not, and should not be taken as an 

acknowledgment or admission or any form of suggestion that that prior publication (or 

information derived from it) or known matter forms part of the common general 

knowledge in the field of endeavour to which this specification relates.

32
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9 THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1. A method, implemented by one or more computing devices, the method 

comprising:

receiving sensed information that represents a plurality of features in an 

environment;

5 associating the sensed information with one or more final policies to provide final

policy information, the final policy information pertaining to at least one object in the 

environment and being specified, at least in part, by the environment;

identifying permissions which apply to one or more applications, based at least on 

the final policy information, to collectively provide permission information; and

10 governing behavior of said one or more applications based at least on the

permission information, wherein said governing comprises:

providing a filtered event, the filtered event expressing information 

obtained from the environment which has been filtered to reduce a presence of 

private information; and

15 sending the filtered event to an individual application, and

wherein the filtered event is produced by redacting parts of the information 

obtained from the environment.

2. The method of claim 1, wherein said associating includes:

20 identifying a presence of a physical entity within the environment; and

determining an individual final policy based at least on the physical entity.

3. The method of claim 1, wherein said associating includes: 

identifying a sensed event occurring within the environment; and

25 determining an individual final policy based at least on the sensed event.

4. The method of claim 1, wherein said associating includes:

identifying an explicit policy-specifying feature within the environment; and

identifying an individual final policy based at least on the explicit policy-

30 specifying feature.

33
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9 5. The method of claim 1, wherein said associating includes determining, for at least 

one final policy, whether said at least one final policy is valid.

6. The method of claim 1, wherein the associating includes:

5 determining a set of one or more candidate policies associated with a particular

object in the environment; and

choosing an individual final policy from among the set of one or more candidate 

policies.

10 7. The method of claim 6, wherein said choosing comprises choosing, as the

individual final policy, an individual candidate policy that is most restrictive within the 

set.

8. The method of claim 6, wherein said choosing comprises using a user-specified

15 policy to override at least one other policy in the set.

9. The method of claim 8, wherein said choosing is based, at least in part, on a 

determination of whether said at least one other policy is designated as mandatory.

20 10. The method of claim 6, wherein said choosing comprises inviting a user to choose

among two or more candidate policies.

11. The method of claim 1, wherein at least one final policy governs a behavior of at 

least one application until an explicit mode-changing event occurs.

25

12. The method of claim 1, wherein at least one final policy governs a behavior of at 

least one application for as long as a cue associated with said at least one final policy is 

detected within the environment.

30 13. The method of claim 1, wherein said governing comprises precluding or permitting

another individual application from receiving another event expressing information

obtained from the environment.

34
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9 14. The method of claim 1, wherein the filtered event expresses video information and 

said redacting comprises removing a recognized object from the video information.

15. The method of claim 14, wherein the recognized object is a face of a person that

5 appears in the video information.

16. The method of claim 1, wherein said governing comprises determining data items 

that the individual application is permitted to share with other entities, based at least on the 

permission information.

10

17. The method of claim 1, wherein said governing comprises determining output 

information that another individual application is permitted to send to one or more output 

devices, based at least on the permission information.

15 18. A computer-implemented system comprising:

one or more processing devices; and

one or more computer readable storage media storing instructions which, when 

executed by the one or more processing devices, cause the one or more processing devices 

to:

20 map sensed information, obtained by sensing an environment, into one or more

candidate policies to provide candidate policy information, the candidate policy 

information applying to recognized objects in the environment, wherein the recognized 

objects include a first recognized object and a second recognized object that appear 

concurrently in the sensed environment;

25 determine a first final policy for the first recognized object and a second final

policy for the second recognized object based at least on the candidate policy information; 

identify first permissions which apply to a first application with respect to the first 

recognized object based at least on the first final policy;

identify second permissions which apply to a second application with respect to the

30 second recognized object based at least on the second final policy; and

filter the first recognized object to remove first private information based at least

on the first permissions and filter the second recognized object to remove second private

information based at least on the second permissions.

35
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9 19. The computer-implemented system of claim 18, wherein the first private

information comprises text and the second private information comprises image

information.

5 20. A computing system comprising:

a plurality of applications;

one or more environment sensing mechanisms configured to sense an environment 

and to obtain raw perceptual features that characterize the sensed environment;

one or more processing devices; and

10 one or more computer readable storage media storing instructions which, when

executed by the one or more processing devices, cause the one or more processing devices 

to:

receive subscription requests from individual applications to receive events 

characterizing the sensed environment;

15 process the raw perceptual features to identify different recognized objects

present in the sensed environment and to obtain the events characterizing the 

sensed environment;

identify different policies associated with the different recognized objects, 

the different policies having different permissions for different applications;

20 filter the events consistently with the different permissions to remove

private information while the one or more environment sensing mechanisms 

continue to sense the environment; and

forward the filtered events to the different applications.
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