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(57) ABSTRACT 
Systems and methods for inhibiting attacks with a network 
are provided. In some embodiments, methods for inhibiting 
attacks by forwarding packets through a plurality of interme 
diate nodes when being transmitted from a source node to a 
destination node are provided, the methods comprising: 
receiving a packet at one of the plurality of intermediate 
nodes; determining at the selected intermediate node whether 
the packet has been sent to the correct one of the plurality of 
intermediate nodes based on a pseudo random function; and 
forwarding the packet to the destination node, based on the 
determining. In some embodiments an intermediate node is 
selected based on a pseudo random function. In some 
embodiments, systems and methods forestablishing access to 
a multi-path network are provided. 
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SYSTEMS AND METHODS FOR INHIBITING 
ATTACKS WITH ANETWORK 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a divisional of U.S. patent appli 
cation Ser. No. 12/048,533, filed Mar. 14, 2008, which is a 
national stage application under 35 U.S.C. S371 of Interna 
tional Patent Application No. PCT/US2006/036327, filed 
Sep. 18, 2006, which claims the benefit of U.S. Patent Appli 
cation No. 60/717,716, filed Sep. 16, 2005, each of which is 
hereby incorporated by reference herein in its entirety. 

STATEMENT REGARDING FEDERALLY 
SPONSORED RESEARCH ORDEVELOPMENT 

0002 This invention was made with government support 
under Award No. 0426623 awarded by the National Science 
Foundation. The government has certain rights in the inven 
tion. 

TECHNICAL FIELD 

0003. The disclosed subject matter relates to systems and 
methods for inhibiting attacks with a network. 

BACKGROUND 

0004 Communications between digital processing 
devices can be inhibited by attacks upon the digital devices 
themselves or a network that the devices use for communica 
tion. One type of attack, a denial-of-service (DoS) attack, can 
make a resource unavailable to users by overloading the 
resource with traffic or requests. For example, a DoS attack 
can target a web-server so that the web-server cannot serve 
web pages. A DoS attack can also flood a network with traffic 
so that the network is too busy to serve legitimate traffic. 
0005 One goal in combating a DoS attack is to distinguish 
between authorized and unauthorized traffic. Authorized traf 
fic is allowed to reach its target, while unauthorized traffic is 
dropped, rate-limited, or otherwise not allowed to Success 
fully reach its target. One method of preventing some DoS 
attacks is to use a network to act as a first-level firewall that 
discriminates between legitimate traffic and potentially mali 
cious traffic. A client can route its traffic through a node in the 
network and onto its intended target (e.g., a web-server), 
which is at a location unknown to the client and to possible 
attackers. Because the location of the target is unknown, it is 
more difficult for attackers to inhibit communications with 
the target. 
0006 Prior systems depend on the inability of an attacker 
to discover connectivity information for a given client and the 
infrastructure used by that client (e.g., which node a client is 
using to route traffic). This makes prior systems susceptible to 
a variety of attacks. For example, attackers can possess real 
time knowledge of the specific node a client is routing traffic 
through, or can attack nodes using a time-based scheme that 
tries to increase the impact of the attack on clients’ connec 
tivity. 
0007. In targeted attacks, for example, an attacker that has 
knowledge of a client’s communication parameters can fol 
low the client’s connections and bring down the nodes that the 
client tries to connect to. As soon as the client realizes that the 
node is unresponsive and Switches to a new node, the attacker 
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can direct the attack to this new node. Thus, an attacker that 
can bring down a single node can create a targeted-DoS attack 
for specific clients. 
0008. Other attacks can exploit information that was 
intended only to be available to trusted components of the 
system, but which an attacker can feasibly gain access to, are 
also possible against prior systems. For example, in Sweeping 
attacks the attacker can use its power to attack a small per 
centage of the nodes of a network at a time. This type of attack 
can target an application-level state (e.g., application infor 
mation used for determining a future action) maintained by 
the node responsible for a client. Destroying this state can 
force the client to reestablish both network and application 
level connectivity, can degrade the client’s connection and 
can lead to DoS for time-critical or latency-dependent appli 
cations. Thus, although network firewalls can help in inhib 
iting some attacks, they remain Vulnerable to a range of 
debilitating attacks. 
0009. Additional DoS attacks, such as exhaustion attacks 
(e.g., CPU-exhaustion and memory-exhaustion attacks) and 
IP-spoofing attacks can also successfully attack prior sys 
tems. In exhaustion attacks an attacker can overload and, thus 
exhaust, a component of a system so that it cannot function. In 
an IP-spoofing attack, an attacker can gain unauthorized 
access to a computer or a network by making it appear that a 
message has come from a trusted machine. 
0010. Accordingly, it is desirable to provide systems and 
methods for inhibiting attacks with a multi-path network. 

SUMMARY 

0011 Systems and methods for inhibiting attacks with a 
network are provided. In some embodiments, methods for 
inhibiting attacks by forwarding packets through a plurality 
of intermediate nodes when being transmitted from a source 
node to a destination node are provided, the methods com 
prising: receiving a packet at one of the plurality of interme 
diate nodes; determining at the selected intermediate node 
whether the packet has been sent to the correct one of the 
plurality of intermediate nodes based on a pseudo random 
function; and forwarding the packet to the destination node, 
based on the determining. 
0012. In some embodiments, methods for inhibiting 
attacks by forwarding packets through a plurality of interme 
diate nodes when being transmitted from a source node to a 
destination node are provided, the methods comprising: 
receiving security information at the Source node from at least 
one of the plurality of intermediate nodes; selecting an inter 
mediate node among the plurality of intermediate nodes 
based on a pseudo-random function; and sending a packet and 
the security information to the selected intermediate node. 
0013. In some embodiments, devices that inhibit attacks 
by forwarding packets, when being transmitted from a source 
node to a destination node are provided, the devices each 
comprising: an interface in communication with a network; a 
memory in communication with the interface; and a proces 
sor in communication with the memory and the interface; 
wherein the processor: receives a packet; determines whether 
the packet has been sent to the correct device based on a 
pseudo random function; and forwards the packet to the des 
tination node, based on the determining. 
0014. In some embodiments, devices that inhibit attacks 
when packets are being transmitted through a plurality of 
intermediate nodes to a destination node are provided, the 
devices each comprising: an interface in communication with 
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the network; a memory in communication with the interface; 
and a processor in communication with the memory and the 
interface; wherein the processor: receives security informa 
tion from at least one of the plurality of intermediate nodes: 
selects an intermediate node among the plurality of interme 
diate nodes based on a pseudo-random function; and sends a 
packet and the security information to the selected interme 
diate node. 

0015. In some embodiments, computer-readable mediums 
containing computer-executable instructions are provided 
that, when executed by a processor, cause the processor to 
perform methods for inhibiting attacks by forwarding packets 
through a plurality of intermediate nodes when being trans 
mitted from a source node to a destination node, the methods 
comprising: receiving a packet at an intermediate node 
selected among the plurality of intermediate nodes; determin 
ing at the selected intermediate node whether the packet is 
authorized to be accepted at the selected intermediate node: 
and forwarding the packet to the destination node, based on 
the determining. 
0016. In some embodiments, computer-readable mediums 
containing computer-executable instructions that, when 
executed by a processor, cause the processor to perform meth 
ods for inhibiting attacks by forwarding packets through a 
plurality of intermediate nodes when being transmitted from 
a source node to a destination node are provided, the methods 
comprising: receiving security information at the Source node 
from at least one of the plurality of intermediate nodes; select 
ing an intermediate node among the plurality of intermediate 
nodes based on a pseudo-random function; and sending a 
packet and the security information to the selected interme 
diate node. 

0017. In some embodiments, systems and methods for 
establishing access to a multi-path network are provided, the 
methods comprising: receiving a request from a client for 
access to the network at a first node among at least two nodes 
in the network; selecting a second node among the at least two 
nodes in the network; forwarding the request to the second 
node; generating a token, based at least in part on the request; 
and sending the token to the client. 
0018. In some embodiments, systems and methods for 
establishing access to a multi-path network are provided, the 
methods comprising: receiving a first request from a client for 
access to the network at a first node among at least four nodes 
in the network, selecting a second node among the at least 
four nodes in the network; forwarding the first request to the 
second node; creating an initial token; forwarding the initial 
token to the client; receiving from the client at least the initial 
token and a second request at a third node among the at least 
four nodes in the network; determining at the third node 
whether the initial token is valid; selecting a fourth node 
among the at least four nodes in the network; forwarding the 
second request and the initial ticket to the fourth node: 

BRIEF DESCRIPTION OF THE DRAWINGS 

0019 FIG. 1 is a schematic diagram of an illustrative 
system Suitable for implementation of an application that 
protects applications from attacks in accordance with some 
embodiments of the disclosed subject matter. 
0020 FIG. 2 is a detailed example of the server and one of 
the clients of FIG. 1 that can be used inaccordance with some 
embodiments of the disclosed subject matter. 
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0021 FIG.3 is a simplified illustration of a system suitable 
for inhibiting attacks on digital devices using a multi-path 
network in accordance with some embodiments of the dis 
closed subject matter. 
0022 FIG. 4 is a simplified illustration of a method for 
establishing communications between a client and a multi 
path network using the system of FIG. 3 in accordance with 
some embodiments of the disclosed subject matter. 
0023 FIG. 5 is a simplified illustration of some example 
packet formats and an example ticket format that can be used 
in some embodiments of the disclosed subject matter. 
0024 FIG. 6 is a simplified illustration of another process 
for establishing communications between a client and a 
multi-path network using the system of FIG.3 in accordance 
with some embodiments of the disclosed subject matter. 
0025 FIG. 7 is a schematic diagram of a communication 
process for sending packets from a client to server through a 
multi-path networkinaccordance with some embodiments of 
the disclosed subject matter. 

DETAILED DESCRIPTION 

0026 Systems and methods for inhibiting denial-of-ser 
Vice attacks with a multi-path network are disclosed. Using 
Some embodiments of the disclosed Subject matter, a network 
can issue a token to a client and this token can be used to Verify 
the authenticity of packets communicated to the network by 
the client. The use of the token can reduce the necessity to 
maintain application and/or network-level state at the nodes 
or elsewhere in the network. A client can spread its packets 
across nodes in the network and inhibit an attacker from 
following the sequence with which the packets are spread. 
The disclosed subject matter can provide protection from 
attacks, for example, protection from attacks that use state 
dependence to attack the network and protection from attacks 
on only part of a network. 
0027. Some embodiments of the disclosed subject matter 
provide a firewall in a network such that access links to the 
network do not become congested. This firewall can perform 
access control using any appropriate system or method. Such 
as, for example, IPsecurity, transport layersecurity (TLS), or 
access control protocols as described below. Authorized traf 
fic can be routed to a secret location, which can be the desti 
nation of the traffic itself or a device (e.g., a server) that can 
contact and communicate with the destination. It should be 
noted that it is possible for the location of the destination 
itself, and/or a server that can contact the destination, to vary 
over time. 
0028. In some embodiments, systems and methods 
according to the disclosed subject matter can provide protec 
tion for the communications of a client of a network from 
attackers that have either, for example, partial knowledge of 
the communications parameters (e.g., can determine which 
nodes of a network a client is communicating with) or are 
attacking nodes of network using Sweeping attacks. Systems 
and method can be configured so that a client is required to 
spread packets across nodes in a pseudo-random manner and 
perform this spreading without storing network or application 
level state in the nodes or elsewhere in the network. This can 
prevent an attacker from being able to mount a DoS attack 
against those nodes because the attacker is unsure of which 
nodes to attack. If an attacker does attack, randomly or oth 
erwise, a subset of the nodes, this would not be successful 
against every node and therefore only result in a fraction of 
the client’s traffic being dropped. The effects of these packets 
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being dropped can be reduced or eliminated by, for example, 
using forward error correction (FEC) or duplication of pack 
ets (e.g., sending the same packet through different nodes). 
Additionally, a protocol, such as TCP can be depended on to 
simply resend any dropped packets. 
0029 FIG. 1 is a schematic diagram of an illustrative 
system 100 suitable for implementation of systems and meth 
ods for protecting an application from attack in accordance 
with some embodiments of the disclosed subject matter. As 
illustrated, system 100 can include one or more clients 102. 
Clients 102 can be local to each other or remote from each 
other, and can be connected by one or more communications 
links 104 to a communications network 106. Communica 
tions network 106 can also be linked through a communica 
tions link 108 to a server 110. Various embodiments of the 
disclosed subject matter can be implemented on at least one of 
the server and the clients. It is also possible that a client and a 
server can be connected through communication links 108 or 
104 directly and not through a communication network 106. 
0030. In system 100, server 110 can be any suitable server 
or digital processing device for executing an application, Such 
as, for example, a processor, a computer, a data processing 
device, or a combination of Such devices. Communications 
network 106 can be any suitable computer network including 
the Internet, an intranet, a wide-area network (WAN), a local 
area network (LAN), a wireless network, a digital subscriber 
line (DSL) network, a frame relay network, an asynchronous 
transfer mode (ATM) network, a virtual private network 
(VPN), or any combination of any of the same. Communica 
tions links 104 and 108 can be any communications links 
suitable for communicating data between clients 102 and 
server 110, such as network links, dial-up links, wireless 
links, hard-wired links, etc. Clients 102 can be any suitable 
digital processing devices, such as, for example, personal 
computers, laptop computers, mainframe computers, dumb 
terminals, data displays, Internet browsers, personal digital 
assistants (PDAs), two-way pagers, wireless terminals, por 
table telephones, etc., or any combination of the same. Clients 
102 and server 110 can be located at any suitable location. In 
one embodiment, clients 102 and server 110 can be located 
within an organization. Alternatively, clients 102 and server 
110 can be distributed between multiple organizations. 
0031. The server and one of the clients, which are depicted 
in FIG. 1, are illustrated in more detail in FIG. 2. Referring to 
FIG. 2, client 102 and server 110 can include respectively, 
among other things, processors 202 and 220, displays 204 and 
222, input devices 206 and 224, and memory 208 and 226, 
which can be interconnected. In one embodiment, memory 
208 and 226 containa storage device for storing a program for 
controlling processors 202 and 220. Memory 208 and 226 can 
also contain applications for protecting at least one other 
application from attacks. In some embodiments, various 
applications can be resident in the memory of client 102 or 
server 110. It should be noted that variations and combina 
tions of system 100 might be suitable for different embodi 
ments of the disclosed subject matter. In addition, although 
the methods and systems of the subject matter are described 
herein as being implemented on a client and/or a server, this 
is only illustrative. Various components of embodiments of 
the disclosed subject matter can be implemented on any Suit 
able platform. 
0032 System 300 of FIG.3 illustrates an embodiment of a 
system suitable for providing protection from DoS attacks 
that attempt to, for example, inhibit communication between 
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a client 310 and a server 340. Communication between a 
client 310 and server 340 can be through a network 350 that 
can contain nodes 320 and possibly a server 330. One pos 
sible implementation of a system 300 can be a client 310 
embodied on a client 102 of FIG.1 and nodes 320, server 330, 
and server 340 embodied on various servers 110. However, 
some embodiments of system 300 can include any of client 
310, nodes 320, server 330, and server 340 implemented on 
any of a client 102 and/or server 110. Communication links 
325 can be embodied as communication links 104 and/or 108, 
and/or network 106. In various embodiments, system 300 can 
be embodied as an overlay network on a system 100 and in 
such an embodiment, nodes 320 can be, for example, overlay 
nodes. In some embodiments using, for example, overlays, as 
described above, it is possible to embody the network of FIG. 
3 on a network of FIG. 1 without requiring changes to the 
network of FIG.1. It should be noted that in some embodi 
ments, nodes 320 and/or server 330 are not user machines, but 
are hosts dedicated to offering a protection service. It should 
also be noted that many clients 310, servers 330, and/or 
servers 340 can be connected to a network 350 and that only 
one of each is shown simply for ease of explanation. 
0033 Some embodiments can be used to inhibit attacks 
with a network 350 by forwarding, from a plurality of nodes 
320, packets being transmitted from a client 310 to a server 
340 or packets being transmitted from a server 340 to a client 
310. In some embodiments, nodes 320 can be embodied as 
intermediate nodes, a client 310 can be embodied as a source 
node, server 330 can be embodied as a further intermediate 
node, and a server 340 can be embodied as a destination node. 
It should be noted that, in some embodiments, a source node 
can be embodied on, for example, a server 110 or a client 102, 
intermediate nodes can be embodied on a clients 102 or 
servers 110, and a destination node can be embodied on a 
server 110 or client 102. Additionally, the roles of, for 
example, a source node and a destination node can change. 
For example, a source node can sometimes be a destination 
node, and a destination node can sometimes be a source node. 
0034. As discussed above, systems and methods accord 
ing to the disclosed subject matter can issue a token to a client 
310. This token can be used by a node 320 to authenticate the 
client 310, to validate routing decisions, and to prevent mali 
cious or Subverted nodes from utilizing a disproportionate or 
undesired amount of bandwidth. Although any appropriate 
authentication protocol can be used, many protocols require 
at least two round-trips between the parties and often require 
considerable computation. One consideration in selecting a 
protocol is that an attacker that can observe communications 
between a client 310 and the network 350 candirectanattack, 
for example, a congestion-based DoS attack, against a node 
320 that is contacted by a client 310 for authentication pur 
poses. This can prevent the client 310 from successfully com 
pleting an authentication process. 
0035. In some embodiments, systems and methods 
according to the disclosed subject matter, can overcome this 
issue by redirecting the authentication request from, for 
example, one node 320 to another node 320. To accomplish 
this, a client 310 can select a node 320, such as node 401 of 
FIG.4, and send, at 410, node 401 a packet 510 of FIG.5 for 
example, containing for example, the client’s public key cer 
tificate512, the clients IP address 511, and other information. 
Upon receiving the request, the receiving node 401 can for 
ward, at 411, the packet to a second node 320, such as node 
402. Therefore, if an attacker is able to follow the communi 
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cation 410 and attack node 401, this will not stop the authen 
tication process because node 401 is no longer needed to 
complete the authentication. Eventually, the authentication 
can be complete and a token, Such as, for example packet 530. 
can be provided to client 310, at 412, that can allow the client 
310 to access the network 350. It should be noted that the 
selection of the nodes 401 and 402 can be made randomly or 
by any other suitable method. 
0036 Protocols to negotiate security information, such as 
a token, which in some embodiments can be a key and a ticket, 
are described below. It should be noted, however, that any 
appropriate protocol can be used and that various changes can 
be made to the formats of, for example, the security informa 
tion, token, packets, ticket, key, IP address, flags, and/or 
sequence number described herein and illustrated in FIG.5. It 
should also be noted that the use of IP packets is only illus 
trative and that any appropriate packet type can be used. Such 
as, for example, Internet Protocol version 4 packets, Internet 
Protocol version 6 packets, and User Data Gram packets. 
Upon completion of such a protocol, the ticket 520, for 
example, can be used by a client 310 to access the network 
350. In some embodiments, a ticket can be security informa 
tion that provides a client access to a network, and/or to part 
of a network, and/or indicates that a packet associated with 
the ticket came from a certain client. 

0037. However, it should be noted that a ticket can be any 
appropriate form of security information. Ticket 520 can con 
tain, for example, a session key, Ku 521, a range of packet 
sequence numbers 522 for which Ku 521 and the ticket 520 
are valid, a randomly selected client identifier, the current 
time-stamp, and a flag indicating that the authorization is not 
complete, all shown at 523. It is also possible that, for 
example, the session key, Ku, can be received separately from 
the ticket. The client identifier can be a random value and can 
be selected by a node 320 that authenticated that client 310. 
Each of these parts of the ticket can be encrypted and authen 
ticated under KM, a secret key that can be negotiated peri 
odically (e.g., every few hours) among the nodes 320. The 
ticket can also include be a message authentication code 524 
based on, for example, a universal hashing (UMAC) signature 
of the encrypted ticket using KM and a nonce (i.e., a number 
used once), which can consist of for example, the first 64bits 
of the encrypted ticket. It should be noted that, in some 
embodiments, only nodes 320 can validate and decrypt the 
ticket. 

0038. Upon receiving a packet with the request, at 411, the 
second node 402 can select a session key Ku 521, for 
example, at random, and create a ticket 520 for a client 310. 
The client’s public key certificate can be validated, and a 
second copy of Ku 521 can be independently encrypted under 
the client’s public key. In some embodiments, both operations 
can be relatively lightweight (e.g., compared to operations 
involving RSA private keys); a node 320 can be able to 
perform, for example, a few thousand public key operations 
(i.e., signature verifications or public-key encryptions) per 
second. Upon creation, the ticket 520, along with the 
encrypted session key 521 can be sent to the client 310, at 412, 
encrypted in packet 530. This one-round-trip protocol can be 
stateless (for the network350) and computationally fast, thus 
resisting both memory-exhaustion and CPU-exhaustion 
attacks on the nodes 320. Additionally, an optional message 
can be sent from the network 350 to the client 310 with a list 

Mar. 24, 2016 

of the nodes 320 IP addresses. This list can be used by the 
client 310 to select a node 320 to send a packet to after 
authentication is complete. 
0039. To further inhibit an attack, such as a CPU-exhaus 
tion attack, IP-spoofing attack, or memory-exhaustion attack 
another round trip can be added to the key establishment 
protocol. This can be done by, for example, having the client 
310 send a UMAC-signed certificate before generating the 
ticket 520. In such a two-round trip protocol, illustrated in 
FIG. 6, a client 310 can send, at 610, a request and certificate 
to a node 320, such as node 601. Node 601, can forward, at 
611, this request to a second node 320, such as node 602. Note 
602 can treat the certificate as a random number, which it can 
UMAC-sign with the shared key, KM. The client’s 310 IP 
address and the systems timestamp can be the nonce used in 
the UMAC operation. Node 602 can send, at 612, the UMAC 
signature and the nonce to client 310. To prove liveness (e.g., 
that the client can respond to communication), the client can 
contact a third node 320, such as node 603, and send, at 613, 
its certificate, the UMAC signature, and the nonce. Node 603 
can validate the authenticity of the UMAC and forward, at 
614, the request to a fourth node 320, such as node 604. Node 
604 can generate a ticket for the client 310, encrypting it with 
the client’s 310 public key, which can be retrieved from the 
certificate, and send, at 615, the client a packet 530. 
0040. In the example protocol described above, the ticket 
can have a flag indicating the authorization is not complete 
and thus does not provide full access to the network. The 
authentication protocol can continue to use the ticket, while 
flagged incomplete, to, for example, prove liveness for the 
network 350 and the client 310. When the authentication is 
complete, however, the network 350 can provide the client 
310 with a ticket flagged complete and thus provide access 
that is not restricted. This can be accomplished, for example, 
by simply clearing the flag in the ticket. It should be noted that 
a ticket can be periodically or randomly refreshed to avoid 
situations where, for example, a malicious user distributes the 
session key and ticket to attackers (e.g., Zombies) that try to 
access the network 350. 
0041 Any appropriate authentication process can be fol 
lowed by additional authentication that can use, for example, 
a Graphic Turing Test (GTT) to discern the presence of a 
human at the client node. This can prevent legitimate nodes 
that have been subverted by an attacker from being used as 
entry points to the network 350. In some embodiments, GTT 
based authentication can issue a second ticket that only allows 
clients 310 to contact the GTT server. Each node 320 can 
embody this server, for example, locally. Once the GTT 
authentication is successfully performed, the GTT server can 
issue an unrestricted ticket to a client 310. In should be noted 
that the GTT authentication can be performed at periodic or 
random intervals. 

0042. As illustrated in FIG. 7, when a client 310 has com 
pleted, at 710, an authentication process (e.g. of FIG. 4 or 
FIG. 6) by, for example, receiving a token, at 701, sent from 
a node 320, at 702, the client 310 can start sending packets to 
the remote destination 340 through the network 350. The 
client 310 can spread these packets across the nodes 320 in the 
network 350. For each packet, the client 310 can select, at 
720, a node 320 to send that packet through. It should be noted 
that the selection, at 720, can be made from a list of nodes 320 
that is kept at a client 310 and can be updated depending on 
the version 513 of the list held by the client 310. Client 310 
can also provide a measure of security to the packet, at 730, by 
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for example, attaching authentication information to the 
packet. The packet can be sent, at 740, to a selected node 320 
where it can be checked, at 750, for authenticity. If the node 
320 performing the checking confirms the authenticity of the 
packet, the packet can then be forwarded, at 760, to either its 
destination 340 or a server 330 that knows the location of, and 
will forward the packet to, its destination 340. If the node 
determines this packet is not authentic or otherwise should 
not be forwarded, the packet can be dropped or otherwise 
discarded, at 770. 
0043. It should be noted that the spreading process, start 
ing in some embodiments at 720, can be repeated for each 
packet a client 310 sends to a destination 340. For example, a 
client 310 can send a first packet to first node 320, a second 
packet to a second node 320, and a third packet to a third node 
320. It should also be noted that the packets can be associated 
with each other. For example, packets can be associated 
because they are sent from the same client 310, they are sent 
with the same ticket 520, they are sent from the same appli 
cation, and/or they are sent from the same network interface 
device. In addition, in some embodiments, it is possible that a 
token can be issued not only to a client, but also, for example, 
to an application or network interface device. 
0044. In some embodiments, once a client 310 has 
received a session key 521 and an unrestricted ticket 520, such 
as at 412 or 615, access by that client is considered authenti 
cated, at 710, and the client 310 can start sending packets to 
the remote destination 340 through the network 350. Each 
packet, such as the example packet 540 of FIG. 5, sent by a 
client 310 to a node 320 can contain, for example, three 
network-related fields. These fields can be the ticket 520, an 
authenticator 543, and a sequence ID 541 that is, for example, 
monotonically increasing. Packet 540 can also contain the 
information to be passed on to server 740, such as, for 
example, IP packet 544. As discussed above, the ticket 520 
can contain a session key 521 and a sequence range 522 for 
which the ticket is valid, each of which can be encrypted 
under a secret key, KM. 
0045. The sequence number 541 can be a value that is 
incremented by a client 310 for each packet transmitted 
through the network 350 with a given session key 521. Each 
node 320 can maintain a table of last-seen sequence numbers 
541 for each client 310. The client identifier, at 523 in ticket 
520, can be used as an index to this table. 
0046. The authenticator 543 can be a message authentica 
tion code (MAC) using, for example, a fast transform such as 
UMAC and the session key Ku. The UMAC can be computed 
over the whole packet, including the ticket and the sequence 
number 541 of the packet. The sequence number 541 concat 
enated with the client’s IP address, for example, can be used 
as the UMAC nonce. Doing so can bind the ticket to a specific 
IP address (or other location identifier) and thus prevent the 
ticket 520 from being used by other clients 310. 
0047. It should be noted that, in some embodiments, the 
only state each node 320 needs to maintain per client 310 is 
the client identifier and the last sequence number seen by that 
particular client 310. This state is not network or application 
related and can be used to prevent replay attacks (e.g., inap 
propriately using an already used token to gain access). For 
example, assuming that both the client identifier and the 
sequence number are 32-bit values, each would need to main 
tain only 64 bits of state for each client. Thus, for a network 
350 that supports one million active clients 310, only 8MB of 
state information is needed. 
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0048. A client 310 transmitting a packet through the net 
work 350 can use the session key 521 and the sequence 
number 541 as inputs to a pseudo-random function (PRF) to 
select, at 720, which node 320 will be sent a packet. The 
output of the PRF can be treated as an index to a list of the 
nodes 320, through which the packet will be routed. There are 
various ways a client 310 can obtain the list of nodes 320. For 
example, the list can be obtained when the client first con 
nects to the network by requesting it after the key establish 
ment phase. Additionally, it can be obtained independently of 
the protected communication. A client 310 can keep an 
updated list of the nodes 320 by, for example, comparing the 
version 513 of its list with a version stored in the network 350 
and download only the differences between the two versions. 
It should be noted that updating this list may be necessary, or 
beneficial for performance, when a node goes down to have, 
for example, maintenance performed. 
0049. As discussed above, a client 310 can associate a 
packet with authentication information, at 730. For example, 
the client can encapsulate the original packet (i.e., the packet 
addressed to the final destination) inside a packet for the 
network 350, along with the information identified above 
(e.g., ticket, sequence number, and authenticator). This 
packet can be forwarded through the network 350 to the final 
destination 340 or, alternatively, to an appropriate secret Serv 
let on server 330 and then to the final destination 340. 

0050. Upon reception of a packet, at 740, the network 350 
can check the validity, at 750, of the packet, by, for example, 
checking the validity of the ticket 520. This validation can be 
accomplished, for example, using UMAC validation. After 
validating the authenticity of the ticket, the ticket can be 
decrypted and the authenticator can be verified at 750. This 
can inhibit spoofing attacks from an attacker who obtains a 
valid ticket and generates packets to all nodes with randomly 
selected sequence numbers, thus preventing a valid client 310 
from communicating with the network 350. Furthermore, to 
detect any replay attacks, a node 320 that receives Such a 
packet can verify that the sequence number on the packet is 
larger than the last sequence number seen from a client 310 by 
using the client identifier to index an internal table. A node 
320 can also verify that the sequence number is within the 
acceptable range of sequence numbers for this ticket and can 
use the key and the sequence number along with the PRF to 
determine whether the client 310 correctly routed the traffic. 
If all tests are Successful, a node 320 can update the sequence 
number table and forward the packet, at 760, to, for example, 
a secret servlet at server 330. A packet that is not successfully 
authenticated, at 750, can be dropped or otherwise discarded, 
at 770. For example, packets with lower or equal sequence 
numbers than a previously seen sequence number can be 
considered duplicates (either accidental reordering or mali 
cious replays by attackers) and thus dropped, at 770. 
0051) To avoid reuse of the same ticket, for example, by 
multiple DoS Zombies, the range 522 of valid sequence num 
bers 541 for the ticket 520 can be kept relatively small (and 
contained inside the ticket), e.g., 500 packets. Moreover, the 
ticket 520 can be bound to the client’s IP address, since, to 
authenticate the packet, the overlay can use the UMAC 
including the client’s IP address as part of the UMAC nonce. 
In addition, each packet can contain a timestamp that can be 
checked to further confirm that the ticket 520 is valid. After a 
configurable period of time (e.g., 1 or 2 hours), the network 
can expire the ticket. Nodes 320 that receive valid tickets that 
are about to expire can simply re-issue a new ticket 520 with 
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the same session key 521 but a new range 522 of valid 
sequence numbers 541. This approach, combined with the 
state kept by each node 320, can make it prohibitive for 
attackers to reuse the same ticket 520 from a large number of 
distinct nodes (each of which is only transmitting to a specific 
node), since the new valid ticket 520 would need to be con 
tinuously propagated to all Zombies. A shared key under 
which the ticket can be encrypted can be periodically or 
otherwise established among all nodes 320, using, for 
example, a group key management protocol. 
0052 Some embodiments of the systems and methods of 
the disclosed subject matter can be implemented in computer 
code on nodes 320, a server 330, a server 340, and/or a client 
310. For example, a routing-table entry on client 310 can 
redirect IP packets destined for a server 340 to a virtual 
interface implemented using the apseudo-device driver (e.g., 
TUN, a virtual point-to-point network device known in the 
art). This virtual interface can act as a virtual network inter 
face that intercepts messages to and from a real network 
interface. An IP packet, for example, sent to the virtual inter 
face can be read by a user process reading the device (e.g., 
reading /dev/tun0). Similarly, if the process writes a complete 
IP packet to /dev/tun0, this can appear in an IP input queue 
(e.g., the input queue of the kernel) as if it was coming from 
the network interface tun0. In this case, whenever an appli 
cation on a client 310 attempts to access a protected server 
340, the outgoing traffic can be intercepted by the virtual 
interface. A user-level proxy daemon process reading from 
the corresponding device can capture each outgoing IP 
packet, encapsulate it, at 730, in a UDP packet along with the 
authentication information, select, at 740, a node 320, and 
send the UDP packet to the selected node 320. 
0053 Software running on a node 320 can receive such a 
UDP packet, authenticate it, at 750, and forward it, at 760, to 
the a server 340 or 330. Here, the UDP packet can be decap 
Sulated and delivered to its intended recipient (e.g., a web 
server). The decapsulation can be performed by a separate 
server (e.g., server 330) or by the server where the intended 
recipient is located (e.g., server 340). 
0054 Some embodiments of connection establishment, as 
illustrated, for example in FIG. 4 or FIG. 6, can be imple 
mented in software and/or hardware. When a client 310 
attempts to contact a protected server 340 for the first time it 
can receive a small list of randomly selected nodes 320 IP 
addresses through DNS name resolution. A client 310 can 
selectone of the nodes, such as node 401, and transmit, at 410, 
a connection initiation packet, such as, packet 510 of FIG. 5, 
to authenticate itself, acquire a ticket 520 and a session key 
501, and to update its list of nodes 320. The connection 
request packet 510 can be a UDP packet sent to a known port 
and it can contain a version number 503 of the list of overlay 
nodes’ IP addresses. As discussed above in connection with 
FIG.4, when a node 320 receives this packet, it can forward 
it, at 411, to another node 320, such as node 402. 
0055 Node 402 can generate a ticket, such as 36 byte 
(288-bit) ticket 520. The first 224 bits of the ticket can include 
a 128-bit session key Ku 521, a 64-bit packet sequence range 
522 for which the ticket is valid with the starting sequence 
randomly selected, and a 64-bit field 523 with the Client ID, 
time-stamp and flags that can be used to avoid public-key 
dictionary attacks. This field 523 can be AES-encrypted using 
a master key, KM, shared among nodes 320. A 32-bit UMAC 
524 authenticator can be appended and computed over all 
fields in the ticket using the master key KM. The ticket 520, a 
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starting packet sequence, and the session key Ku 521 (en 
crypted under the client’s public key) can be sent to a client 
310. Another optional packet containing differences of the 
current list of the IP addresses of the nodes 320 can also be 
sent to the client 310, depending on the version 513 indicated 
in the connection initiation packet 510. 
0056. Some embodiments of packet transmission, as illus 
trated in FIG. 7, can be implemented in software and/or 
hardware. After completing connection establishment, as 
described above, a client 310 can construct a forward request 
UDP packet containing the packet sequence number 541, a 
ticket 520, and the original packet 544, the client 310 can 
determine which node 320 to send a packet to by using the 
session key 521, the packet sequence 522 (start sequence plus 
one for the first packet) and the publicly available sorted list of 
IP addresses of the nodes 320. Assuming that the number of 
overlay nodes is n, the client can compute the index in the 
sorted list of IPs as: 

index=UMAC(Kuetsequence number) (mod(n)). 

0057 The receiving node 320 can validate the ticket 520 
using a ticket UMAC. The ticket 520 can be decrypted using 
KM, a secret key shared among the nodes 320, and the packet 
authenticity can be verified. The sequence number 541 can be 
compared against the one stored in the receiving node 320 for 
this client identifier, if there is one (otherwise, this can be 
assumed to be a packet from a new client). If the sequence 
number 541 in the packet 540 is bigger, the node 320 can store 
a new sequence number and check if the ticket 520 is expired 
(i.e., the packet sequence is greater than the maximum packet 
sequence), after decrypting the ticket 520. By computing the 
index as above, a node 320 can check whether the packet 540 
was correctly routed to it. If a check fails, at 750, the packet 
540 (or packet 544 ifun-encapsulated) can be dropped at 770. 
Otherwise, the packet can be routed, at 760, for example, to a 
secret servlet on server 330, and from there to the actual 
Server 340. 
0.058 Although the invention has been described and illus 
trated in the foregoing illustrative embodiments, it is under 
stood that the present disclosure has been made only by way 
of example, and that numerous changes in the details of 
implementation of the invention can be made without depart 
ing from the spirit and scope of the invention. The disclosed 
Subject matter can be used to prevent attacks in addition to the 
illustrative example attacks described above. For example, 
Some embodiments can be used to prevent an attacker from 
Successfully spying on information transmitted from a client 
320 to a server 340. In this case, spreading of packets among 
various nodes 320, according to systems and method of the 
disclosed subject matter, can result in an attacker obtaining an 
insufficient percentage of the transmitted packets to be dan 
gerous to a client 320. It should be noted that features of the 
disclosed embodiments can be combined and rearranged in 
various ways. 
What is claimed is: 
1. A method of establishing access to a network, compris 

ing: 
receiving a first request from a client for access to the 

network at a hardware processor of a first node among at 
least four nodes in the network; 

selecting a second node among the at least four nodes in the 
network; 

forwarding the first request to the second node; 
creating an initial token; 
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9. The non-transitory computer-readable medium of claim 
7, wherein the method further comprises receiving a certifi 
cate from the client at the first node. 

10. The non-transitory computer-readable medium of 
claim 9, wherein the method further comprises signing the 

forwarding the initial token to the client; 
receiving from the client at least the initial token and a 

second request at a third node among the at least four 
nodes in the network; 

determining at the third node whether the initial token is 
valid; certificate with a shared key. 

Selecting a fourth node among the at least four nodes in the 11. The non-transitory computer-readable medium of 
network; claim 10, wherein the signing uses an Internet Protocol 

address of the client and a timestamp to perform the signing. 
12. The non-transitory computer-readable medium of 

claim 11, wherein the method further comprises receiving the 
Internet Protocoladdress of the client and the timestamp from 
the client and the third node. 

13. A system for establishing access to a network, compris 
ing: 

a first hardware processor of a first node that: 
receives a first request from a client for access to the 

network; 
Selects a second node; and 
forwards the first request to the second node: 

a second hardware processor of the second node that: 
creates an initial token; and 
forwards the initial token to the client; 

a third hardware processor of a third node that: 
receives from the client at least the initial token and a 

second request; 
determines whether the initial token is valid; 
selects a fourth node; and 

forwarding the second request and the initial token to the 
fourth node; and 

generating a final token, if the initial token is valid. 
2. The method of claim 1, wherein the first request and 

second request are the same request. 
3. The method of claim 1, further comprising receiving a 

certificate from the client at the first node. 
4. The method of claim 3, further comprising signing the 

certificate with a shared key. 
5. The method of claim 4, wherein the signing uses an 

Internet Protocol address of the client and a timestamp to 
perform the signing. 

6. The method of claim 5, further comprising receiving the 
Internet Protocoladdress of the client and the timestamp from 
the client and the third node. 

7. A non-transitory computer-readable medium containing 
computer executable instructions that, when executed by a 
processor, cause the processor to perform a method for estab 
lishing access to a network, the method comprising: 

receiving a first request from a client for access to the 
network at a first node among at least four nodes in the 
network; f ds th d d the initial tok h Selecting a second node among the at least four nodes in the orwards the second request and the 1nitial token to the 
network: fourth node; and 

forwarding the first request to the second node; 
creating an initial token; 
forwarding the initial token to the client; 
receiving from the client at least the initial token and a 

second request at a third node among the at least four 
nodes in the network; 

determining at the third node whether the initial token is 
valid; 

Selecting a fourth node among the at least four nodes in the 
network; 

forwarding the second request and the initial token to the 
fourth node; and 

generating a final token, if the initial token is valid. 
8. The non-transitory computer-readable medium of claim 

7, wherein the first request and second request are the same 
request. 

a fourth hardware processor of the fourth node that: 
generates a final token, if the initial token is valid. 

14. The system of claim 13, wherein the first request and 
second request are the same request. 

15. The system of claim 13, wherein the first hardware 
processor also receives a certificate from the client. 

16. The system of claim 15, wherein the second hardware 
processor also signs the certificate with a shared key. 

17. The system of claim 16, wherein the second hardware 
processor signs using an Internet Protocol address of the 
client and a timestamp. 

18. The system of claim 17, wherein the third hardware 
processor also receives the Internet Protocol address of the 
client and the timestamp from the client. 
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