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(54) Title: IDENTIFYING AND CONFIGURING CONTROLS ON A CONTROL PANEL

(57) Abstract: A method includes receiving, at a processor from a camera,

FIG. 5A

image data associated with a control panel. The method also includes
presenting one or more images at a display. The one or more images are gen-
erated based on the image data. The method includes determining a location
of a first control of the control panel based on the image data and based on
control settings data. The method includes providing an indication of the
location of the first control at the display, and providing an indication of a
desired configuration of the first control at the display.
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IDENTIFYING AND CONFIGURING CONTROLS ON A CONTROL PANEL

FIELD OF THE DISCLOSURE

The present disclosure is generally related to identifying and configuring controls on a control

panel.

BACKGROUNMD

Many systerns include controls that are configured for operation of the system. For exarple,
aircraft cockpits may inclade numerous controls that are configured according to a particular
operation of the atreraft {e.g., to perform takeoft, to land, etc.). Ajrcraft personnel way configure
the control pancl{s) in the cockpit based on one or more checklists. These checklists may be in
paper or electronic forro and way direct the atrcraft personnel to manually locate and counfigure
cach of the controls identified in the checklist. Locating a particular control identified by the
checklist may be time consuming. Additionally, some situations raay require that the checklist
tasks be completed within a relatively short period of time, or require numerous aircraft

personnel to conumunicate with each other during the configuration process.

SUMMARY

A device may be configured fo receive image data {¢.g., video data) from a camera and to present
the image data at a display. The itoage data way be associated with a control panel {e.g., an
aircraft control panel, a submarine control panel, a manufacturing control panel, a ship control
panel, a helicopter control pancl, a train control panel, an oil platform control pancl, etc.). The
device may process the image data to guide a user of the device through a configuration process

to configure the controls of the control pancl.

For example, the device may present one or more symbols or indicators as graphical overlays at
the display. The graphical overlays may provide instructions to the user indicating that a
particular control of the control panel is to be configured. Additionally, the graphical overlays
may indicate a particular configuration of the coutrol, a divection to move the control {e.g., turn
the control to the right}, or another configuration command. The user of the device may review
the image data and the one or more graphical overlays presented at the display prior to
configuring the particular control. The device may detect that the configuration of the particular

control has been moditied and verify that the control 1s properly configured. I the control is
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property configured, the device may update the display to prescnt additional graphical overlays,

instructions, and symbols associated with configuring additional controls of the control panel.

Thus, the device may use augmented reality to assist and guide a user {or multiple users) through
y g ) . ,

the process of configuring a control panel.

In a particular embodiment, a method of identifying and configuring a control panel s disclosed.
The method includes receiving, at a processor from a camera, image data associated with a
control panel. The method also includes presenting one or more images at a display. The one or
more images are generated based on the image data. The method includes determining a location
of a first countrol of the control panel based on the image data and based on control settings data.
The method includes providing an indication of the location of the first control at the display,

and providing an indication of a desired configuration of the first control at the display.

In another ecmbodiment, an apparatus includes a camera, a display, a processor, and a memory.
The memory includes instructions that, when executed by the processor cause the processor to
reccive or process image data associated with a control panel from the camera. The memory
meludes instructions that, when executed by the processor cause the processor {o present one or
more images at the display. The one or more images are gencrated based on the image data. The
memory includes instructions that, when executed by the processor cause the processor {o
determine a location of a first control of the control panel based on the image data and based on
control sctiings data. The memory includes instructions that, when exccuted by the processor
cause the processor (o provide an indication of the location of the first control at the display. The
memeory includes instructions that, when excecunted by the processor cause the processor to

provide an indication of a desired configuration of the first control at the display.

I yet another embodiment, a von-transitory computer-readable storage medium includes
instructions that, when executed by a processor, cause the processor to receive or Process image
data from a camera associated with a control panel. The von-transitory computer-readable
storage medium further includes instructions that, when executed by the processor, cause the
processor to present one or more tmages at a display. The oue or roore images are geoerated
based on the image data. The non-transitory computer-readable storage medium further includes
mstructions that, when executed by the processor, cause the processor to determine a location of
a first control of the control panel based on the image data and based on control settings data.

The non-transitory computer-readable storage roedium further includes mstructions that, when

~
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executed by the processor, cause the processor to provide an indication of the location of the first
control at the display and an indication of a desired configuration of the first control at the

display.

Advantageously, the non-transtiory cormputer-readable storage medium further imchudes
mstructions that, when executed by the processor, cause the processor to receive second mage
data associated with the control panel from the camera, and determine whether a configuration of
the first control has been modified based on the second 1image data. Preferably, the processor
further determines whether the modified configuration of the first control corresponds to the
desired configuration of the first control based ou the second image data and based on the coutrol
settings data. Preferably, the processor further presents one or more additional images at the
display, wherein the one or more additional images are generated based on the second image
data, and in respouse to a determination that the configuration of the first control corresponds to
the desired configuration, the processor deterrmings a second location of g sccond control based
on the second image data and based on the control settings data. Preferably, the non-transitory
computer-readable storage medium further includes instructions that, when executed by the
processor, cause the processor to provide au indication of the second location of the second
control at the display, and provide an indication of a desired configuration of the second control
at the display, wherein the desired configuration is determined based ou the control settings data.

Preferably, the second location is identified relative to the location of the first control.

BRIEY DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an illustrative embodiment of a system to identify and configure a

control panel;

FIG. 2 is a block diagram of another illustrative embodiment of a system to identify and

configure a control panel;

FIG. 3 15 a block diagram of another illustrative erobodiment of a system to identify and

configure a control panel;

FIGs. 4A and 48 are diagrams of another illustrative embodiment of a system to identify and

configure 4 control pancl;
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FIGs. 5A and 5B are diagrams of another illustrative embodiment of a system to identify and

configure a control panel;

FIGs. 0A and 6B are diagrams of another illustrative embodiment of a system to identify and

configure a control panel;

FIG. 7 is a diagram of another illustrative embodiment of a system to identify and configure a

control panel;

FIG. 8 is a flow chart of a particular embodiment of a method of identifying and configuring a

control panel;

FIG. 9 is a flow chart showing additional portions of the method for identifying and configuring

a control panel of FIG. § according to a particular embodiment; and

FIG. 10 1s a block diagram of an tllustrative cmbodiment of a computer system operable to
support the various methods, systems, and computer readable media disclosed with respect to

FIGs. 1-9.

BETAILED DESCRIPTION

Referring to FIG. 1, a particular embodiment of a system 100 for identifying and configuring a
control panel 1s disclosed. The system 100 includes a device 102 and a control panel {e.g.,
control panels 108A, 108B). The device 102 may inchude a display 104 and a camera 106, Ina
particular cmbodiment, the display 104 may be a touch screen display. The display 104 is
configured to display one or more images generated based on image data received from the
camera 106. The device 102 may also include input/output devices (not shown) meluding a
stylus pen, a mouse, a keyboard, etc. The device 102 may include a wireless communication
capability that enables the device 102 to cormmmunicate with another device (not shown) via a
wireless communication link using one or more wireless communication protocols {e.g., an IEEE
802.11X protocol, a Bluctooth protocol, etc.). The device 102 may be a portable computing
device {e.g., a laptop computer), a tablet, a smart phone, an electronic flight bag, or another
computing device. In a particular embodiment, the camera 106 is located on, or otherwise
mtegrated nto, the device 102, In another particular ermbodiraent, one or roore carneras (not

shown} are located external to the device 102 (e.g., within a cockpit of an aircraft). In another
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particular emnbodirucnt, the camera 106 may be located on a headset, a visor of a hat, a pair of
glasses, etc. The device 102 may receive the image data from the camera 106 and present the

one or more images at the display 104,

The control pancl may include a plurality of controls 110-158. The plurality of controls may
mclude switches, circait breakers, knobs, shide controls, gauges, displays, levers, indicators, and
other controls. As shown in FIG. 1, the control panel may include a first portion (¢.g., the
control panel T0RA) and a secound portion {e.g., the control pavel 108B). A first set of controls
{¢.g., the controls 110-142) of the plurality of controls 110-158 may be located on the first
portion of the control panel (¢.g., the control panel 108A) and a second set of controls {e.g., the
controls 144-138) of the plurality of controls 110-158 may be located on a second portion of the
control panel {¢.g., the control pancl 108B). In an alternative embodiment, the control panel may
inchade a single portion {e.g., only the control panel 108A} and the phlurality of controls 110158

may be located on the single portion of the control pancl.

As shown in FIG. 1, the plurality of control may include thrust levers 110, displays 116-120,
128, 130, 136, 140, 142, 146, gauges 132 and 154-158, a knob control 134, switches 148-152,
switch boxes 112, 144, a slide control 124, and/or indicators 122, 126, and 138, The switch box
112 may 1oclude a plurality of swiiches (¢.g., switch 114}, The switch box 144 may inchude a

plurality of switches.

The device 102 may store control settings data associated with one or more control panels (e.g.,
the control pancls 108A, 108B). The device 102 may receive the control settings data frorn g
network, from data storage at the control panel, from an external device (e.g., a universal serial
bus (USB) drive), or from another computing device. The control settings data may be
associated with an electronic checklist. The electronic checklist may inchude one or muore tasks
to configure the control panel for a particular operation {e.g., a pre-flight checklist, an aircraft
landing procedure checklist, a checklist associated with tasks to be completed 1o response to
detection of another condition, ctc.). In a particular embodiment, the control settings data may
wclude control data that identifics a layout of the one or more coutrols of the control panel. The
control settings data may include directional data associated with each of the one or more
controls of the control panel, and the directional data indicates a direction to a second control

from a first control.

H
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For example, the control settings data may inchude directional data associated with a first control
{c.g., the ganges 132). The directional data associated with the first control may indicate that the
first control is located to the left of a second control {e.g., the display 136) and to the right of a
third control (e.g., the display 130). The directional data associated with the first control may
further indicate that the first control is located above a fourth control {c.g., the display 120). A
particular electronic checklist may include a step associated with configuring, or otherwise
verifying a reading of the first control. The device 102 may determine a location of the first
control based at least in part on the directional data associated with the first control. For
cxample, the device 102 may receive the image data from the camera 106, The device 102 may
wdentify the first control (c.g., the gauges 132) based on the countrol data that identifies the layout
of the one or more controls of the control panel, electronic checklist data, or any combination
thereof. The device 102 may identify one or more reference controls based on the control data
and the image data. The one or more reference controls may correspond to one or more controls
within g ficld of view of the camera 106, The device 102 may determine a location of the first
control relative o the one or more reference controls based on the divectional data associated
with the first control, based on directional data associated with the onc or more reference

controls, or any combination thereof.

For example, the device 102 may determine that a fivst reference control {e.g., the display 120} is
within the field of view of the camera 106, The device 102 may determine that the first control
{c.g., the gauges 132) 1s located above the first reforence control based on the directional data
associated with the first contrel. In response to determining that the first control is located above
the reference control, the device 102 may present one or more graphical overlays at the display
104, The ove or roore graphical overlays way fudicate a divection to pan the camera 106 such
that the first control 18 within the field of view of the camera 106. Thus, for any particular
control, the device 102 may deternune a location of another particular control based on the
directional data. The device 102 may be configured to present one or more tasks inchided in the
electronic checklhist at the display 104, The device 102 may use image data recetved from the
camera 106 to guide a user of the device 102 through one or more of the configuration tasks

associated with the clectronic checklist.

For example, the deviee 102 may receive irnage data from the camera 106. The image data may

be assoctated with at least a portion of a control panel {e.g., the control panels 108A, 108B) that

-6 -
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18 within a field of view of the camera 106. The device 102 may present the image data, or one
or more pictures representing the tmage data, at the display 104 as described with reference to
FIGs. 2-7. The device 102 may identify  first control of the control panel based on the control
settings data and determine the location of the first control based on the image data recetved
from the camera 106. The device 102 may present an indication of the location of the first
control on the display 104, 1f the location of the first control 15 1n a carrent field of view of the
camera 106, the device 102 may indicate the location of the first control by overlaying one or
more symbols (e.g., a box) over the image data, or a portion of the image data presented at the

display 104,

If the location of the first conirol is not in the current field of view of the camera 106, the device
102 may determine the direction from the current ficld of view to the location of the first control
based on the control settings data. In a particular embodiment, the device 102 may determine the
direction from the current ficld of view to the location of the first control based on the control
settings data and data provided via one or more sensors of the device 102 (e.g., one or more
inertial sensors, one or more orientation sensors, etc.). The device 102 may indicate the direction
frora the current ficld of view to the location of the first control by overlaying one or more
symbols (¢.g., an arrow) over the image data presented at the display 104. A user may move the
device 102 such that the field of view of the camera 106 travels in the 1ndicated direction. As the
device 102 is moved, the camera 106 receives additional image data, which is presented at the

display 104,

In a particular embodimaent, the device 102 may determine a current orientation of the device 102
and/or the camera 106 relative to the countrol panel based on the additional image data, based on
the control settings data, based on the one or more sensors {(e.g., the one or more inertial sensors,
the one or more orientation sensors, ¢t¢.}, or 4 combination thereof, as the device 102 1s moved.
In a particular embodiment, determining the orientation of the device 102 and/or the camera 106
relative to the control panel may include comparing the tmage data to the additional image data.
For example, the device 102 may identify a first location of a particular control based on at least
a portion of the iraage data and identify a second location of the particular control i at least a
portion of the additional image data. The device 102 may use the control settings data to
determine the current oricntation of the device 102 and/or the camera 106 based on a comparison

of the first location and the second location. The device 102 may update the direction from the

-7 -
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current ficld of view io the location of the first conirol based on the current oricnistion of the

device 102 and/or the camera 106,

in a particular embodiment, the orientation of the camera 106 {(e.g., an orientation of the field of
view of the camera 106) may be related to an oricntation of the device 102, For example, when
the device 102 is rooved frow a {irst posttion to a secound position that is to the left of the first
position, the field of view of the camera 106 may move to the left. Thus, an object{e.g., a
control of a control panel) that is within the field of view of the carmera 106 when the device 102
is in the first position may be to the right of, and outside of the ficld of view of the camera 106
when the device 102 is 1n the secoud position. Aliernatively, the object that is within the field of
view of the camera 106 when the device 102 is in the first position may be within the field of the
camera 106, but positioned further to the right of the field of view as the device 102 1s moved to

the second position.

in another particular embodiment, the orientation of the camera 100 (e.g., an orientation of the
field of view of the camera 106) may not directly correspond to the orientation of the device 102,
For example, when the device 102 1s rotated to the right as the device 102 is moved from the first
position to the second position, the field of view of the camera 106 may correspond fo the field
of view of the camera 106 when the device 102 was 1n the first position. Thus, the field of view
of the camera 106 may not substantially change when the device 102 is moved. In a particular
erabodirnent, the field of view of the carera 106 may be enlarged in the direction of the rotation
of the device 102 due to a change in the perspective of the camera 106 relative to the object {e.g.,
the control of the control panel). For example, when the device 102 1s in the first position, an
object {e.g., a control of a control panel) may be located along a leftmost edge of the field of
view of the camera 106. When the device 102 is rotated to the right as the device 102 18 moved
from the first position to the second position, the object may remain located along the lefimost
cdge of the field of view of the camera 106, but one or more other objects {e.g., one or more
other controls or portions of the control panel) that were located to the vight of a rightmost edge
of the field of view when the device 102 was in the first position may be included within the

field of view of the camera 106 when the device 102 is in the second position.

In another particular embodiment, determining the orientation of the device 102 and/or the
camera 106 relative to the control panel may include monitoring changes in sensor data recetved

tromn the one or more sensors as the device 102 1s moved and caleulating a position of the camera
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106 based on the sensor data. The sensor data roay indicate that the device 102 has been moved
horizontally {e.g., moved to the left or to the right), moved vertically (e.g., moved up or down)},
rotated horizontally (c.g., rotated or tilted to the left or to the right), rotated vertically {e.g.,
rotated or tilted up or down}, or a combination thereof. For example, the device 102 may receive
first sensor data indicating that the device 102 and/or the camera 106 is oriented in a first
position {1.¢., the orientation of the device 102 when the iroage data was received). As the device
102 is moved {e.g., in the direction of the first control as mdicated at the display 104}, the device
102 may receive additional sensor data. The additional sensor data may indicate that the device
102 and/or the camera 106 is oriented in a second position {e.g., the device 102 and/or the
camera 106 has been moved to the left, moved to the right, moved up, moved down, rotated to
the left, rotated to the right, rotated up, rotated down, or a combination thereof). The device 102
may calculate g current orientation of the device 102 and/or the oricutation of the camera 106

based on the additional sensor data.

As the additional image data is received at the camera 106, the device 102 may determine
whether the first control is located in the field of view of the camera 106, When the device 102
determines that the first control 18 located in the field of view of the camera 106, the device 102
may indicate the location of the first control by overlaying one or more symbols {¢.g., a box)
over the image data, or a portion of the iroage data, at the display 104, As the device 102 18
moved, the direction from the current ficld of view to the first control may be updated at the
display 104, In a particular emabodiment, the device 102 may indicate at the display 104 that the
field of view of the camera 106 is directed towards the first control even when line of sight
between the camera 106 and the first control 1s obsiructed {e.g., by an object or a person between
the caraera 106 and the countrol panel). The device 102 may determune that the first control is
within the field of view of the camera 1006 based on the sensor data received from the one or
more sensors. Thus, even when the device 102 is unable to determine whether the first control is
within the current ficld of view of the camera 106 based on the additional image (i.c., because
the field of view of the camera 106 is obstructed), the device 102 may update the direction from
the current field of view to the first control at the display 104 based on the sensor data.
Additionally, the onc or more syrmbols may be presented at the display 104 to indicate that,
despite the obstruction, the field of view of the camera 106 is directed at the first control (i.e, the

first control is focated within the current field of view of the camera 106.
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In addition to indicating the direction of the first control from the current field of view, the one
or more symbols may indicate a distance of the first control relative to the current field of view
of the camera 106. For example, a longer arrow may indicate that the first control is a first
distance from the current ficld of view and as the field of view moves closer to the first control
the arrow may get shorter. When the first control is determined to be within the current field of
view of the device 102 (i.e., the first coutrol is located within the current field of view of the
camera 106), the device 102 may indicate the location of the first control by overlaying one or
more symbols {e.g., a box) over the image data (or the one or more images representing the

image data), or a portion of the image data, presented at the display 104.

The device 102 may also be configured to present at least one task of the electronic checklist at
the display 104 as described with reference to FIGs. 3-7. In a particular embodiment, the at least
one task is preseunted as one or more graphical overlays at the display 104, In a particular
erabodiraent, the location of the graphical overlay(s) may be dependent upon the position of the
control to be configured. For example, if the control to be configured is located at the top of the
display 104, the graphical overlay(s) indicating the at least one task to be executed may be
presented at the display below the control to be configured. If the control to be configured is
located at the bottom of the display 104, the graphical overlay(s) indicating the at least one task
to be executed may be presented at the display above the control to be configured. If the control
to be configured is located on the left side of the display 104, the graphical overlay{s} indicating
the at lcast one task to be executed may be presented at the display to the right of the control to
be configured. 1f the control to be configured is located at right side of the display 104, the
graphical overlay(s) indicating the at least one task to be exccuted may be presented at the
display to the left of the control to be configured. In another erabodiment, the graphical
overlay(s) may partially overlap the control to be configured. In a particular embodiment, the
graphical overlay(s) used to present the at least one task of the electronic checklist may be
presented as a semitransparent text-box (not shown}. The at least one task may be associated
with a configuration operation that is to be corapleted with respect to the first control, For
example, the at least one task may indicate that the first control is to be configured according to a
first configuration. For example, a particular control (e.g., the knob countrol 134) may be setto a
first setting of a plurality of settings by rotating the particular control to a particular position as
described with reference to FIGs. 5-7. Other controls may be configured by rooving the control

i a particular direction {¢.g., shding the slider control 124 left/vight or up/down, toggling a
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switch control between a first sciting {ON) and a second setting (OFF), ctc.). The device 102
may identify a current configuration of the first control based on the image data. The deviee 102
may determine whether the current configuration corresponds to the first configuration based on
the image data or based on subsequently received image data {(i.e., image data received after a

user has modified the configuration of the first control).

In a particular embodiment, when the device 102 determines that the first control 1s configured
according to the furst configuration, the device 102 roay present an icon {vot shown) at the
display 104. A selection of the icon may indicate that a user of the device 102 has verified the
configuration of the first control. In response to the selection of the icon, the device 102 may
determine whether another control is to be configured. In an alternative embodiment, the user
verification step may be omitted. For example, when the device 102 deternunes that the first
control is configured according to the first configuration, the device 102 may automatically
present an indication of a location or direction of a sccond control of the control panel and 8 next

task of the electronic checklist at the display 104,

When the device 102 determines that the first control s not configured according to the first
configuration, the device 102 may present further information, such as information indicating the
first configuration of the first control at the display 104, as explained with reference to FIGs. 5-7.
The information indicating the first configuration of the first control may be presented at the
display 104 as onc or more symbols or graphical overlays. A uscr of the device 102 may modify
the configuration of the first control based on the one or more images and the one or more
symbols presented at the display 104, The user may provide an input {c.g., by sclecting the 1con
displayed at the display 104) to the device 102 indicating that the first control has been modified

and/or is configured according to the first configuration.

If the medified configuration of the first control does not correspond to the first configuration,
the device 102 may present an indication {e.g., a warning message or other indicator) that the
first control is not configured according to the first configuration. The user may then reconfigure
the first control and provide a sccond input ndicating that the configuration of the frst control
has been modified. This process may continue unti] the device 102 determines that the first
control 15 configured according to the first configuration. In another particular embodiment, the
device may automatically present a next task of the electronic checklist in response to

determining that the first control 15 configured according to the first configuration.
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I a particular emnbodimucnt, multiple devices may be networked together {not shown) and used to
configure the control panel. For example, a first device, such as the device 102, may be used to
configure a first portion of the control panel and a second device (e.g., a device sirmlar to the
device 102}, may be used to configure a second portion of the control panel. The first device and
the second device may apportion the tasks of the clectronic checklist according to the
contfiguration of particular controls, according to a location of the devices, according to
dependency relationships between the configuration tasks, or any combination thereof. For
exarnple, the first device may be located on a first side of the control panel {e.g., the pilot side)
and the sccond device may be located on a second side of the control panel (e.g., the co-pilot
side). The first device may guide a first user {¢.g., a pilot) through configuration steps associated
with configuring controls located on the first side of the control panel and the second device may
guide a second user {¢.g., a co-pilot) through configuration steps associated with configuring
controls located on the second side of the control panel. Countrols to be configured that are
located in the middlc of the control panel may be assigned to onc of the devices or a first portion
of the controls located 1o the middle of the control panel may be assigned to the first device and a
second portion of the controls located in the middle of the control panel may be assigned to the
second device. The devices may coromunicate with cach other during execution of the electronic

checklist via a wireless communication link {¢.g., a Bluctooth link or an 802.11 X link).

In another particular embodiment, the device(s} may provide feedback information to the control
pancl and other systems that indicates the status of the configuration of the control panel based
on the execution of the electronic checklist. For example, the control panel may be configured to
comraunicate with the device(s) via a wired or wireless link. In a particular conbodiment, the
control panel may store and/or retransmit the feedback information (i.¢., the status of the
configuration of the control panel). For example, when the electronic checklist is execnted
during a fhight of an aircrafl, the control pauel roay include or may be coupled to a computer
device to store the feedback information for subsequent transmittal to a server {¢.g., at an airport
terroinal of an atrline company that operates the aircraft). When the atreraft lands, the control
panel may access one or more wireless networks and transmit the feedback information to the
server of the atrline corapany. Alternatively or in addition to transruitting the feedback
information to the server, the feedback information may be retrieved from the control panel (e.g.,
from a control pancl computer} using the wired or wircless link. For example, after the aircraft

has landed, personnel associated with maintaining the aircraft roay retrieve the feedback
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information and detcrmine an opcerational status of the countrol panel or one or more systems

controlied by the control panel.

By using image data received at the camera 106, the device 102 is able to indicate a location and
configuration of cach control on the control pancl in accordance with control settings data (e.¢.,
scitings associated with the electronic checklist). Thus, the device 102 1s able to venty that the
controls are properly configured in accordance with the control settings data {¢.g., in compliance
with the electrouie checklist) based on the image data received from the camera 106. The device
102 provides visual assistance to users configuring a control panel and further provides
verification of the configuration of the coutrol panel, resulting 1o a reduced hikelihood of skipped
configuration steps and improperly configured controls. When multiple devices 102 are used,
the amount of time required to configure the control panel may be reduced, thereby increasing

control panel configuration efficiency.

Referring to FIG. 2, an Hustrative embodiment of the system 100 for identifyving and configuring

a control panel 1s disclosed. Elernents of FIG. 2 that correspond to cleraents of FIG. 1 are
esignated with the same vurmber, and it should be understood that elewents in FIG. 2 may

operate as described with reference to FIG. 1. Further, additional operational features of the

clements of FIG. 1 ave described below.

In FIG. 2, the device 102 and the control panel {¢.g., the control panels 1084, 108B) are shown.
As shown in FIG. 2, the camera 106 has a field of view 202. A portion of the control panel 108A
is within the field of view 202. The portion of the control panel 108A includes the thrust levers
110, a portion of the switch box 112, a subset of the switches 114, and a portion of the display
8. As shown in FIG. 2, the portion of the control pancl 108A that is within the ficld of view
202 of the camera 106 1s presented at the display 104 of the device 102, Whule the device 102 s
receiving image data and presenting the image data at the display 104, a user may initiate
presentation of au electronic checklist associated with configuring the control panel 108A and/or

the control panel 108B as described with reference to FiGs. 3-7.

In a particular embodiment, the device 102 may present a menu {(not shown) from which the user
may indicate a particular control panel to be configured prior to presenting the clectronic
checklist. For example, the device 102 may store control settings data for a plurality of control

panels (c.g., raultiple aircratt cockpit control pancls) and each of the plurality of countrol panels
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may be associated with one or more electronic checklists {e.g., a pre-flight checklist, a landing
procedure checklist, another checklist, etc.}). The user may indicate a desired electronic checklist
by identifying the particular configurable cquipment {¢.g., an aircraft, factory machinery, a
vessel, ete.) and electronic checklist from the menu. For example, the user may provide nput to
select or otherwise indicate that the particular configurable equipment to be configured is an
aircraft. In a particular embodiment, the user may further provide input indicating that the
aircraft is a first type of aircraft and that the user wounld like to configure a particular control

panel of the aircraft according to a first electronic checklist {e.g., a pre-flight checklist).

In another erobodiment, the device 102 may determine the particular type of checklist and
control panel automatically by communicating with the control panel. For example, the device
102 may coramunicate with the control panel via a wireless coramumnication link (c.g., Bluetooth
or 802.11X} (not shown}. In another embodiment, the device 102 may be configured to identify
the particular type of checklist and control panel based on information embedded in a bar code
{not shown}. For example, a bar code tag may be placed on the control panel, or at a location
proximate to the control panel, and the device 102 may analyze the barcode using bar code
wmage data received from the camera 106, In yet another erabodivoent, the device 102 {or
another device coupled to the device 102) may be configured to identify the particular type of
checklist and control pauel based ou information received from a radio frequency identification
{RFID) tag {(not shown) attached to the control panel or attached to another location of the

configurable cquipment {¢.g., an aircraft).

In a particular embodiment, the control panel may transmit information that wdentifics the
particular control panel to be configured to the device 102 via the wireless communication link.
The device 102 may download one or more checklists associated with the particular control
panel via the wireless communication ok, The device 102 may determine the appropriate
checklist {c.g., the pre-flight checklist} based on information received from the control panel via
the wireless coramunication bink or frow a source external to the control panel.  In another
ernbediment, the device 102 may identify particular configurable equipment to be configured
and access an appropriate checklist associated with configuring the particular configurable
equipment via a communication link., The communication link may be one of an electrical
communication link, an optical coramunication link, a radio frequency communication link, or a

combination thereof., The communication link may be established between the device 102 and
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the particular configurable equipment, or may be cstablish between the device 102 and a
configuration system at a location remote to the configurable equipment {¢.g., an operations

center, a ficld site, an atrport, a factory, an airline operations center, etc. ).

In response to detecting a particular condition (e.g., turbulence), the control pancl may transmit
mformation to the device 102 mdicating that one or more coutrols of the control panel should be
configured. In a particular embodiment, the information may identify the particular condition
and the device 102 may determine the one or more controls to be configured based on
information stored at the device 102. Determining the one or more controls to be configured
may include selecting a particular electronic checklist from among a plurality of electronic
checklists stored at the device 102, The particular selected checklist may be identified based on
the information that identifics the particular condition. In another particular embodiment, the
device 102 may receive an electronic checklist from the control panel along with the information
that 1dentifies the particular condition. The device 102 may present the electronic checklist to

the user via the display 104 as described with reference to FiGs. 3-7.

In another erabodiment, the device 102 may dowuload control settings data and one or more
clectronic checklists from a server {not shown) via a network (not shown). For example, prior to
mitiating a takeoff of an aircraft, a user of the device 102 way access the server via a wired or
wircless network and download control settings data and one or more checklists associated with
the aircratt {c.g., 4 takeoff checklist, a landing checklist, etc.). The server may be associated
with an airline that operates the aircraft or a manufacturer that manufactared the aircraft. The
server may request authentication data from the device 102 prior to transmutting the electronic
checklist to the device 102, The authentication data may include a username and password, a
fingerprint scan, an iris scan, a voice utterance, a scan of a face, a scan or swipe of an
identification badge, information recetved from an RFID tag (embedded in the identification
badge), a public/private key authentication, exchange of authentication certificates, or any
combination thereof. In response to validating the authentication data, the server may transmit
the control settings data and the one or more checklists to the device 102 via the network or the
server may transmit g key to unlock data or applications stored at the device 102, In a particular
embodiment, the controf settings data and/or the checklist{s} may be sent via an unsecured
network connection. Alternatively or additionally, the control scttings data and/or the

checklist(s) may be sent via a secured or encrypted network connection.
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In a particular embodimuent, the device 102 may transmit information fo the server associated
with the execution of the electronic checklist. For example, the information may indicate that
the checklist was completed successtully, the checklist was not completed, crrors occurred
during execution of the electronic checklist, etc. The server may store this information for
subsequent analysis. The electronic checklist or the control panel design may be medified based
ou the analysis. In an embodiment, i response to deterroining that the tasks of the electronic
checklist have been completed, the device 102 may send information to the server that indicates
a resulting configuration of the control panel. For example, a user of the device 102 may
configure a control panel of an aircraft according to a pre-flight checklist. Prior to takeoff, the
device 102 may determine that controls associated with the tasks of the clectronic checklist have
been configured according to the electronic checklist and may transmit a confirmation message
to the server via a network, The confirmation message may indicate that the controls were
configured according to the pre-flight checklist. In another embodiment, the device 102 may
store the mformation for subseguent transraission to the server. For example, a user of the
device 102 may coufigure the control panel of the atreraft according to 4 landing procedure
checklist. After the landing procedure has been completed and the aircraft has arrived at its
destination {e.g., a terminal or service hanger), the device 102 may conuect to the network and
transinit the confirmation message to the server. In a particular embodiment, the server is
associated with an airline company that operates the aireraft. In another particular embodiment,
the server is associated with a regulatory agency responsible for establishing guidelines for

operating the aireraft,

In a particular cmbodiment, the device 102 may receive an override cormmand from a user o
skip or otherwise alter a setting associated with a particular configuration task of the electronic
checklist. Upon determining that the tasks of the clecironic checklist have been cither completed
or overridden, the device 102 way send information {e.g., the confirmation message) to the

server that indicates a result of each task {(i.e., completed or gverridden).

Thus, the device 102 may determine one or more controls of a control panel to be configured
according to control settings data associated with the control panel. The device 102 may cnable
a user to select a particular electronic checklist when configuring one or more controls of the

control pancl. Additionally, the device 102 may automatically download and store multiple
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clectronic checklists associated with the control panel and cormrnunicate with the control panel to

identify and select a particular electronic checklist to be completed.

Referring to FIG. 3, an tHustrative embodiment of the system 100 for identifyving and configuring
a control panel 1s disclosed. Eleraents of FIG. 3 that correspond to clements of FIG. 1 and FIG.
2 are designated with the same nurober, and it should be understood that elements in FIG. 3 may
operate as described with reference to FIG. 1 and FIG. 2. Further, additional operational features

of the elernents of FIG. 1 and FIG. 2 are described below.

As shown 1o FIG. 3, the device 102 may receive image data associated with a portion of the
control panel 108A from the camera 106 and present the image data at the display 104. The
device 102 may present information regarding a first configuration step {e.g., step 302) at the
display 104 as a graphical overlay on top of the image data. In a particular embodiment, the first
configuration siep may be g calibration siep. During the calibration step, the device 102
determines calibration data based on a location of the camera 106 relative to one or more
calibration features of the countrol panel. For example, the first configuration step may mdicate
that the carnera 106 should be directed towards the thrust levers 110 until the thrust levers 110
are within the field of view 202. When the thrust levers 11§ are within the field of view 202, the
device 102 may use one or more syrobols (e.g., the box 304) to highlight the thrust levers 110 at

the display 104

in a particular embodiment, determining the calibration data may include determining an
orientation of the device 102 and/or the camera 106 based on sensor data received from one or
more sensors {¢.g., inertial sensors and ortentation sensors). The one or more sensors may
nclude one or more sensors internal to the device 102, one or more sensors cxternal to the device
102 {e.g., when the camera 106 is located external to the device 102), or a corabination of
internal and external sensors may be used. In a particular embodiment, the orientation of the
device 102 may be determined based on the sensor data and information deterroined based on the
calibration features detected based on the image data received from the camera 106, Ina
particular erobodiment, during operation {¢.g., while performing a checklist) the device 102 may
determine whether at least one calibration feature is detected based on the image data received
from the camera 106 and may automatically recalibrate the one or more sensors when the at least

calibration feature is detected based on the received image data.
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When the calibration feature is within the ficld of view 202, the device 102 may determine a
focation of one or more controls relative to the calibration feature. The one or more controls may
be associated with controls to be configured based on control setiings data (e.g., the sclected
clectronic checklist). In a particular emmbodiment, the caltbration step for a particular control
panel is executed during each use of the device 102, Alternatively, the calibration step may be
executed prior to a fivst use of the device 102 to configure the particular control panel and the
calibration step is not executed prior to a subsequent use of the device 102 to configure the
particalar countrol panel. For example, i the user calibrates the device 102 during configuration
of a control panel according to a pre-flight checklist, the device 102 does not need to be

calibrated again when configuring the control panel according to a landing procedure checklist.

In a particular emnbodimucnt, the control scttings data 1s ordered according to a predetermined
order and the device 102 presents the electronic checklist steps according to the predetermined
order. In another particular cmbodiment, the device 102 may identify controls of the control
panel to be configured based on the control settings data and may further determine an order in
which to present the clectronic checklist steps at the display 104. The control scttings data may
wdicate that a configuration of a first control is dependent upon a configuration of a second
control. The device 102 may account for dependency relationships, such as the dependency of
the configuration of the first control on the configuration of the second control, when ordering

the electronic checklist steps.

In a particular embodiment, a particular electronic checklist task may be optional. The device
102 may order the steps of the clectronic checklist based on whether a particular step or task is
optional or required. For example, a first configuration task may be optional and a second
configuration task may be required. 1In a particular embodiment, the device 102 may order the
electronic checklist tasks such that all required checklist tasks are inserted into the electronic
checklist before all optional clectronic checklist tasks. In another particular embodiment, the
checklist tasks may be presented according to a predetermined order and any optional checkiist
tasks may be distinguished from required checklist tasks using a color scheme {e.g., a first color
for required tasks and a sccond color for optional tasks), using syrbols (e.g., a first symbol
indicates a required task and a second symbol indicates an optional task), or a combination of

colors and symbols.
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In another particular erubodimuent, the device 102 may present an override option (not shown) at
the display 104. The override option may be used by the user to skip a particular checklist task
or to proceed to the next contiguration task/control even though the current contiguration
task/control has not been completed, has not been verified, or has been completed in a manner

inconsistent with the control scttings data.

In a particular embodiment, the one or more calibration features of the control panel are
wdentified based on the control settings data. In another particular embodiment, the one or more
calibration features arc associated with detectible features (e.g., visual markers or cues, bar
codes, orientation markers, etc.) located oun the control panel that way be used by the device 102
to identify a location of a unique calibration feature. The location of the unique calibration
teature may be further identificd based on the control scttings data. In an ernbodiment,
information dentifying the unigue location may be encoded in at least one of the one or more
calibration features. For exarnple, a particular calibration feature may include a two-dimensional
barcode that encodes longer data sequences that identify the location of the particular calibration
feature. In another embodiment, the control settings data identifics cach control of the control
panel and any control placed m the field of view 202 of the camera 106 may be used by the
device 102 to calibrate the device 102 to the control panel. In a particular embodiment,
calibrating the device 102 results in an identification of a first step of the electronic checklist and
identification of a location of a control to be configured during the first step. In a particular
cmbodiment, the device 102 may update the calibration data in response to detecting a
calibration feature during configuration of the control panel according to an electronic checklist.
For example, at an arbitrary point in a checklist process, the device 102 may detect a calibration

feature and update the calibration data based on the detected calibration feature,

Referring to FIG. 4A, an dlustrative embodiment of the systern 100 for identifying and
configuring a control panel is disclosed. Elements of FIG. 4A that correspond to elements of
FIGs. 1-3 are designated with the same number, and it should be understood that elements in
FIG. 4A may operate as described with reference to FIGs. 1-3. Further, additional operational

features of the elements of FIGs. 1-3 are described below.

As shown in FIG. 4A, the device 102 may indicate that the first configuration step {e.g., step
302} is complete and provide an indication of a next configuration step {e.g., step 402). Ina

particular emnbodimment, the device 102 may indicate that an clectronic chocklist task is coruplete
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by modifying a color of the one or more symbols presented at the display 104, For example, the
box 304 may be a first color (e.g., a red box) indicating that the step 302 is not complete. The
color of the box 304 may be changed to a second color (e.g., a green box) in response to

SRy

detecting that the step 302 is complete.

The device 102 may indicate the next configuration step at the display 104 as a graphical
overlay. In a particular embodiment, the graphical overlay includes an icon 406. The icon 406
may be an image associated with the coutrol to be configured in the next configuration step. For
example, referring to FIG. 4B, a larger view of the icon 406 is shown. The icon 406 includes an
fmage of a knob control 134, The knob control 134 may be contfigured to one of a first
configuration 412, a second configuration 414, and a third configuration 416 by rotating the knob
control 134 until the line on the knob control 134 lines up with one of the configurations

indicators.

Referring to FIG. 4A, the device 102 may determine the location of the control associated with
the next configuration step (C.g., step 402). As shown in FIG. 44, the device 102 may determine
that the conirol associated with the vext configuration step is the knob control 134, The device
102 may determine that the knob control 134 is located in a target ficld of view 408 that not
within the current field of view 202, In response to determuning that the target field of view 408
is not within the current field of view 202, the device 102 may present one or more symbols
{¢.g., arrow 404) as graphical overlays at the display 104, The one or more symbols indicate a
direction of the target field of view 408 (and the control associated with the next configuration

step {e.g., step 402)).

Referring to FIGs. 5A and SB, another ilustrative embodiment of the system 100 for identifying
and configuring a control panel 1s disclosed. Elements of FIGs. 5A and 5B that correspond to
clements of FIGs. 1-4 are designated with the same number, and it should be understood that
elements 1o FIGs. SA and 5B may operate as described with veference to FiGs. 1-4. Further,

additional operational features of the clements of FIGs. 1-4 are described below.

As shown in FIG. A, the camera 106 has been moved in the direction indicated by the arrow
404 of FIG. 4A unti] the field of view 508 of the camera 106 approximates or substantially
covers the target field of view 408 of FIG. 4A. In response to determining that the knob control

134 15 within the ficld of view 508 {i.c., the current field of view of the camera 106), the device
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102 may provide an indication of the location of the control {e.g., the knob control 134)
associated with the next configuration step (e.g., step 402 of FIG. 4A). For example, the device
102 may highlight the location of the knob control 134 using one or more symbols {e.g., 4 box

504} as graphical overlays at the display 104.

In response to determining that the image data received from the camera 106 inchudes the
location of the control associated with the next configuration step {c.g., step 402}, the device 102
may determine a current configuration of the control based on the image data. After determining
the current configuration of the control, the device 102 may determine whether the configuration
of the control corresponds to a configuration 1dentified by the control settings data. If the
configuration of the control does not correspond to the configuration identified by the control
settings data, the device 102 roay update the indication of the next configuration step at the

display 104 to indicate the configuration identified by the control settings data (e.g., step 502}

The updated next configuration step may indicate the configuration identified by the control
scitings data via an icon 506. For exaraple, referring to FIG. 5B, a larger view of the icon 506 1s
shown. The icon 506 wnchudes an image of the koob conirol 134, The knob control 134 may be
configured to one of a first configuration 412, a second configuration 414, and a third
contfiguration 416 by rotating the knob countrol 134 until the Hue on the knob conirol 134 lines up

with one of the configuration indicators.

The icon 5036 also includes an arrow 510 that indicates a direction to rotate the knob control 134
and also identities the configuration of the control identificd by the control settings data. For
example, FIG. 5A shows the current configuration of the knob control 134 as presented at
display 104, The knob control 134 is highlighted by box 504 and is currently configured to the
first configuration 412, The configuration identified by the control settings data is indicated by
the configuration of the knob control 134 as shown at the icon 506, The icon 506 indicates that
the knob control 134 should be configured to the second configuration 414, The icon 506 further
indicates that to modify the current configuration of the knob control 134 to correspond to the
contfiguration identificd by the conirol settings data (i.¢., the second configuration 414}, the knob
control 134 should be turned clockwise until the current configuration of the knob control 134 as

presented at the display 104 corresponds to the second configuration 414,
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Referring to FIGs. 6A and 6B, another ilustrative embodiment of the system 100 for identifying
and configuring a control panel is disclosed. EHlements of FIGs. 6A and 6B that correspond to
elements of FIGs. 1-5 are designated with the same number, and it should be understood that
clements in FIGs. 6A and 6B may operate as described with reference to FiGs. 1-5. Further,

additional operational features of the clements of FIGs. 1-5 are described below.

As shown in FIG. 6A, the current ficld of view of the camera 106 is the ficld of view 508 and the
device 102 may receive image data correspouding to the field of view 508 and present the image

data at the display 104, In FIG. 6A, the configuration of the knob control 134 has been modified.
The device 102 may detect that the configuration of the knob control 134 has been roodified and

determine whether the current configuration of the knob control 134 corresponds to the

configuration identificd by the control settings data {¢.g., the second configuration 414},

As shown in FIG. 6A, the modified configuration of the knob control 134 doces not correspond to
the configuration ideutified by the control settings data. For example, the control settings data
indicates that the knob control 134 should be configured to the sccond configuration 414 rather
than to the third configuration 416. T response to determining that the current configuration
(i.c., the modified configuration} of the knob control 134 docs not correspond to the
configuration identificd by the conirol settings data, the device 102 way modify or otherwise
update the display 104 to indicate that the control associated with the step 502 is not configured

properly.

In a particular cmbodiment, the device 102 may update the display 104 by replacing the tcon 506
with another icon {e.g., an icon 602). For example, referring to FIG. 6B, a larger view of the
won 602 is shown. The icon 602 includes an raage of the knob countrol 134, The kuob control
134 may be configured to one of a first configuration 412, a second counfiguration 414, and a
third configuration 416 by rotating the knob control 134 until the linc on the knob control 134

Hues up with one of the configuration indicators.

The icon 602 includes an arrow 604 that indicates a direction to rotate the knob coutrol 134 and
also identifics the configuration of the control identified by the control settings data. For
cxample, F1G. 6A shows the current configuration of the knob control 134 as presented at
display 104. The kuob control 134 is highlighted by the box 504 and is currently configured to

the third configuration 416. The configuration identified by the control scttings data is indicated
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by the configuration of the knob countrol 134 as shown at the icon 602. The 1con 602 indicates
that the knob countrol 134 should be configured to the second configuration 414, The icon 602
further indicates that to modity the current configuration of the knob control 134 to correspond
to the configuration identified by the control settings data {i.¢., the second configuration 414}, the
knob control 134 should be turned counter-clockwise until the current configuration of the knob

control 134 corresponds to the second configuration 414,

Referring to FIG. 7, another ilfustrative embodiment of the systern 100 for identifying and
configuring a control panel is disclosed. Elements of FI1G. 7 that correspond to elements of
FIGs. 1-6 are designated with the same number, and it should be understood that elements 1o
FIG. 7 may operate as described with reference to FIGs. 1-6. Further, additional operational

features of the elements of FIGs. 1-6 are described below.

As shown in FIG. 7, the device 102 may receive image data from the camera 106 that
corresponds to the field of view 508 and present the image data at the display 104, In FIG. 7, the
configuration of the knob control 134 has been moditfied from its previous configuration (1.¢., the
configuration of the knob control 134 i FIG. 6). The device 102 may detect that the
configuration of the knob control 134 has been modified and determine whether the current

contfiguration of the knob coutrol 134 corresponds to the configuration wdentified by the control

settings data {¢.g., the sccond configuration 414).

As shown in FIG. 7, the modified configuration of the knob control 134 corresponds to the
configuration identified by the control scitings data (1.¢., the second configuration 414). In
response to determining that the knob control 134 is properly configured, the device 102 may
update the display 104 to indicate that the configuration step 5302 is coruplcte and provide an
wdication of a location of a control associated with another configuration step {e.g., a step 702)
to be completed. The device 102 may indicate the next configuration step at the display 104 as a
graphical overlay. The device 102 may determine that a control associated with the next
configuration step is the slide control 124, In a particular embodiment, the graphical overlay
wcludes an icon 706, The icon 706 may be an image associated with the control to be
configured in the next configuration step {e.g., the step 702). For example, in FIG. 7, the icon

706 includes an image of the shide control 124,
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As shown in FIG. 7, the device 102 ruay determine that the shide control 124 1s located in g target
field of view 708 that is not within the current field of view 508 of the camera 106, In response
to determining that the shide control 124 1s not within the current field of view 508, the device
102 may present one or more symbels {¢.g., an arrow 704) as graphical overlays at the display

104. The one or more symibols {c.g., the arrow 704) indicate a direction of the slide control 124,

By executing the clectronic checklist while using the device 102, the number of configuration
errors that occur when configuring the control panel may be reduced. Additionally, by using
irnage data received from the camera 106, the device 102 may verify that cach control is
configured properly (i.¢., according to the condro] settings data). Because the device 102
provides an indication of the particular control to be configured for cach task on the electronic
checklist, a person unfamiliar with configuring the control panci can complete the clectronic

checklist tasks and properly configure the controls.

Referring to FIG. 8, an embodiment of a method of identifying and configuring a control panel is
described and generally designated 800, The method 800 may be performed by the deviee 102
of F1s. 1-7. At 802, the method 800 may include receiving image data associated with a
control panel from a camera at a processor of an clectronic device. For example, as described
with reference to FIG. 5A, the device 102 may receive image data from the camera 106, The
irmage data may correspond to the field of view 508 of the camera 106, At 804, the method
mcludes presenting one or more images generated based on the image dats at a display of the
electronic device. For example, as shown in FIG. 5A, the device 102 may present one or more
images at the display 104, The one or more images may represent at least a portion of the

control panet T0RA that is within the field of view 508.

At 806, the method includes determining a location of a first control of the control panel based
on the image data and based on control settings data. For example, as described with reference
to FIG. 5A, the device 102 may deternune that the koob control 134 1s within the field of view
508. As described above, in a particular embodiment, the location of the first control may
further be determined based on sensor data received by the device 102 from one or more scusors
{c.g., the one or more inertial sensors and the one or more orientation sensors). At 80&, the
method includes providing an indication of the location of the first control at the display. For
example, as described with reference to FIG. 5A, the device 102 may present ong or more

symbols (e.g., the box 504) at the display 104, At 810, the method includes providing an
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ndication of a desired configuration of the first control at the display. For exaraple, as described
with reference to FIG. 5A, the device 102 may present ong or more symbeols {e.g., step 502 and
the 1con 506) at the display 104, The desired contiguration of the first control may be

determined based on the control settings data.

Referring to FIG. 9, a user may wodity the configuration of the first conirol based on the one or
more images and the one or more symbols presented at the display. At 920, the method inchudes
determining whether the configaration of the first control has been modified. In response to a
determination that the configuration of the first control has not been modified, the method may
melude re~-determining whether the configuration of the first control has been modified, at 920,
In a particular embodiment, the device may delay re-determining whether the configuration of
the first control has been modified for a period of time. In response to a deterraination that the
configuration of the first control has been modified, the method may inchide determining a
modified configuration of the first control, at 922. At 924, the method may include determining
whether the modified configuration of the first control corresponds to the desired configuration.
At 926, when the modified configuration of the first control does not correspond to the desired
configuration, the method may mclude imdicating that the fitst control is not configured
according to the desired configuration. In a particular embodiment, indicating that the first
control is not configured according to the desired configuration raay include modifying or
otherwise updating the one or more images and the one or more symbels presented at the display
. In response to moditying or otherwise updating the one or more images and the onc or more
symbols presented at the display, the method may include re-determining whether the
configuration of the first control has been modified, at 920, The device may delay re-
determining whether the configuration of the fivst control has been rodified for the period of

fime,

At 928, in response to a determination that the modified configuration of the first control
corresponds to the desired configuration, the method may include determining a next control of
the control panel to be configured, if any. At 930, in response to determining the next control is
to be configured, the method may include determining a location of the next control based on the
image data received from the camera 106 and based on the control settings data. In a particular
cmbodiment, the location of the next control may be determined based on sensor data received

via the one or more sensors. in a particular embodiment, determining the location of the next
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control includes deterraining & distance from the first control to the next control and determining
a direction from the first control to the next control. At 932, the method may include modifying
or otherwise updating the onc or more images and the one or more symbols presented at the
display based on the image data, the sensor data, the control settings data, or a combination
thereof, to indicate the location of the next control. The method may include receiving
additional image data from the camera, at 934, In a particular embodiment, the method may
inchade receiving additional sensor data as the device s moved. For example, as the device 102
of F1Gs. 1-7 is moved, the camera 106 may capture the additional 1mage data, the sensors may
generate the additional sensor data, or both. In response to receiving the additional image data,
the rocthod may include preseunting one or more additional images generated based on the
additional image data at a display. The device 102 may perform additional operations as
described with reference to FIGs. 1-7, and/or may perform the operations in a different order

than the order presented above with respect to FIGs. 8 and 9.

FIG. 10 is a block diagram of a computing environment 1000 including a general purpose
computing device 1410 operable to support embodiments of computer-implemented methods and
computer-executable program instructions according to the present disclosure. For example, the
computing device 1010, or portions thereof, may implement, include, or be included within any
one or more of the embodiments, or components thereof, ilustrated in FIGs. 1-7. The comoputing
device 1010 may include at least one processor 1020, Within the computing device 1010, the
processor 1020 compmnunicates with a system maemory 1030, one or more storage devices 1040,
one or more input/output interfaces 1050, one or more communications interfaces 1060, and at
least one camera 1090 In a particular embodiment, the computing device 1010 includes one or
more seusors 1092, The one or more sensors may jnclude inertial sensors, wotion sensors,

oricntation sensors, or a combination thereof

The system memory 1030 may inchude volatile memory devices (¢.g., random access memory
{RAM)} devices), nonvolatile memory devices {e.g., read-only memory (ROM) devices,
programmable read-only memory, and flash memory), or both. The system memory 1030 may
mclude an operating system 1032, which may include a basic/input output systern (BIOS) for
booting the computing device 1010 as well as a full operating system to enable the computing
device 1010 to interact with users, other progrars, and other devices. The system memory 1030

inchades one or more apphication programs 1034, such as an application program to present an
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clectronic checklist and 1ruage data and graphic overlays for use in configuring a control panel as

described above. The system memory 1030 also may inchude program data 1036,

The processor 1020 may communicate with one or more storage devices 1040. For example, the
one or more storage devices 1040 roay melude nonvolatile storage devices, such as magnetic
disks, optical disks, or flash memory devices. The storage devices 1040 may include both

emovable and non-removable memory devices. The storage devices 1040 may be configured to
store an operating system, applications, and prograwn data. In a particular embodiment, the
system memory 1030, the storage devices 1040, or both, inchude tangible, non-transitory

computer-readable media.

The processor 1020 may also cornmunicate with one or more input/output mterfaces 1050 that
enable the computing device 1010 to communicate with one or more input/output devices 1670
to facilitate user interaction. The mput/output intertaces 1050 may inchude senal interfaces (e.g.,
universal serial bus (USB) interfaces or IEEE 1394 interfaces), parallel interfaces, display
adapters, audio adapters, and other interfaces. The input/output devices 1070 may inchude
keyboards, pointing devices, one or more displays, speakers, microphones, touch screens, and
other devices. In a particular emnbodiment, the one or more displays may include at least one
touch screen display. The at least one touch screcu display may be coated with a fingerprint-

resistant coating.

The processor 1020 may communicate with other computer systems 1080 via the one or more
cormrunications interfaces 1060, The one or more comrmunications interfaces 1060 may mcelude
wired Ethernet interfaces, IEEE 802,11 a/b/g/n wireless interfaces, Bluetooth communication
interfaces, 3 generation (3G) communication interfaces, 4™ generation (4G) communication
witerfaces, long term evolution (LTE) coramunication interfaces, high speed packet access
{(HSPA} communication interfaces, HSPA+ communication interfaces, dual cell (DC-HSDPA
corrounication nterfaces, global system for mobile cornmunications (GSM) comrmumication
interfaces, enhanced data rates for GSM evolution (EDGE)} communication interfaces, evolved
EDGE Universal Mobile Telecommunications Systern (UMTS) communication interfaces, code
division multiple access {CDMA} communication interfaces, time division multiple access
(TDMA) communication mmterfaces, frequency division multiple access (FDMA) comraunication
interfaces, orthogonal frequency division multiple access {OFDMA} communication interfaces,

single-carrier frequency division multiple access (SC-FDMA) commmunication interfaces, optical
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communication interfaces, other network interfaces, or any combination thercof. The other
computer systems 1080 may include host computers, servers, workstations, and other computing

devices.

The camera 1090 may be operable to generate and communicate image data to the processor
1020. The camera 1090 may wmchude additional modules (not shown) that provide additional
image processing operations such as a digital zoom operation, an optical zoom operation, and an
autofocus operation. In a particular embodiment, the camera 1090 may be a digital camera that
is operable to generate still images and/or standard/high-definition video. In a particular
erobodiroent, the camera 1090 may be at least partially external o the coraputing device 1010,
For example, the camera 1090 may include one or more image sensor lenses that are attached or
otherwise integrated with the computing device 1010 and that are coramunicatively coupled to
the processor 1020. In a particular embodiment, the processor 1020 may generate one or more
frnages to be displayed at a display based on image data received from the image sensor lenses.
In another embodiment, the one or more image sensor lenses are communicatively coupled to
another processor (€.¢., a graphics processing unit (not shown )} that is configured to generate
one of more images based on image data received from the image seosor lenses and o present
the one or more images at a display. In another embodiment, the camera 1090 may be located
external to the computing device 1010 (e.g., on a headset) and may communicate the image data
to the computing device 1010 via the input/output interface(s} 1050 or the communication
nterface(s) 1060, For exarple, the camera 1090 may be communicatively coupled to the

-
H

computing device 1010 via a USB connection or a Bluetooth link.

The illustrations of the embodiments described herein are intended to provide a general
understanding of the structure of the various embodiments. The illustrations are not intended to
serve as a coraplete description of all of the elements and features of apparatus and systems that
utilize the structures or methods described herein. Many other embodiments may be apparent to
those of skill in the art upou reviewing the disclosure. Other embodiments may be utilized and
derived from the disclosure, such that structural and logical substitutions and changes may be
made without departing from the scope of the disclosure. For example, method steps may be
performed in a different order than is shown in the illustrations or one or more method steps may
be omitted. Accordingly, the disclosure and the figures are to be regarded as illustrative rather

than restrictive,

Z I8 .



(¥4

10

WO 2013/154681 PCT/US2013/026733

Moreover, although specific cmbodiments have been tllustrated and desceribed herein, it should
be appreciated that any subsequent arrangement designed to achieve the same or similar results
may be substituted for the specific embodiments shown. This disclosure is fntended to cover any
and all subsequent adaptations or variations of vartous embodiments. Combinations of the above
cembodiments and other embodiments not specifically described herein will be apparent to those

of skill in the art upon reviewing the description.

Iu the foregoing Detailed Description, various features may have been grouped together or
described in a single embodiment for the purpose of streamlining the disclosure. This disclosure
i3 not to be interpreted as reflecting an intention that the claimed embodiments require more
features than are expressly recited tn cach claim. Rather, as the following claims reflect, the
claimed subject matter may be directed to less than all of the features of any of the disclosed

embodiments.
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WHAT IS CLAIMED I5:

1. A method comprising:

receiving, at a processor from a carnera, image data associated with a control pauel;

presenting one or more images at a display, wherein the one or more tmages are
generated based on the image data;

determining a location of a first control of the control panel based on the image data and
based on control sctiings data;

providing an indication of the location of the first control at the display; and

providing an indication of a desired configuration of the first control at the display.

2. The method of claim 1, further comprising receiving input indicating that a

contfiguration of the first control has been modified.

3. The method of claim 2, further comprising:

receiving second image data associated with the control panel; and

determining whether the modified configuration of the first conirol corresponds to the
desired configuration of the first control based on the second image data and

bascd on the control scttings data.

4. The method of claim 3, further comprising;

presenting one or more additional images at the display, wherein the one or more
additional images are generated based on the second image data;

in response to a determuination that the wodified configuration of the first control
corresponds to the desired configuration, determining a second location of a
sccond control based on the sccond image data and based on the control setiings
data;

providing an indication of the second location of the sccond control at the display; and

providing an indication of a desired configuration of the second control at the display,
wherein the desired configuration of the second control 1s determined based on

the control settings data.

5. The method of claim 4, wherein the indication of the second location indicates a

direction from the location of the first control to the second location.
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6. The method of claim 1, further comprising determining calibration data based on a
focation of the camera relative to a calibration feature, wherein the location of the first control is

determined in part based on the calibration data.

7. The method of claim 1, whercin the processor is incorporated into an electronie flight

5 bag device.

8. An apparatus comprising:

4 caniera;

a display,

a processor; and

10 a mernory comprising instructions that, when cxecuted by the processor, cause the

processor 1o
recetve image data associated with a control panel from the camera;
present one or more images at the display, wherein the one or more images are

generated based on the image data;

o
LA

determine a location of a first control of the control panel based ov the image data
and based on control settings data;
provide an indication of the location of the first control at the display; and

provide an indication of a desired configuration of the first control at the display.

9. The apparatus of claim 8, wherein the memory further comprises instructions that,
20 when executed by the processor, cause the processor to determine whether a configuration of the

first control has been modified.

19. The apparatus of claim 9, wherein the memory further comprises instructions that,
when cxecuted by the processor, cause the processor to:
receive second 1mage data associated with the coutrol panel; and
25 determine whether the modified configuration of the first control corresponds to the
desired configuration of the first control based on the second iroage data and

based on the control settings data.
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11. The apparatus of claim 10, wherein the racmory further corapriscs instructions
that, when executed by the processeor, cause the processor to:
present one or ruore additional images at the display, wherein the one or more additional
images are generated based on the second image data;
in response to a determination that the modified configuration of the first control
corresponds to the desired configuration, determine a second location of a second
control based on the second image data and based on the control settings data;
provide an indication of the secoud location of the second control at the display: and
provide an indication of a desired configuration of the second control at the display,

whercin the desired configuration is determined based on the control settings data.

12. The apparatus of claim 11, wherein the sccond location 18 identified relative to the
focation of the first control, a location of a reference control, a location of a reference marking,

or a combination thercof,

13. The apparatus of claim 8, further coraprising at least one sensor, wherein the location
of the first control is further determined based on sensor data received from the at feast one
sensor, wherein the at least one sensor comprises an inertial sensor, a motion sensor, an
orientation sensor, or a combination thereof, and wherein the desired configuration is determined

based on the control settings data.

14. The apparatus of claim 8, wherein the control settings data comprises control data and
directional data associated with an clectronic checklist, wherein the control data identifics a
layout of a plurality of controls of the control panel, and wherein the directional data includes
nformation indicating a direction from a particular control of the plurality of controls to a

second control of the plurality of conirols,

15. The apparatus of claim 8, wherein the indication of the location of the fivst coutrol

comprises one or more symbols overlaying the image data.
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Receive image data associated with a control panel from a camera at a
processor of an electronic device

;

Present the image data at a display

L

Determing a location of a first control of the control panel based on the
image data and based on controf settings data

L

Provide an indication of the location of the first control at the display

'

Provide an indication of a desived configuration of the first control at the
display, wherein the desired configuration is determined based on the
controf settings data

810



WO 2013/154681 PCT/US2013/026733
Frgm 810 ((((((((((((((((((((((((((((((((
coniﬁgjr:‘tion Y22 = Determine &
current
of the Log?rojjbeen YESH configuration of
moame the control

926

™~

indicale that modified
configuration does not

NO

924

< Does modified ©
configuration

correspond to the desired
configuration

N oorrespond to desired,
“ configuration

YES

!

928

Determine a next control to be
configured

k4

930

Determing a location of the nexd
control to be configured

I

932

Indicate the location of the next
control to be configured

934

i

Receive additional image data




interface(s)
1080

WO 2013/154681 PCT/US2013/026733
Input/Cutput
Device(s)
1079
AN
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm ,
Computing Device 1010 E
System Memory E
i
1030 Sensor(s) E
Operating 1092 :
3 2

System 103 7 < 7 E
i
Input/Cutput E
Interface(s) :
Applications Camera 1090 1050 E
1034 E
f
NS E
i
Program Data W> :
1036 E
Processor E
1020 ;
j : |
& E
Storage 4 E
Device(s} :
1040 Communications E
E
i
;
i
i

10/10

Othear
Computer
Systemi{s) 1080




INTERNATIONAL SEARCH REPORT

International application No

PCT/US2013/026733

A. CLASSIFICATION OF SUBJECT MATTER

INV. GO1C23/00 G06Q10/06
ADD.

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

GO1C B64D GO6Q

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

EPO-Internal

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category™

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

31 May 2006 (2006-05-31)
paragraphs [0011], [0018],
[0026]; figures 1,2

A GB 2 420 646 A (BOEING CO [US])
[0023] -

1,8

D Further documents are listed in the continuation of Box C.

See patent family annex.

* Special categories of cited documents :

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L" document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

"O" document referring to an oral disclosure, use, exhibition or other
means

"P" document published prior to the international filing date but later than
the priority date claimed

"T" later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

"X" document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

"Y" document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search

15 May 2013

Date of mailing of the international search report

11/07/2013

Name and mailing address of the ISA/

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk

Tel. (+31-70) 340-2040,

Fax: (+31-70) 340-3016

Authorized officer

Tabellion, Marc

Form PCT/ISA/210 (second sheet) (April 2005)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No

PCT/US2013/026733
Patent document Publication Patent family Publication
cited in search report date member(s) date
GB 2420646 A 31-05-2006 GB 2420646 A 31-05-2006
US 2007150119 Al 28-06-2007

Form PCT/ISA/210 (patent family annex) (April 2005)




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - claims
	Page 33 - claims
	Page 34 - claims
	Page 35 - drawings
	Page 36 - drawings
	Page 37 - drawings
	Page 38 - drawings
	Page 39 - drawings
	Page 40 - drawings
	Page 41 - drawings
	Page 42 - drawings
	Page 43 - drawings
	Page 44 - drawings
	Page 45 - wo-search-report
	Page 46 - wo-search-report

