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METHOD AND APPARATUS FOR ENTROPY 
ENCOOING/DECODING 

CROSS REFERENCE TO RELATED 
APPLICATION 

This application claims priority from Korean Patent Appli 
cation No. 10-2006-0087546 filed on Sep. 11, 2006 in the 
Korean Intellectual Property Office, and U.S. Provisional 
Patent Application No. 60/831,936 filed on Jul. 20, 2006 in 
the United States Patent and Trademark Office, the disclo 
sures of which are incorporated herein by reference in their 
entirety. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
Methods and apparatuses consistent with the present 

invention relate to video compression, and more particularly, 
to increasing encoding efficiency when performing entropy 
encoding on a fine granular scalability layer. 

2. Description of the Related Art 
With the development of information communication tech 

nology including the Internet, video communication as well 
as text and Voice communication has increased. Conventional 
text communication cannot satisfy users various demands, 
and thus, multimedia services that can provide various types 
of information Such as text, pictures, and music have 
increased. However, multimedia data requires a large-capac 
ity storage medium and a wide bandwidth for transmission 
because the amount of multimedia data is usually large. 
Accordingly, a compression coding method is requisite for 
transmitting multimedia data including text, video, and audio. 
A basic principle of data compression is to remove data 

redundancy. Data can be compressed by removing spatial 
redundancy in which the same color or object is repeated in an 
image, temporal redundancy in which there is little change 
between adjacent frames in a moving image or the same 
Sound is repeated in audio, or mental visual redundancy 
which takes into account human eyesight and its limited 
perception of high frequency. In a general video coding 
method, the temporal redundancy is removed by temporal 
filtering based on motion compensation, and the spatial 
redundancy is removed by spatial transform. 

Lossy encoding is performed on the result obtained by 
removing data redundancy according to predetermined quan 
tization steps through a quantization process. Lossless encod 
ing is finally performed on the quantized result through 
entropy encoding. 

Currently, in the scalable video coding (SVC) standard that 
is being conducted by a joint video team (JVT), which is a 
meeting between video experts of the International Organi 
zation for Standardization/International Electro technical 
Commission (ISO/IEC) and the International Telecommuni 
cation Union (ITU), research on a multi-layer based scalable 
Video coding technique based on the conventional H.264 
standard has been actively made. In particular, an FGS tech 
nique is used to improve quality orbit rate of one frame. 

FIG. 1 is a view illustrating the concept of a plurality of 
quality layers 11, 12, 13, and 14 that form one frame or slice 
10 (hereinafter, referred to as "slice'). The quality layers are 
data that is obtained by dividing one slice and being recorded 
So as to Support signal-to-noise ratio (SNR) scalability. An 
FGS layer is a representative example for the quality layer, 
but the invention is not limited thereto. The plurality of qual 
ity layers may include one base layer and one or more FGS 
layers 11, 12, and 13. Video quality measured by a video 
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2 
decoder becomes improved in order of when only the base 
layer 14 is received, when the base layer 14 and the first FGS 
layer 13 are received, when the base layer 14, the first FGS 
layer 13, and the second FGS layer 12 are received, and when 
all of the layers 11, 12, 13, and 14 are received. 

In the SVC draft, the coding is performed using correlation 
between the respective FGSlayers. That is, another FGSlayer 
is coded using coefficients of one FGS layer according to 
separated coding passes (the concept including a significant 
pass and a refinement pass). At this time, when coefficients of 
all of the corresponding lower layers are Zero, coefficients of 
the corresponding current layer are coded by the significant 
pass. When one or more coefficients of the corresponding 
lower layers do not have values of Zero, the coefficients of the 
corresponding current layer are coded by the refinement pass. 
As such, predetermined coefficients of the FGS layers are 
coded by the different passes because probability distribu 
tions of the coefficients are clearly differentiated from each 
other according to the coefficients of the corresponding lower 
layers. 

FIG. 2A is a graph illustrating probability of when a zero 
occurs with respect to corresponding coding passes when 
coding passes of the first FGS layer are selected by using 
coefficients of the discrete layer In FIG. 2A, SIG denotes a 
significant pass, and REF denotes a refinement pass. Refer 
ring to FIG. 2A, a probability distribution, in which a Zero 
occurs in the coefficients of the first FGS layer that are coded 
by the significant pass because the corresponding coefficients 
of the discrete layer are zero, is clearly differentiated from a 
probability distribution, in which a zero occurs in the coeffi 
cients of the first FGS layer that are coded by the refinement 
pass because the corresponding coefficients of the discrete 
layer are not zero. As such, when probability distributions, in 
which a zero occurs, are clearly differentiated from each 
other, the coding efficiency can be improved by performing 
the coding according to the different coding passes, that is, 
according to different context models. 

FIG. 2B is an exemplary graph illustrating probability of 
when a Zero occurs with respect to corresponding coding 
passes when the coding passes of the second FGS layer are 
selected by using the coefficients of the discrete layer and the 
first FGS layer. Referring to FIG. 2B, unlike the FIG. 2A, 
probabilities of when a Zero occurs between the coefficients 
of the second FGS layer, which are coded by the refinement 
pass, and the coefficients of the second FGS layer, which are 
coded by the significant pass, are not differentiated from each 
other, but the probabilities are mixed. That is, the coding 
method according to coding passes, which is disclosed in the 
SVC draft, is considerably efficient for the coding of the first 
FGS layer. However, when the coding is performed on the 
second FGS layer or upper layers, the efficiency may be 
reduced. The reduction inefficiency may becaused by the fact 
that probable correlation between adjacent layers is high but 
probable correlation between layers, which are not adjacent 
but slightly distant from each other, is low. 

SUMMARY OF THE INVENTION 

The present invention provides a method and apparatus for 
entropy encoding/decoding that can improve entropy coding 
efficiency of video data that includes a plurality of quality 
layers. 
The present invention also provides a method and appara 

tus for entropy encoding/decoding that can reduce computa 
tional complexity when performing entropy coding on video 
data that includes a plurality of quality layers. 
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According to an aspect of the present invention, there is 
provided a method of entropy encoding on at least one current 
coefficient of a predetermined quality layer among a plurality 
of quality layers when an image block is divided into the 
plurality of quality layers, the method including determining 
a coding pass with respect to each of the current coefficients, 
selecting a context model with respect to each of the current 
coefficients using at least one lower coefficient corresponding 
to each of the current coefficients when the coding pass is a 
refinement pass, and performing arithmetic encoding on a 
group of coefficients having the same selected context model 
among the current coefficients by using the selected context 
model. 

According to another aspect of the present invention, there 
is provided a method of entropy decoding on at least one 
encoded current coefficient of a predetermined quality layer 
among a plurality of quality layers when an image block is 
divided into the plurality of quality layers, tire method includ 
ing determining a coding pass with respect to each of the 
encoded current coefficients, selecting a context model with 
respect to each of the encoded current coefficients using at 
least one lower coefficient corresponding to each of the 
encoded current coefficients when the coding pass is a refine 
ment pass, and performing arithmetic decoding on a group of 
coefficients having the same selected context model among 
the encoded current coefficients by using the selected context 
model. 

According to another aspect of the present invention, there 
is provided a method of entropy encoding on at least one 
current coefficient of a predetermined quality layer among a 
plurality of quality layers when an image block is divided into 
the plurality of quality layers, the method including determin 
ing a coding pass with respect to each of the current coeffi 
cients, selecting a variable length coding (VLC) with respect 
to the current coefficients according to each of the current 
coefficients using at least one lower coefficient corresponding 
to each of the current coefficients when the coding pass is a 
refinement pass, and performing variable length encoding on 
a group of coefficients having the same selected context 
model among the current coefficients by using the selected 
VLC table. 

According to another aspect of the present invention, there 
is provided a method of entropy decoding on at least one 
encoded current coefficient of a predetermined quality layer 
among a plurality of quality layers when an image block is 
divided into the plurality of quality layers, the method includ 
ing determining a coding pass with respect to each of the 
encoded current coefficient; selecting a VLC table with 
respect to each of the encoded current coefficients using at 
least one lower coefficient corresponding to each of the 
encoded current coefficients when the coding pass is a refine 
ment pass, and performing variable length decoding on a 
group of coefficients having the same selected context model 
among the encoded current coefficients by using the selected 
VLC table. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The above and other aspects of the present invention will 
become more apparent by describing in detail exemplary 
embodiments thereof with reference to the attached drawings 
in which: 

FIG. 1 is a view illustrating the concept of a plurality of 
quality layers that form one frame or slice; 

FIG. 2A is a graph illustrating probability of when a Zero 
occurs with respect to corresponding coding passes when the 
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4 
coding passes of a first FGS layer are selected by using 
coefficients of a discrete layer; 

FIG. 2B is a graph illustrating probability of when a zero 
occurs with respect to corresponding coding passes when the 
coding passes of a second FGS layer are selected by using 
coefficients of a discrete layer and a first FGS layer; 

FIG.3 is a view illustrating a process in which one slice is 
expressed as one base layer and two FGS layers; 

FIG. 4 is a view illustrating an example in which a plurality 
of quality layers are arranged in a bit stream; 

FIG. 5 is a view illustrating coefficients that spatially cor 
respond to each other in a plurality of quality layers; 

FIG. 6A is a view illustrating an FGS coding scheme in the 
SVC draft according to the related art; 

FIG. 6B is a view illustrating an FGS coding scheme 
according to a first exemplary embodiment of the invention; 

FIG. 7A is a graph illustrating probability of when a zero 
occurs according to coding passes that coefficients of a sec 
ond FGS layer have when a QCIF Football sequence is 
encoded using JSVM-5: 

FIG. 7B is a graph illustrating probability of when a zero 
occurs according to coding passes that coefficients of a sec 
ond FGS layer have when a QCIF Football sequence is 
encoded according to an exemplary embodiment of the inven 
tion; 

FIG. 8 is a view illustrating an example in which corre 
sponding coefficients are collected according to a refinement 
pass and a significant pass and entropy coding is performed 
on the collected coefficients; 

FIG.9 is a view illustrating an FGS coding scheme accord 
ing to a second exemplary embodiment of the invention; 

FIG. 10 is a view illustrating an FGS coding scheme 
according to a third exemplary embodiment of the invention; 

FIG.11 is a block diagram illustrating a structure of a video 
encoder according to an exemplary embodiment of the inven 
tion; 

FIG. 12 is a block diagram illustrating a detailed structure 
of an entropy encoding device included in the video encoder 
of FIG. 11; 

FIG.13 is a block diagram illustrating a structure of a video 
decoder according to an exemplary embodiment of the inven 
tion; and 

FIG. 14 is a block diagram illustrating a detailed structure 
of an entropy decoding device included in the video decoder 
of FIG. 13. 

DETAILED DESCRIPTION OF THE 
EXEMPLARY EMBODIMENTS 

Advantages and features of the present invention and meth 
ods of accomplishing the same may be understood more 
readily by reference to the following detailed description of 
exemplary embodiments and the accompanying drawings. 
The present invention may, however, be embodied in many 
different forms and should not be construed as being limited 
to the exemplary embodiments set forth herein. Rather, these 
exemplary embodiments are provided so that this disclosure 
will be thorough and complete and will fully convey the 
concept of the invention to those skilled in the art, and the 
present invention will only be defined by the appended 
claims. Like reference numerals refer to like elements 
throughout the specification. 
The present invention will now be described more fully 

with reference to the accompanying drawings, in which 
exemplary embodiments of the invention are shown. 

FIG.3 is a view illustrating a process in which one slice is 
expressed as one base layer and two FGS layers. In the begin 
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ning, an original slice 21 is quantized by a first quantization 
parameter QP (S1). The quantized slice 22 forms a base 
layer. The quantized slice 22 is inversely quantized (S2) and 
supplied to a subtracter 24. The subtracter 24 subtracts the 
slice 23 supplied from the original slice (S3). The subtracted 
result is quantized by a second quantization parameter QP 
(S4). The quantized result 25 forms a first FGS layer. 
The quantized result 25 is inversely quantized (S5) and the 

inversely quantized result 26 is added to the inversely quan 
tized slice 23 by an adder 27 (S6) and then supplied to a 
subtracter 28. The subtracter 28 subtracts the added result 
from the original slice (S7). The subtracted result is quantized 
by a third quantization parameter QP (S8). The quantized 
result 29 forms a second FGS layer. Through this process, a 
plurality of quality layers shown in FIG. 1 may be formed. 
Here, except for the discrete layer, each of the first FGS layer 
and the second FGSlayer has a structure (see FIG. 4) in which 
arbitrary bits can be removed from each layer. To this end, a 
bit plane coding scheme used in the conventional MPBG-4, a 
cyclic FGS coding scheme used in the SVC draft, or the like 
may be applied to each of the FGS layers. 
As described above, in the current SVC draft, coding 

passes of coefficients in a predetermined FGSlayer are deter 
mined by using corresponding coefficients of all layers that 
are located below the predetermined FGS layer. Here, the 
“corresponding coefficients’ indicate coefficients that have 
the same spatial position between, the plurality of quality 
layers. For example, as shown in FIG. 5, when each of the 
discrete layers, the first FGS layer, and the second FGS layer 
is expressed as a 4x4 block, lower coefficients (i.e., coeffi 
cients of lower layers) that correspond to a coefficient 53 of 
the second FGSlayer area coefficient 52 of the first FGSlayer 
and a coefficient 51 of the discrete layer. In particular, the 
coefficient 52 may be referred to as an “adjacent lower coef 
ficient” that corresponds to the coefficient 53. 

FIGS. 6A and 6B are views comparing an FGS coding 
scheme 61 in the SVC draft in the related art and an FGS 
coding scheme 62 according to a first exemplary embodiment 
of the invention. In FIGS. 6A and 6B, "1/-1 indicates 1 or 
-1. 

In FIG. 6A, a coding pass of each of the coefficients of the 
second FGS layer is determined as a refinement pass when 
there is at least one coefficient, whose value is not zero (1 or 
-1), among coefficients of the lower layers corresponding to 
each of the coefficients in the second FGS layer, and other 
wise, as a significant pass. For example, in the case of each of 
the coefficients c, c., and c, among the coefficients of the 
second FGS layer, there is at least one coefficient, whose 
value is not Zero, in the lower layers. Therefore, a coding pass 
of each of the coefficients c, c., and c, is determined as 
the refinement pass. In the case of the coefficient c, coef 
ficients of the lower layers are all 0. Therefore, a coding pass 
thereof is determined as the significant pass. At this time, the 
same context model is applied in the same pass (when Con 
text-adaptive Binary Arithmetic Coding (CABAC) is 
applied). 

Therefore, the coefficients c, c, and c, that belong to 
the same refinement pass have the same context model CtX. 
As compared with FIG. 6A, in FIG. 6B, the coding pass of 

each of the coefficients of the second FGSlayer is determined 
only by using a coefficient (an adjacent lower coefficient) of 
a layer (an adjacent lower layer) just below the second FGS 
layer. Therefore, when the coefficient of the layer just below 
the second FGS layer, that is, a coefficient corresponding to 
each of the coefficients of the first FGS layer is Zero, the 
coding pass is determined as a significant pass, and otherwise, 
as a refinement pass. The determination is made regardless of 
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6 
which values the coefficients of the discrete layer have. 
Therefore, among the coefficients of the second FGS layer, 
the coefficients c, and c, are coded by the refinement pass, 
and the coefficients c, and c, are coded by the significant 
pass. At this time, the same context model is applied, in the 
same pass. Therefore, the coefficients c, and c, that belong 
to the refinement pass have the context model CtX, and the 
coefficients c2 and c,s that belong to the significant pass 
have the context model Ctx. 

FIG. 7A is an exemplary graph illustrating probability of 
when a Zero occurs according to coding passes that coeffi 
cients of the second FGS layer have when a QCIF Football 
sequence is encoded using the Joint Scalable Video Model 
(JSVM)-5 according to the related art. According to the SVC 
draft in the related art, probability distributions are not clearly 
differentiated according to the coding passes in the second 
FGSlayer or upper layers, which may affect the efficiency of 
entropy coding. 

FIG. 7B is an exemplary graph illustrating probability of 
when a Zero occurs according to coding passes of the second 
FGS layer when a QCIF Football sequence is encoded 
according to an exemplary embodiment of the invention. In 
FIG. 7B, in the case of the refinement pass, the probability of 
when a Zero occurs is approximately 100%, and in the case of 
the significant pass, the probability of whena Zero occurs is in 
a range of 60 to 80%. As such, when the coding passes are 
determined by only using the coefficients of the adjacent 
lower layer, the probability distributions may be clearly dif 
ferentiated according to the coding passes in the second FGS 
layer or upper layers. 

In the SVC draft according to the related art, after the 
refinement pass and the significant pass are determined as 
shown in FIG. 6A, the coefficients corresponding to each 
coding pass are collected and the entropy coding is performed 
on the collected coefficients, as shown in FIG.8. The order of 
scanning the sixteen coefficients c to cle included in the 4x4 
block of the FGSlayer is determined. When it is assumed that 
the coefficients ca, ca, cs, cs, and c among the coefficients 
will be coded by the refinement pass, two loops are required 
when the entropy coding is performed on all of the sixteen 
coefficients. In the first loop, the sixteen coefficients are 
searched and the entropy coding is only performed on the 
coefficients corresponding to the refinement pass. In the sec 
ond loop, the sixteen coefficients are searched again and the 
entropy coding is only performed on the coefficients corre 
sponding to the significant pass. As such, the two loops are 
required when the entropy coding is performed, which may 
reduce operational speed in a video encoder or decoder. 

Therefore, in the exemplary embodiment of the invention, 
in order to reduce the amount of operation of entropy coding 
according to the coding passes, the coefficients are not 
divided into groups on the basis of the coding passes as in the 
SVC draft according to the related art, but it is proposed that 
the entropy encoding be performed through one loop in Scan 
order. That is, the entropy coding is performed on the corre 
sponding coefficients in Scan order regardless of whether the 
predetermined coefficient belongs to the refinement pass or 
the significant pass. 

In order that the scheme of only using the adjacent lower 
coefficients as shown in FIG. 6B is applied to the conven 
tional JSVM-5, a small amount of change in the syntax needs 
to be made. A function “base luma level (mb Addr, i8x8, 
i4x4, scanldx) is in the JSVM-5, and the function accumu 
lates all values of coefficients of all of the lower layers that 
correspond to each of the current coefficients (i.e., predeter 
mined coefficient of the current layer). Here, the parameters 
mbAddr, i8x8, 4x4, and scanldx correspond to indexes for 
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recognizing one coefficient included in the FGS layer. The 
parameters indicate an address of a macroblock, an index of a 
8x8 block, an index of a 4x4 block, and a scan order index. 

In the JSVM-5, when a value of the function is zero, it is 
determined that the current coefficient is coded by the signifi 
cant pass, and when the value is not Zero, it is determined that 
the current coefficient is coded by the refinement pass. In the 
JSVM-5, definition of the function is depicted in the 
pseudocode of Table 1. 

TABLE 1. 

base luma level (mb Addr, i8x8, i4x4, Scanlox) is specified as follows. 
A variable i is set equal to 0. 
A variable result is set equal to 0. 

8 
cent lower coefficient corresponding to the current coefficient 
and thus, has a similar context characteristic to the adjacent 
lower coefficient, the context model of the current coefficient 
is determined based on the value of the adjacent lower coef 
ficient. For example, a context model Ctx is applied to a 
coefficient c, on the basis of an adjacent lower coefficient 1 a 
context model CtX is applied to a coefficient c, on the basis 
of an adjacent lower coefficient -1, and a context model Ctx 

The return value of base luma level (mb Addr, i8x8, 4x4, scanIdx) is derived as 
follows. 
a. The derivation process for base quality slices in Subclause F.6.1 is invoked with 

mb Addr and baseGuality Level equal to i as input and the output is assigned to 
basequalitySlice i. 

b. When the transform coefficient level LumaLevel 4 * i8x8 + i4x4 scanIdx of 
the macroblock mbAddr is not equal to 0, the following applies 

The variable result is set equal to LumaLevel 4 * i8x8 + i4x4 scanIdx). 
The derivation process is continued with step d. 

c. When the variable i is less than (quality level-1), the following applies. 
The variable i is incremented by 1: i = i + 1. 
The derivation process is continued with step a. 

d. The return value of base luma level (mb Addr, i8x8, i4x4, Scanlox) is set equal 
to the value of the variable result. 

According to the first exemplary embodiment of the inven 
tion as shown in FIG. 6B, Table 1 needs to be revised as the 
following Table 2. 

TABLE 2 

base luma level (mb Addr, i8x8, i4x4, Scanlox) is specified as follows. 
The return value of base luma level (mb Addr, i8x8, i4x4, scanIdx) 
is derived as follows. 

a. The derivation process for base quality slices in Subclause F.6.1 
is invoked with mbAddr and baseGuality Level equal to i as input and 
the output is assigned to baseGuality Slice quality level - 1. 
b. The return value of base luma level (mbaddr, i8x8, i4x4, 
scanIdx) is set equal to LumaLevel 4 * i8x8 + i4x4 scanIdx). 

In Table 2, the function base luma level( ) is newly 
defined to be equal to a value of the adjacent lower coefficient 
corresponding to the coefficient of the current FGSlayer, that 
is, “LumaLevel4*i 8x8+i4x4 scan Idx'. Here, the param 
eter “4” i8x8+i4x4 is a formula that is assigned such that 
indexes of the coefficients do not overlap. As such, in the first 
exemplary embodiment of the invention, by using the newly 
defined function base luma level( ), it is determined that 
when the value of this function is Zero, the coding is per 
formed using the significant pass, and otherwise, the refine 
ment pass. 
The method of determining the coding passes with respect 

to luminance components has been described with reference 
to Table 2. However, the same method may be applied with 
respect to chrominance components. 

FIG. 9 is a view illustrating an FGS coding scheme 63 
according to a second exemplary embodiment of the inven 
tion. In the second exemplary embodiment, coding passes are 
determined in the same method as the JSVM according to the 
related art. That is, only when all of the coefficients of the 
lower layers corresponding to each of the current coefficients 
are Zero, the coding pass of each of the coefficients is deter 
mined as the significant pass, and otherwise, as the refinement 
pass. 

However, as described above, taking into account the fact 
that the current coefficient has high correlation with the adja 
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is applied to a coefficient c, on the basis of an adjacent 
lower coefficient 0. Herein, “O/1/-1 indicates 0, 1, or -1. 

That is, when determining the coding passes, all of the 
lower coefficients in all of the lower layers corresponding to 
the current FGS layer are used. However, when determining 
the context model of each of the current coefficients included 
in each refinement pass, the adjacent lower coefficient is only 
used. In FIG. 6A, one context model is applied to all of the 
current coefficients included in the refinement pass. However, 
in the second exemplary embodiment shown, in FIG.9, three 
context models are applied to the current coefficients 
included in the refinement pass according to the adjacent 
lower coefficients corresponding to the current coefficients. 
In the refinement pass, since the coefficients 1, -1, and 0 may 
have different context characteristics from each other, when 
the fractionized context models are applied, the efficiency of 
FGS coding may be increased. 

FIG. 10 is a view illustrating an FGS coding scheme 64 
according to a third exemplary embodiment of the invention. 
The third exemplary embodiment is different from the first 
exemplary embodiment in that different context models are 
applied to the current coefficients, each of which has a refine 
ment pass, according to adjacent lower coefficients respec 
tively corresponding to the current coefficients. 

That is, the third exemplary embodiment is the same as the 
first exemplary embodiment in that coding passes are deter 
mined according to whether the adjacent lower coefficients 
are Zero or not. However, the third exemplary embodiment is 
different from the first exemplary embodiment in that two 
context models CtX and CtX are applied to the current coef 
ficients having the refinement pass according to whether the 
adjacent lower coefficients corresponding to the current coef 
ficients having the refinement pass are 1 or -1. The current 
coefficients of when the adjacent lower coefficients are 1, and 
the current coefficients of when the adjacent lower coeffi 
cients are -1 may have different context characteristics. As 
such, the efficiency of FGS coding can be increased by apply 
ing the different context models. 
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In the above-described second and third exemplary 
embodiments, the description is made of the case where the 
plurality of context models are applied on the assumption that 
the refinement pass is coded using CABAC. However, when 
the refinement pass is coded using Context-adaptive Variable 
Length Coding (CAVLC), a plurality of VLC tables may be 
applied instead of using the plurality of context models. 
As described above, in the exemplary embodiments of the 

invention, the description is made of the example in which 
one block includes one discrete layer and two FGSlayers, and 
the second FGS layer is the current layer (i.e., a layer to be 
coded). However, the number of FGS layers may be 
increased, and a third FGS layer or upper layers may be the 
current layer. 

FIG.11 is a block diagram illustrating a structure of a video 
encoder 100 according to an exemplary embodiment of the 
invention. The video encoder 100 may include a frame encod 
ing device 110 and an entropy encoding device 120. 
The frame encoding device 110 generates from a video 

frame that is input, at least one quality layer related to the 
video frame. 
To this end, the frame encoding device 110 may include a 

prediction unit 111, a transform unit 112, a quantization unit 
113, and a quality layer generating unit 114. 
The prediction unit 111 obtains a residual signal by sub 

tracting an image, which is predicted according to a prede 
termined prediction method, from a current macroblock. The 
prediction method may include prediction schemes disclosed 
in the SVC draft, that is, inter prediction, directional intra, 
prediction, intra base prediction, and the like. The inter pre 
diction may include a motion estimation process of obtaining 
a motion vector for expressing the relative motion between 
the current frame and a frame having the same resolution as 
and/or different temporal position from the current frame. 
The current frame may be predicted using a frame of a lower 
layer (a base layer) that exists in the same temporal position as 
the current frame and has different resolution from the current 
frame. This is called the intra base prediction. The intra base 
prediction does not include the motion estimation process. 
The transform unit 112 transforms the obtained residual 

signal by using a spatial transform method, Such as discrete 
cosine transform (DCT), wavelet transform, or the like so as 
to generate a transform coefficient. As a result of the spatial 
transform, the transform coefficient is obtained. When the 
DCT is used as the spatial transform method, a DCT coeffi 
cient is obtained, and when the wavelet transform is used, a 
wavelet coefficient is obtained. 

The quantization unit 113 quantizes the transform coeffi 
cient obtained by the spatial transform unit 112 so as to 
generate a quantization coefficient. The quantization means a 
process in which the transform coefficient expressed as an 
arbitrary real number is divided into predetermined intervals 
So as to be expressed as discrete values. The quantization 
process includes Scalar quantization, vector quantization, and 
the like. 

The quality layer generating unit 114 generates a plurality 
of quality layers by the process described in FIG. 3. The 
plurality of quality layers may include one discrete layer and 
at least one FGS layer. Independent encoding/decoding is 
performed on the discrete layer, but encoding/decoding is 
performed on the FGS layer according to another layer. 
The entropy encoding device 120 performs an independent 

lossless encoding process according to the exemplary 
embodiment of the invention. A detailed structure of the 
entropy encoding device 120 is shown in FIG. 12. Referring 
to FIG. 12, the entropy encoding device 120 may include a 
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10 
coding pass selecting unit 121, a refinement pass coding unit 
122, a significant pass coding unit 123, and a multiplexer 
(MUX) 124. 
The coding pass selecting unit 121 determines a coding 

pass of each of the coefficients included in the current block 
(4x4 block, 8x8 block, or 16x16 block) mat belongs to the 
quality layer. Further, the coding pass selecting unit 121 may 
determine context models or VLC tables that may be used for 
the refinement pass coding. 
The method of determining the coding passes and the 

method of determining the context models will be performed 
according to the first, second, and third exemplary embodi 
ments of the invention. 

According to the first exemplary embodiment of the inven 
tion, the coding pass selecting unit 121 determines the coding 
pass (refinement pass or significant pass) of each of the cur 
rent coefficients, only using an adjacent lower coefficient 
corresponding to each of the current coefficients. That is, the 
coding pass of each of the current coefficients is determined 
as the significant pass when the corresponding coefficient is 
Zero, and otherwise, as the refinement pass. At this time, one 
context model (or one VLC table) is applied to all of the 
current coefficients whose coding passes are determined as 
the refinement passes. 

According to the second exemplary embodiment, the cod 
ing pass selecting unit 121 selects the coding pass by using 
coefficients of all lower layers corresponding to each of the 
current coefficients of the current layer. When at least one 
coefficient being used has a value except for Zero, the coding 
pass of each of the current coefficients is determined as the 
refinement pass, and otherwise, as the significant pass. At this 
time, different context models (or VLC tables) are applied to 
the current coefficients whose coding passes are determined 
as the refinement passes, according to the value (1,0, or -1) 
of the adjacent lower coefficient corresponding to each of the 
current coefficients. 

According to the third exemplary embodiment, like the 
first exemplary embodiment, the coding pass selecting unit 
121 only refers to the adjacent lower coefficient correspond 
ing to each of tire current coefficients and determines the 
coding pass whether the adjacent lower coefficient has a value 
except for Zero. Here, different context models (or VLC 
tables) are applied to the current coefficients whose coding 
passes are determined as the refinement passes, according to 
the value (1 or -1) of the adjacent coefficient value being 
used. 
A pass coding unit 125 performs a lossless encoding (en 

tropy encoding) process on the coefficients of the current 
block according to the selected coding passes. To this end, the 
pass coding unit 125 includes the refinement pass coding unit 
122 that performs a lossless encoding process on the current 
coefficients whose coding passes are determined as the 
refinement passes by the coding pass selecting unit 121, by 
using a refinement pass coding scheme, and the significant 
pass coding unit 123 that performs a lossless encoding pro 
cess on the current coefficients whose coding passes are 
determined as the significant passes by the coding pass select 
ing unit 121, by using a significant pass coding scheme. 
A detailed method of entropy coding according to the 

actual refinement pass or significant pass may be performed 
using the same method used in the conventional SVC draft. 

In particular, the JVT-P056, which is a proposal document 
for the SVC, proposes the following coding scheme for the 
significant pass. A characteristic of a codeword, which is an 
encoded result, is determined by a cut-off parameter “m'. A 
symbol “C” to be coded is equal to or smaller than the param 
eterm, the symbol C is encoded using a code Exp Golomb. 
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When the symbol C is larger than the parameterm, the symbol 
C is divided into two parts, that is, length and Suffix according 
to Equation 1, and then encoded. 

Equation 1 

The Pindicates the encoded codeword, which includes the 
length and the suffix (which has a value of 00, 10, or 10). 

Meanwhile, the refinement pass coding scheme may 
include CABAC or CAVLC. The refinement pass coding unit 
122 collects the current coefficients that have the same con 
text model determined by the coding pass selecting unit 121, 
and performs binary arithmetic encoding on the collected 
coefficients by using the context model (CABAC). Alterna 
tively, the refinement pass coding unit 122 collects the current 
coefficients that have the same VLC table determined by the 
coding pass selecting unit 121, and performs variable length 
encoding on the collected current coefficients by using the 
VLC table (CAVLC). 
The CABAC is a process in which a probability model is 

selected with respect to predetermined coefficients to be 
coded and arithmetic coding is performed on the coefficients. 
In general, the CABAC process includes binarization, context 
model selection, arithmetic coding, and probability updating. 
The CAVLC is a scheme in which coefficients having 

predetermined lengths that will be coded are converted into 
codewords having different, lengths by using the VLC table. 
The MUX 124 multiplexes an output of the refinement pass 

coding unit 122 an and output of the significant pass coding 
unit 123 so as to output one bit stream. 

FIG. 13 is a block diagram illustrating a structure of a video 
decoder 200 according to an exemplary embodiment of the 
invention. The video decoder 200 includes an entropy decod 
ing device 220 and a frame decoding device 210. 
The entropy decoding device 220 performs entropy decod 

ing on the coefficients of the current block that belong to at 
least one quality layer included in the input bit stream accord 
ing to the exemplary embodiment of the invention. A detailed 
structure of the entropy decoding device 220 will be 
described below with reference to FIG. 14. 
The frame decoding device 210 restores an image of the 

current block from the coefficients of die current block that 
are losslessly decoded by the entropy decoding device 220. 
To this end, the frame decoding device 210 includes a quality 
layer assembling unit 211, an inverse quantization unit 212, 
an inverse transform unit 213, and an inverse prediction unit 
214. 
The quality layer assembling unit 211 adds a plurality of 

quality layers as shown in FIG. 1 so as to generate one slice 
data or frame data. 
The inverse quantization unit 212 inversely quantizes the 

data Supplied from the quality layer assembling unit 211. 
The inverse transform unit 213 inversely transforms the 

inversely quantized result. The inverse transform is per 
formed inversely to the transform process performed in the 
transform unit 112 of FIG. 11. 

The inverse prediction unit 214 adds the restored residual 
signal Supplied from the inverse transform unit 213 and a 
prediction signal so as to restore the video frame. At this time, 
the prediction signal may be obtained using inter prediction 
or intra base prediction like the video encoder stage. 

FIG. 14 is a block diagram illustrating a detailed structure 
of the entropy decoding device 220. The entropy decoding 
device 220 may include a coding pass selecting unit 221, a 
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refinement pass decoding unit 222, a significant pass decod 
ing unit 223, and a MUX 224. 
The coding pass selecting unit 221 determines a coding 

pass of each of the encoded coefficients (encoded current 
coefficients) included in the current block (4x4 block, 8x8 
block, or 16x16 block) that belongs to the quality layer. 
Further, the coding pass selecting unit 221 may determine 
context models or VLC tables to be applied to the refinement 
pass coding. The method of determining the coding passes 
and the method of determining the context models are per 
formed according to the first, second, and third exemplary 
embodiments of the invention as described above. 
A pass decoding unit 225 losslessly decodes the current 

coefficients according to the selected coding passes. To this 
end, the pass decoding unit 225 includes the refinement pass 
decoding unit 222 that losslessly decodes the current coeffi 
cients whose coding passes are determined as the refinement 
passes by the coding pass selecting unit 221, by using a 
refinement pass decoding scheme, and the significant pass 
decoding unit 223 that losslessly decodes the current coeffi 
cients whose coding passes are determined as the significant 
passes by the coding pass selecting unit 221, according to a 
significant pass decoding scheme. 
The refinement pass decoding unit 222 collects the current 

coefficients having the same context model determined by the 
coding pass selecting unit 221, and performs binary arith 
metic decoding on the collected coefficients by using the 
context model (CABAC). Alternatively, the refinement pass 
decoding unit 222 collects the current coefficients having the 
same VLC table determined by the coding pass selecting unit 
221, and performs variable length decoding on the collected 
coefficients by using the VLC table. 
The MUX 224 multiplexes an output of the refinement pass 

decoding unit 222 and an output of the significant pass decod 
ing unit 223 so as to generate data (slice or frame) with respect 
to one quality layer. 
The respective components shown in FIGS. 11 to 14 may 

be implemented by Software, such as tasks, classes, Sub 
routines, processes, objects, executing threads, programs, and 
the like, which can be executed in a predetermined region of 
a memory, or hardware, Such as a Field Programmable Gate 
Array (FPGA) or an Application Specific Integrated Circuit 
(ASIC), or a combination of the hardware and the software. 
The respective components may be contained in Storage 
media readable by a computer or portions thereof may be 
distributed in a plurality of computers. 

Although the present invention has been described in con 
nection with the exemplary embodiments thereof, it will be 
apparent to those skilled in the art that various modifications 
and changes may be made thereto without departing from the 
scope and spirit of the invention. Therefore, it should be 
understood that the above exemplary embodiments are not 
limitative, but illustrative in all aspects. 

According to the exemplary embodiments of the invention, 
it is possible to improve entropy coding efficiency of video 
data that includes a plurality of quality layers. 

Further, according to the exemplary embodiments of the 
invention, it is possible to reduce computational complexity 
when performing entropy encoding on video data that 
includes a plurality of quality layers. 
What is claimed is: 
1. A method of entropy encoding a plurality of current 

coefficients of a quality layer among a plurality of quality 
layers of an image block divided into the plurality of quality 
layers, the method comprising: 

determining a coding pass with respect to each of the 
current coefficients; 
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a context model among a plurality of context models with 
respect to each of the current coefficients using an adja 
cent lower coefficient of an adjacent lower layer corre 
sponding to a respective one of the current coefficients, 
wherein the context model is determined independently 
of coefficients of lower layers other than the adjacent 
lower layer; and 

encoding a group of coefficients having a same selected 
context model among the current coefficients using the 
Selected context model, 

wherein the plurality of quality layers are layered in Suc 
cession on top of one another, and the plurality of quality 
layers comprise a plurality of lower layers which are 
lower than the quality layer, and 

the adjacent lower layer is one of the plurality of layers and 
is adjacently below the quality layer. 

2. The method of claim 1, wherein the plurality of quality 
layers comprise one discrete layer and a plurality of fine 
granular scalability layers. 

3. The method of claim 1, wherein the coding pass is 
determined according to whether all lower coefficients cor 
responding to each of the current coefficients are Zero. 

4. The method of claim 1, wherein the coding pass is 
determined according to whether the adjacent lower coeffi 
cient of the adjacent lower layer corresponding to each of the 
current coefficients is Zero, wherein the coding pass is deter 
mined independently of coefficients of lower layers other 
than the adjacent lower layer. 

5. The method of claim 1, wherein the at least one lower 
coefficient is an adjacent lower coefficient corresponding to 
each of the current coefficients. 

6. The method of claim 5, wherein a value of the adjacent 
lower coefficient is 1, 0 or -1, and three candidate models 
exist for the context model. 

7. The method of claim 5, wherein a value of the adjacent 
lower coefficient is 1 or -1, and two candidate models exist 
for the context model. 

8. A method of entropy decoding a plurality of encoded 
current coefficients of a quality layer among a plurality of 
quality layers of an image block divided into the plurality of 
quality layers, the method comprising: 

determining a coding pass with respect to each of the 
encoded current coefficients; 

Selecting a context model among a plurality of context 
models with respect to each of the encoded current coef 
ficients using an adjacent lower coefficient of an adja 
cent lower layer corresponding to a respective one of the 
encoded current coefficients if the coding pass is a 
refinement pass, wherein the context model is deter 
mined independently of coefficients of lower layers 
other than the adjacent lower layer, and 

decoding a group of coefficients having a same selected 
context model among the encoded current coefficients 
using the same selected context model, 

wherein the plurality of quality layers are layered in Suc 
cession on top of one another, and the plurality of quality 
layers comprise a plurality of lower layers which are 
lower than the quality layer, and 

the adjacent lower layer is one of the plurality of layers and 
is adjacently below the quality layer. 

9. The method of claim 8, wherein the plurality of quality 
layers comprise one discrete layer and a plurality of FGS 
layers. 

10. The method of claim 8, wherein the coding pass is 
determined according to whether all lower coefficients cor 
responding to each of the encoded current coefficients are 
ZO. 
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11. The method of claim 8, wherein the coding pass is 

determined according to whether the adjacent lower coeffi 
cient of the adjacent lower layer corresponding to each of the 
encoded current coefficients is Zero, wherein the coding pass 
is determined independently of coefficients of lower layers 
other than the adjacent lower layer. 

12. The method of claim 8, wherein the at least one lower 
coefficient is an adjacent lower coefficient corresponding to 
each of the encoded current coefficients. 

13. The method of claim 12, whereina value of the adjacent 
lower coefficient is 1, 0 or -1, and three candidate models 
exist for the context model. 

14. The method of claim 12, whereina value of the adjacent 
lower coefficient is 1 or -1, and two candidate models exist 
for the context model. 

15. A method of entropy encoding a plurality of current 
coefficients of a quality layer among a plurality of quality 
layers of an image block divided into the plurality of quality 
layers, the method comprising: 

determining a coding pass with respect to each of the 
current coefficients; 

selecting a variable length coding (VLC) table among a 
plurality VLC tables with respect to the current coeffi 
cients using an adjacent lower coefficient of an adjacent 
lower layer corresponding to a respective one of the 
current coefficients, wherein the VLC table is deter 
mined independently of coefficients of lower layers 
other than the adjacent lower layer, and 

performing a variable length encoding process on a group 
of coefficients having a same selected context model 
among the current coefficients using the selected VLC 
table, 

wherein the plurality of quality layers are layered in Suc 
cession on top of one another, and the plurality of quality 
layers comprise a plurality of lower layers which are 
lower than the quality layer, and 

the adjacent lower layer is one of the plurality of layers and 
is adjacently below the quality layer. 

16. The method of claim 15, wherein the coding pass is 
determined according to whether all lower coefficients cor 
responding to each of the current coefficients are Zero. 

17. The method of claim 15, wherein the coding pass is 
determined according to whether the adjacent lower coeffi 
cient of the adjacent lower layer corresponding to each of the 
current coefficients is Zero, wherein the coding pass is deter 
mined independently of coefficients of lower layers other 
than the adjacent lower layer. 

18. The method of claim 15, wherein the at least one lower 
coefficient is an adjacent lower coefficient corresponding to 
each of the current coefficients. 

19. A method of entropy decoding a plurality of encoded 
current coefficients of a quality layer among a plurality of 
quality layers of an image block divided into the plurality of 
quality layers, the method comprising: 

determining a coding pass with respect to each of the 
encoded current coefficient; 

selecting a variable length coding (VLC) table among a 
plurality of VLC tables with respect to each of the 
encoded current coefficients using an adjacent lower 
coefficient of an adjacent lower layer corresponding to a 
respective one of the encoded current coefficients, 
wherein the VLC table is determined independently of 
coefficients of lower layers other than the adjacent lower 
layer; and 
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performing variable length decoding on a group of coeffi 
cients having the same selected context model among 
the encoded current coefficients by using the selected 
VLC table, 

wherein the plurality of quality layers are layered in Suc 
cession on top of one another, and the plurality of quality 
layers comprise a plurality of lower layers which are 
lower than the quality layer, and 

the adjacent lower layer is one of the plurality of layers and 
is adjacently below the quality layer. 

20. The method of claim 19, wherein the coding pass is 
determined according to whether all lower coefficients cor 
responding to each of the encoded current coefficients are 
ZO. 

21. The method of claim 19, wherein the coding pass is 
determined according to whether the adjacent lower coeffi 
cient of the adjacent lower layer corresponding to each of the 
encoded current coefficients is Zero, wherein the coding pass 
is determined independently of coefficients of lower layers 
other than the adjacent lower layer. 

22. The method of claim 19, wherein the at least one lower 
coefficient is an adjacent lower coefficient corresponding to 
each of the encoded current coefficients. 

23. An apparatus for entropy encoding a plurality of current 
coefficients of a quality layer among a plurality of quality 
layers of an image block divided into the plurality of quality 
layers, the apparatus comprising: 

a hardware processor, 
a unit which determines a coding pass with respect to each 

of the current coefficients; 
a unit which selects a context model among a plurality of 

context models with respect to each of the current coef 
ficients using an adjacent lower coefficient of an adja 
cent lower layer corresponding to a respective one of the 
current coefficients, wherein the context model is deter 
mined independently of coefficients of lower layers 
other than the adjacent lower layer, and 
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a unit which performs arithmetic encoding on a group of 

coefficients having a same selected context model 
among the current coefficients using the selected context 
model, 

wherein the plurality of quality layers are layered in Suc 
cession on top of one another, and the plurality of quality 
layers comprise a plurality of lower layers which are 
lower than the quality layer, and 

the adjacent lower layer is one of the plurality of layers and 
is adjacently below the quality layer. 

24. An apparatus for entropy decoding a plurality of 
encoded current coefficients of in a layer among a plurality of 
quality layers of an image block divided into the plurality of 
quality layers, the apparatus comprising: 

a hardware processor; 
a unit which determines a coding pass with respect to each 

of the encoded current coefficients; 
a unit which selects a context model among a plurality of 

context models with respect to each of the encoded 
current coefficients using an adjacent lower coefficient 
of an adjacent lower layer corresponding to a respective 
one of the encoded current coefficients, wherein the 
context model is determined independently of coeffi 
cients of lower layers other than the adjacent lower 
layer; and 

a unit which performs arithmetic decoding on a group of 
coefficients having a same selected context model 
among the encoded current coefficients by using the 
Selected context model, 

wherein the plurality of quality layers are layered in Suc 
cession on top of one another, and the plurality of quality 
layers comprise a plurality of lower layers which are 
lower than the quality layer, and 

the adjacent lower layer is one of the plurality of layers and 
is adjacently below the quality layer. 

k k k k k 


