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Beschreibung

[0001] Diese Erfindung betrifft die Leitweglenkung 
für Telekommunikationssignale. Insbesondere betrifft 
sie ein Verfahren für die Leitweglenkung solcher Sig-
nale an sowohl feste als auch mobile Telekommuni-
kationsmedien, sodass ähnliche Dienste von Benut-
zern an beiden Medien auf gleiche Weise verwendet 
werden können, und ermöglichen Systembetreibern, 
die Kosten durch mehr Gemeinsamkeit der Vermitt-
lung und anderer netzwerkbasierter Funktionen zu 
verringern. Die vorliegende Erfindung betrifft die Leit-
weglenkung von paketbasierter Kommunikation, wie 
etwa die, die im „Internet" verwendet wird, das das 
sogenannte „Internet-Protokoll" (IP) verwendet.

[0002] Derzeitige mobile Mediensysteme sind der-
art eingerichtet, dass ein mobiler Benutzer und zuge-
ordnete Systeme an der Schnittstelle zu dem Netz-
werk zusammenarbeiten (typischerweise die Funk-
basisstation), um zu ermöglichen, dass ein mobiler 
Knoten von der Kommunikation mit einer Basisstati-
on zur Kommunikation mit einer anderen übergeht, 
und dem Netzwerk zu ermöglichen, intelligente Stel-
len des neuen Standorts zu aktualisieren. In zellulä-
ren Netzwerken sind diese intelligenten Stellen das 
Heimat- und das Besucherstandortregister (HLR 
(Home Location Register) und VLR (Visitor Location 
Register)), während diese Stellen beim „mobilen In-
ternetprotokoll" (Mobile IP) als Heimat- und Fremda-
gent bekannt sind. In beiden Fällen unterhält das „Be-
sucher"-Standorteregister oder der „Fremd"-Agent 
einen Datensatz nur von den Benutzern, die aktuell 
mit den Basisstationen unter ihrer Überwachung ko-
operieren, während ihre „Heimat"-Gegenstücke ei-
nen permanenten Datensatz von ihren zugeordneten 
Benutzern unterhalten, einschließlich eines Daten-
satzes, mit dem jeweils VLR oder Fremdagent aktuell 
arbeiten. Die Adresse auf einer ankommenden Nach-
richt identifiziert den relevanten HLR/Heimatagenten, 
auf den Bezug genommen wird, um den geeigneten 
VLR/Fremdagenten für genauere Details der Leit-
weglenkung zu identifizieren. Dies ermöglicht, dass 
kleinere Änderungen des Standorts innerhalb des 
VLR/Fremdagenten lokal für den aktuellen Standort 
des Benutzers durchgeführt werden, ohne dass das 
HLR/der Heimatagent informiert wird, der in einiger 
Entfernung sein kann, wodurch der Verwaltungsauf-
wand für die Signalisierung stark reduziert wird. Die 
zusätzlichen Kosten der Mobilität sind die Bereitstel-
lung dieser Heimatagent/Fremdagent-Schnittstelle, 
und insbesondere bei Paketsystemen die Kosten für 
das Tunneln (Weiterleiten von Nachrichten von einer 
Adresse zu einer anderen), das Verbrauchen von 
Adressen (die Unmöglichkeit, eine Adresse, von der 
aus die Weiterleitung stattfindet, wiederzuverwen-
den) und Leitweglenkung über Umwege.

[0003] In einem System mit festen Medien basiert 
die IP-Leitweglenkung auf der Verteilung von 

IP-Adressblöcken oder Präfixen mit zugeordneten 
Kosten je nach Charakter der Verbindung oder Kos-
ten für die Leitweglenkung von potenziellen Zielen zu 
potenziellen Sendern, sodass sie und Zwischenrou-
ter den besten nächsten Sprung (Nachbarrouter) in 
Richtung des Ziels bestimmen können. Diese Leitwe-
ge werden für alle Ziele in dem Netzwerk vorausbe-
rechnet, sodass Sender Informationen sofort senden 
können, wenn sie erzeugt werden. Die Vorausbe-
rechnung von Leitwegen und die eingesetzte Leitwe-
gaustauschtechnik sind möglich, wenn die Quellen 
und Ziele einen festen Standort haben und die Kom-
munikationsbandbreite für vollständigen Austausch 
von Leitwegen breit genug ist. Da jedoch das Aus-
maß des Umherwanderns (Roaming) jedoch an-
steigt, brechen solche Modelle zusammen und ein 
dynamischerer Ansatz ist erforderlich.

[0004] Ein Vorschlag, auf der „HAWAII" genannt 
wird, wurde am 19. Februar 1999 als ein Internet-Ent-
wurf mit dem Titel „IP Micro-Mobility Support using 
HAWAII", R. Ramjee, T. La Por, S. Thuel, K. Varadh 
veröffentlicht, der an die Internetseite der Internet En-
gineering Task Force unter HTTP://www.ietf.org/in-
ternet-drafts/draft-ramjee-micro-mobility-ha-
waii-00.txt geschickt wurde. HAWAII verwendet spe-
zialisierte Pfadaufbauschemata, die hostbasierte 
Weiterleitungseinträge in speziellen Routern installie-
ren, wenn sich diese in der Domain der Leitweglen-
kung befinden, um Intra-Domain-Mikromobilität zu 
unterstützen, und Standardwerte für die Verwendung 
von „mobilem IP" für Inter-Domain-Mikromobilität. Bei 
HAWAII behalten mobile Hosts ihre Netzwerkadres-
se, während sie sich innerhalb der Domain bewegen. 
Die HAWAII-Architektur beruht auf einem Gate-
way-Router in einer Domain, der der Do-
main-Root-Router genannt wird, an den Standardleit-
wege innerhalb der Domain gerichtet werden. Jeder 
mobile Host ist auf Basis seiner permanenten 
IP-Adresse einer Heimatdomain zugeordnet. Das 
Pfadaufbauschema aktualisiert einen einzelnen Leit-
wegpfad in einer Domain, sodass die Verbindung zu 
dem mobilen Host sowohl vor als auch nach der 
Übergabe auf der drahtlosen Verbindungsebene 
möglich ist. Nur Router, die entlang eines einzelnen 
Leitweglenkungspfades zwischen dem Do-
main-Root-Router und der Basisstation, die den mo-
bilen Host aktuell bedient, angeordnet sind, haben 
Einträge für die IP-Adresse des mobilen Hosts in der 
Leitweglenkungstabelle. Der Rest der Router in dem 
Leitweg in der Domain leitet alle Pakete, die an den 
mobilen Host adressiert sind, stromaufwärts entlang 
Standardleitwegen, die auf der baumartigen Struktur 
der Leitwege der Domain beruhen, die ihren Ur-
sprung an dem Domain-Root-Router hat, der einen 
Kreuzungspunkt mit dem Leitweg stromabwärts in 
Richtung des mobilen Hosts entlang des einzelnen 
Leitweglenkungspfades bietet, für den die Router in-
dividuelle Hosteinträge der IP-Adresse des mobilen 
Hosts haben.
2/43



DE 600 27 566 T2    2007.01.25
[0005] Bei HAWAII wird die Mobilität zwischen Do-
mains durch Mechanismen von „mobilem IP" unter-
stützt. Der Root-Router der Heimtadomain wird als 
der Heimatagent bezeichnet, und eingekapselte 
IP-Pakete werden über den Root-Router der Fremd-
domain weitergeleitet.

[0006] Nachteile der HAWAII-Vorschläge umfassen 
die Konzentration von mobilen IP-Tunneln in wenigen 
Knoten im Kern des Netzwerks, den Do-
main-Root-Routern, sodass ein Versagen von irgend 
einem dieser Knoten zum Versagen in großem Um-
fang von allen mobilen IP-Zuständen und zugeordne-
ten Sitzungen resultieren kann, die von dem versa-
genden Knoten bearbeitet werden. Da darüber hin-
aus alle Leitweglenkung von außerhalb der Hei-
mat-Domain in die Heimat-Domain, und in umgekehr-
ter Richtung, über den Root-Router der Heimatdo-
main geschehen muss, kann Versagen des Hei-
mat-Domain-Root-Routers auch zu Versagen in gro-
ßem Umfang führen.

[0007] Die internationale Patentanmeldung 
WO98/47302 beschreibt ein verbindungsorientiertes 
paketbasiertes Netz, wie etwa ein Netz mit asynchro-
nem Übertragungsmodus (ATM, Asynchronous 
Transfer Mode), in dem sich das mobile Endgerät im 
Netz bewegen kann. Wenn sich der Zugangspunkt 
des Endgerätes während einer aktiven Verbindung 
verändert, wird die Leitweglenkung der Verbindung 
von dem alten Zugangspunkt zu dem neuen Zu-
gangspunkt erweitert. Um Paketverlust zu vermei-
den, werden Daten dem alten Zugangspunkt gepuf-
fert. Ein drittes Netzwerkelement (z.B. eine ATM-Ver-
mittlungsstelle) baut eine Erweiterungsverbindung 
zwischen dem alten Zugangspunkt und dem neuen 
Zugangspunkt auf, entlang der die gepufferten Daten 
gesendet werden können.

[0008] Die europäische Patentanmeldung EP 0 777 
396 beschreibt auch ein verbindungsorientiertes pa-
ketbasiertes Netzwerk, wie etwa ein Netzwerk mit 
asynchronem Übertragungsmodus (ATM, Asynchro-
nous Transfer Mode), und ein Verfahren zur Aufrecht-
erhaltung der Reihenfolge von ATM-Zellen, die 
zu/von einem mobilen Knoten während der Überga-
be zwischen einem alten und einen neuen Zugangs-
knoten gesendet wird. Ein Reihenfolgencode wird in-
nerhalb eines Feldes im Header der ATM-Zelle ein-
gesetzt, der die Erfassung von falscher Reihenfolge 
oder Verlust von Zellen ermöglicht. Während einer 
Übergabe werden die Anrufe in einem FIFO (First In, 
First Out, erstes hinein, erstes heraus)-Puffer in dem 
alten Zugangsknoten gespeichert. Es wird ein Proto-
koll verwendet, in dem der mobile Knoten den alten 
Zugangsknoten über die letzte Zelle informiert, die in 
der richtigen Reihenfolge empfangen wurde. Zellen 
werden von dem FIFO-Puffer in dem alten Zugangs-
knoten gelöscht, nachdem der mobile Knoten bestä-
tigt hat, dass er sie in der richtigen Reihenfolge emp-

fangen hat.

[0009] Nach einem Aspekt der Erfindung wird ein 
Verfahren zur Steuerung der Leitweglenkung von Pa-
keten mit verbindungslosem Leitweglenkungsproto-
koll in einem Netzwerk geschaffen, das eine Infra-
struktur von Paketvermittlungsknoten, die durch Pa-
kettransportverbindungen verbunden sind, und meh-
rere Zugangsknoten enthält, zu denen in der Infra-
struktur für eine bestimmte Netzwerkadresse ein 
Leitweglenkungspfad gelenkt werden kann, der 
durch Daten definiert ist, die in Paketvermittlungs-
knoten gespeichert sind, die entlang dem Leitweglen-
kungspfad angeordnet sind, wobei das Verfahren fol-
gendes umfasst:  
Lenken von Paketen entlang eines ersten Leitweg-
lenkungpfades zu einer ersten Netzwerkadresse, wo-
bei der Leitweglenkungspfad zu einem ersten Zu-
gangsknoten führt, der einen mobilen Knoten ver-
sorgt, der die erste Netzwerkadresse über eine Kom-
munikationsverbindung verwendet;  
Festlegen einer Schnittstelle, die von der Kommuni-
kationsverbindung von dem ersten Zugangsknoten 
zu dem mobilen Knoten verschieden ist, auf der Pa-
kete weitergeleitet werden, die entlang des ersten 
Leitweglenkungspfades zu einem zweiten Zugangs-
knoten ankommen;  
nach dem Festlegen der Schnittstelle Übergeben der 
Kommunikationsverbindung des mobilen Knotens, 
sodass der zweite Zugangsknoten den mobilen Kno-
ten versorgt;  
als Reaktion auf das Übergeben der Kommunikati-
onsverbindung Ändern der Leitweglenkung für die 
erste Netzwerkadresse in der Infrastruktur und Er-
zeugen eines zweiten Leitweglenkungspfades für die 
erste Netzwerkadresse, der zu dem zweiten Zu-
gangsknoten führt;  
als Reaktion auf die Erzeugung des zweiten Leitweg-
lenkungpfades Ändern der Leitweglenkung in der In-
frastruktur für die erste Netzwerkadresse und Entfer-
nen des ersten Leitweglenkungspfades; und  
Lenken von Paketen zu dem zweiten Zugangsknoten 
über den zweiten Leitweglenkungspfad.

[0010] Indem an dem ersten Zugangsknoten eine 
Schnittstelle für die Weiterleitung festgelegt wird, die 
von der Kommunikationsverbindung verschieden ist, 
und die Leitweglenkung geändert wird, um nicht den 
ersten Leitweglenkungspfad zu entfernen, bevor der 
zweite Leitweglenkungspfad erzeugt ist, kann der 
Verlust von Paketen in der Infrastruktur vermieden 
werden, sogar wenn im zeitlichen Ablauf unbekannte 
Abweichungen zwischen dem Verlust der Kommuni-
kationsverbindung und der Änderung der Leitweglen-
kung in der Infrastruktur bestehen.

[0011] Weitere Aspekte und Vorteile der Erfindung 
werden aus den Ausführungen offensichtlich, die nun 
nur als Beispiel mit Bezug auf die Zeichnungen im 
Anhang beschrieben werden, in denen:
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[0012] Fig. 1 schematisch ein Beispiel einer fes-
ten/mobilen Topologie entsprechend einer Ausfüh-
rung der vorliegenden Erfindung darstellt;

[0013] die Fig. 2 bis Fig. 11 schematisch die Über-
gabe zwischen Basisstationen und die begleitenden 
Aktualisierungen der Leitweglenkung entsprechend 
einer Ausführung der vorliegenden Erfindung darstel-
len;

[0014] die Fig. 12 bis Fig. 16 die Übergabe zwi-
schen Basisstationen und die begleitenden Aktuali-
sierungen der Leitweglenkung entsprechend einer 
weiteren Ausführung der Erfindung darstellen;

[0015] die Fig. 17 bis Fig. 25 den Wiederaufbau der 
Leitweglenkung zu einer Heimat-Basisstation ent-
sprechend einer Ausführung der Erfindung darstel-
len;

[0016] Fig. 26 schematisch eine Datentabelle des 
Leitweglenkungsprotokolls darstellt, die im einem 
Leitweglenkungsknoten nach einer Ausführung der 
Erfindung gespeichert ist; und

[0017] Fig. 27 eine Weiterleitungstabelle für den 
nächsten Sprung darstellt, die in dem Leitweglen-
kungsknoten nach einer Ausführung der Erfindung 
gespeichert ist.

[0018] In Fig. 1 ist nun ein Beispiel einer Fest-
netz-/Mobilfunktopologie nach einer Ausführung der 
vorliegenden Erfindung gezeigt. Die Topologie ent-
hält als Beispiel drei Paketvermittlungsnetzwerke 2, 4
und 6, die ein autonomes System (AS) bilden, des-
sen Umfang schematisch durch die dunklen Schattie-
rungen Fig. 1 dargestellt ist. Eine Definition, die für 
den Begriff autonomes System angegeben wird, ist 
„Einsatz von Routern und Netzwerken unter dersel-
ben Verwaltung" („Routing in the Internet", Christian 
Huitema, Prentice Hall, 1995, S. 158). Hier soll der 
Begriff autonomes System, der nach dem Stand der 
Technik auch Leitweglenkungsdomain genannt wird, 
ein Netzwerk oder einen Satz von Netzwerken mit 
Routern bedeuten, die dasselbe Leitweglenkungs-
protokoll verwenden. Ein autonomes System kann 
mit anderen autonomen Systemen verbunden sein, 
was ein globales Zwischennetzwerk wie etwa das In-
ternet (das unten als Beispiel verwendet wird) bildet. 
Das Leitweglenkungsprotokoll ist ein internes Gate-
way-Protokoll, und Kommunikation mit anderen auto-
nomen Systemen wird über externe Gateway-Proto-
kolle erreicht, wie etwa das Grenz-Gateway-Protokoll 
(BGP, Border Gateway Protocol)). Beispiele von be-
kannten internen Gateway-Protokollen sind das 
Leitweglenkungsinformationsprotokoll (RIP, Routing 
Information Protocol) und das Protokoll offener kür-
zester Pfad zuerst (OSPF, Open Shortest Path First).

[0019] Die Netzwerke 2, 4 und 6, die eine feste In-

frastruktur des autonomen Systems bilden, enthalten 
mehrere Internetprotokoll(IP, Internet Protocol)-Pa-
ketvermittlungsknoten in Form mehrerer Kernrouter 
(CR, Core Router), mehrerer Randrouter (ER, Edge 
Router) und Brückenrouter (BR, Bridge Router), die 
die verschiedenen Netzwerke 2, 4 und 6 in dem AS 
miteinander verbinden. Alle dieser Paketvermitt-
lungsknoten verwenden ein einziges IP-Leitweglen-
kungsprotokoll, von dem eine Ausführung unten in 
weiteren Details beschrieben wird.

[0020] Ein oder mehrere externe Gatewayrouter 
(EGRs, Exterior Gateway Routers) verbinden das au-
tonome System mit anderen autonomen Systemen 
des globalen Internets.

[0021] Das autonome System, das in Fig. 1 darge-
stellt ist, führt Leitweglenkung für sowohl mobile 
Hosts aus, deren Leitweglenkung innerhalb des AS 
als Resultat der Mobilität der mobilen Station verän-
dert wird, als auch für feste, sozusagen stationäre 
Hosts, für die solche Änderungen der Leitweglen-
kung nicht auftreten.

[0022] Mobile Knoten können mit einem Randrouter 
über eine drahtlose Verbindung verbunden sein, in 
dem gezeigten Beispiel eine zelluläre Funkverbin-
dung (ein weiterer möglicher Typ drahtloser Verbin-
dung ist eine Infrarotverbindung), wobei ein Router 
einer Basisstation (BS) verwendet wird, der von ei-
nem Mobilfunknetzbetreiber bereitgestellt wird. Die 
zelluläre Funkverbindung kann eine Systemverbin-
dung mit zeitlich multiplexiertem Zugang (TDMA, 
Time Division Multiple Access) sein, wie etwa GSM, 
oder eine Systemverbindung mit Zugang durch Co-
de-Multiplex (CDMA, Code Division Multiple Access), 
wie etwa „CDMA 2000". Mobile Knoten nehmen die 
Form von individuellen mobilen Hosts 14 und/oder 
mobilen Routern 16 an, an die mehrere Hosts ange-
bunden sind, die jeweils Funkkommunikation mit ei-
nem oder mehreren (zum Beispiel in dem Fall von ei-
nem CDMA mit „weicher Übergabe (soft handover)") 
der BS-Router zu irgend einem gegebenen Zeitpunkt 
durchführen. Ein BS-Router kann mehrere Basissen-
der-/-empfängerstationen (BTSs, Base Transceiver 
Stations) steuern, die zusammen mit Funkantennen 
angeordnet sind, um die herum individuelle „Zellen"
des zellulären Systems gebildet werden.

[0023] Die mobilen Knoten 14 und 16 bewegen sich 
zwischen Zellen des zellulären Mobilfunkkommuni-
kationsnetzwerks. Wenn ein BS-Router mehrere Zel-
len versorgt, kann ein mobiler Knoten, der zwischen 
Zellen übergeben wird, damit fortfahren, Paketdaten 
über den selben BS-Router zu empfangen. Wenn 
sich jedoch ein mobiler Knoten einmal außerhalb der 
Reichweite eines BS-Routers bewegt, über den er 
seinen Dienst bezieht, kann die Übergabe an eine 
neue Zelle eine Änderung der Leitweglenkung inner-
halb des AS erfordern. Datenpakete, die von dem 
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fraglichen mobilen Knoten stammen oder an ihn ge-
richtet sind, die unter Verwendung des Bezeichners 
der oder einer IP-Adresse des Knotens vor der Über-
gabe über einen vorgegebenen BS-Router geleitet 
werden, können nach der Übergabe heitweglenkung 
für dieselbe IP-Adresse über einen anderen BS-Rou-
ter erfordern. Ein mobiler Knoten kann an einer Kom-
munikationssitzung mit einem anderen Host über das 
AS während der Übergabe von einem BS-Router zu 
einem anderen teilnehmen. Weil Verbindungen auf 
der Transportschicht (in zum Beispiel einer 
TCP/IP-Verbindung) teilweise durch die IP-Adresse 
des mobilen Knotens definiert sind, ist es wün-
schenswert, dass eine solche Änderung der Leitweg-
lenkung solchen Verbindungen ermöglicht, mit der-
selben IP-Adresse fortzubestehen, wenn ein mobiler 
Knoten Dienste von einem anderen BS-Router emp-
fängt.

[0024] Feste Hosts können mit einem Randrouter 
über ein Lokalbereichsnetzwerk (LAN, Local Area 
Network) 10 verbunden sein, das ein Protokoll für Lo-
kalnetzwerke verwendet, wie etwa ein Ethernet-Pro-
tokoll. Feste Hosts können auch über ein Telefon-
netzwerk für öffentliche Dienste (PSTN) 12 mittels ei-
nem Netzwerkzugangsserver (NAS, Network Access 
Server) 20 mit einem Randrouter verbunden sein, der 
von einem Internet-Zugangsanbieter bereitgestellt 
wird. Der NAS 20 weist festen Hosts, die sich mit der 
dem NAS 20 mit einem Protokoll wie etwa PPP oder 
SLIP verbinden, feste IP-Adressen auf Einwahlbasis 
dynamisch zu und leitet die IP-Pakete, die von jedem 
festen Host stammen oder an ihn gerichtet sind über 
einen zugeordneten Randrouter. Während der NAS 
20 IP-Adressen auf dynamischer Basis zuordnet, 
verändert sich der Randrouter, über den die Pakete 
für die zugewiesene IP-Adresse geleitet werden, 
nicht, weder während einer Sitzung über Zugang, 
noch langfristig. Folglich muss sich die Leitweglen-
kung innerhalb des autonomen Systems für keinen 
der festen Hosts ändern, außer wegen Faktoren in-
nerhalb des AS, wie etwa Versagen einer Verbindung 
oder Verkehrsverwaltung.

[0025] Das interne Gateway-Protokoll, das einzige 
IP-Leitweglenkungsprotokoll, das in dem AS in dieser 
Ausführung nach der vorliegenden Erfindung ver-
wendet wird, ist eine modifizierte Version des Leit-
weglenkungsprotokolls nach dem zeitlich geordneten 
Leitweglenkungsalgorithmus (TORA, Temporally Or-
dered Routing Algorithm), der u.a. in „A Highly Adap-
tive Distributed Routing Algorithm for Mobile Wireless 
Networks", Vincent D. Park und M. Scott Corson, 
Proceedings of INFOCOM '97, 7–11 April, Kobe, Ja-
pan; und „A Performance Comparison of the Tempo-
rally-Ordered Routing Algorithm and Ideal Link-State 
Routing", Vincent D. Park und M. Scott Corson, Pro-
ceedings of ISCC '98, 30. Juni–2. Juli 1999, Athen, 
Griechenland beschrieben ist.

[0026] Der TORA-Algorithmus für das Leitweglen-
kungsprotokoll wird verteilt ausgeführt, liefert schlei-
fenfreie Leitwege, bietet mehrfache Leitweglenkung 
(um Stau abzumildern), baut Leitwege schnell auf 
(sodass sie verwendet werden können, bevor sich 
die Topologie verändert), und minimiert die Verwal-
tungskommunikation, indem er eine algorithmische 
Reaktionen auf topologische Veränderungen findet, 
wenn möglich (um verfügbaren Bandbreite zu sparen 
und die Skalierbarkeit zu steigern).

[0027] Der Algorithmus ist dadurch verteilt, dass 
Knoten nur Informationen über angrenzende Knoten 
speichern müssen (das heißt, Ein-Sprung-Wissen). 
Dies stellt sicher, dass alle Leitwege schleifenfrei 
sind, und liefert typischerweise Leitweglenkung mit 
mehreren Pfaden für alle Quelle/Ziel-Paare, die ei-
nen Leitweg brauchen. Da typischerweise mehrere 
Leitwege aufgebaut werden, erfordern viele topologi-
sche Veränderungen keine Aktualisierung der Leit-
weglenkung innerhalb des AS, da das Vorhan-
densein eines einzelnen Leitwegs ausreicht. Nach to-
pologischen Veränderungen, die eine Reaktion erfor-
dern, baut das Protokoll erneut gültige Leitwege auf.

[0028] Das TORA-Protokoll modelliert ein Netzwerk 
als Graph G = (N, L), wobei N ein endlicher Satz von 
Knoten und L ein Satz von anfänglich ungerichteten 
Verbindungen ist. Jeder Knoten i ∈ N hat einen ein-
deutigen Knotenbezeichner (ID), und jede Verbin-
dung (i, j) ∈ L ermöglicht Zwei-Wege-Kommunikation 
(das heißt Knoten, die durch eine Verbindung verbun-
den sind, können miteinander in beide Richtungen 
kommunizieren). Jede anfängliche ungerichtete Ver-
bindung (i, j) ∈ L kann nachfolgend einem der drei Zu-
stände (1) ungerichtet, (2) gerichtet von Knoten i zu 
Knoten j, oder (3) gerichtet von Knoten j zu Knoten i 
zugeordnet werden. Wenn eine Verbindung (i, j) ∈ L 
von Knoten i zu Knoten j gerichtet ist, wird Knoten i 
„stromaufwärts" von Knoten j genannt, während Kno-
ten j als „stromabwärts" von Knoten i bezeichnet wird. 
Für jeden Knoten i sind die „Nachbarn" von i, Ni ∈ N 
als der Satz von Knoten j derart definiert, dass (i, j) ∈
L ist. Jeder Knoten i kennt immer seine Nachbarn in 
dem Satz Ni.

[0029] Eine logisch separate Version des Protokolls 
wird für jedes Ziel ausgeführt (das zum Beispiel durch 
eine Host-IP-Adresse identifiziert wird), für das Leit-
weglenkung gebraucht wird.

[0030] Das TORA-Protokoll kann in drei Grundfunk-
tionen unterteilt werden: Leitwege Erzeugen, Leitwe-
ge Aufrechterhalten und Leitwege Löschen. Das Er-
zeugen eines Leitwegs von einem vorgegebenen 
Knoten zu dem Ziel erfordert das Aufbauen einer Fol-
ge von gerichteten Verbindungen, die von dem Kno-
ten zu dem Ziel führen. Das Erzeugen von Leitwegen 
entspricht in seinem Kern der Zuordnung von Rich-
tungen zu Verbindungen in einem ungerichteten 
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Netzwerk oder einem Abschnitt des Netzwerks. Das 
Verfahren, das verwendet wird, um dies zu erreichen, 
ist ein Anfrage/Antwort-Prozess, der einen gerichte-
ten azyklischen Graph (DAG, Directed Acyclic 
Graph) aufbaut, der in dem Ziel wurzelt (das heißt, 
das Ziel ist der einzige Knoten ohne Verbindungen 
stromabwärts). Ein solcher DAG kann als „zielorien-
tierter" DAG bezeichnet werden. Das Aufrechterhal-
ten von Leitwegen umfasst das Reagieren auf topo-
logische Veränderungen in dem Netzwerk, derart, 
dass Leitwege zu dem Ziel innerhalb einer endlichen 
Zeit erneut aufgebaut werden. Nach der Erfassung 
einer Netzwerkaufteilung werden alle Verbindungen 
(in dem Abschnitt des Netzwerks, der von dem Ziel 
abgetrennt wurde) als ungerichtet markiert, um un-
gültige Leitwege zu löschen.

[0031] Das Protokoll erreicht diese drei Funktionen 
durch die Verwendung von drei verschiedenen Steu-
erpaketen: Anfrage (QRY), Aktualisierung (UPD) und 
Löschen (CLR). QRY-Pakete werden für die Erzeu-
gung von Leitwegen verwendet, UPD-Pakete werden 
sowohl für die Erzeugung als auch für das Aufrecht-
erhalten von Leitwegen verwendet und CLR-Pakete 
werden für das Löschen von Leitwegen verwendet.

[0032] Zu jedem gegebenen Zeitpunkt wird jedem 
Knoten i ∈ N ein geordnetes Quintupel zugeordnet, 
das als „Höhe", Hi bezeichnet wird, wobei Hi = (τi, oidi, 
ri, δi, i). Konzeptuell stellt das Quintupel, das jedem 
Knoten zugeordnet ist, die Höhe des Knotens dar, die 
durch zwei Parameter definiert ist: ein Bezugsniveau 
und eine Abweichung mit Bezug auf das Bezugsni-
veau. Das Bezugsniveau wird durch die ersten drei 
Werte in dem Quintupel dargestellt, während die Ab-
weichung von den letzten zwei Werten dargestellt 
wird. Ein neues Bezugsniveau wird jedesmal defi-
niert, wenn ein Knoten wegen eines Versagens seine 
Verbindung stromabwärts verliert. Der erste Wert, der 
das Bezugsniveau darstellt, τi, ist eine zeitliche Mar-
ke, die auf den „Zeitpunkt" des Versagens der Verbin-
dung gesetzt wird. Der zweite Wert, oidi, ist die ID des 
Ursprungs (das heißt, die eindeutige ID des Knotens, 
der das neue Bezugsniveau definiert hat). Dies stellt 
sicher, dass die Bezugsniveaus lexikografisch voll-
ständig geordnet werden können. Der dritte Wert, ri, 
ist ein einzelnes Bit, das verwendet wird, um jedes 
der eindeutigen Bezugsniveaus in zwei eindeutige 
Unterniveaus zu unterteilen. Dieses Bit wird verwen-
det, um zwischen dem ursprünglichen Bezugsniveau 
und seinem entsprechenden, stärker überarbeitetem 
Bezugsniveau zu unterscheiden. Der erste Wert, der 
die Abweichung darstellt, δi, ist ein in Integer-Wert, 
der verwendet wird, um die Knoten bezüglich eines 
gemeinsamen Bezugsniveaus zu ordnen. Dieser 
Wert ist bei der Weiterleitung eines Bezugsniveaus 
dienlich. Der zweite Wert, der die Abweichung dar-
stellt, i, ist schließlich die eindeutige ID des Knotens 
selbst. Dies stellt sicher, dass Knoten mit einem ge-
meinsamen Bezugsniveau und gleichen Werten von 

δi (und tatsächlich alle Knoten) zu jedem Zeitpunkt 
vollständig lexikografisch geordnet werden können.

[0033] Jeder Knoten i (der von dem Ziel verschie-
den ist) speichert seine Höhe Hi. Am Anfang wird die 
Höhe von jedem Knoten in dem Netzwerk (der von 
dem Ziel verschieden ist) auf NULL gesetzt, Hi = (–, 
–, –, –, i). Danach kann die Höhe von jedem Knoten i 
nach Regeln des Protokolls modifiziert werden. Zu-
sätzlich zu seiner eigenen Höhe speichert jeder Kno-
ten i in einer Datentabelle des Leitweglenkungsproto-
kolls Einträge zu Host-IP-Adressen, die einen beste-
henden DAG in dem Netzwerk haben, wobei deren 
Einträge ein Höhenfeld mit einem Eintrag HNij für je-
den Nachbarn j ∈ Ni enthalten.

[0034] Jeder Knoten i (der von dem Ziel verschie-
den ist) speichert in der Datentabelle des Leitweglen-
kungsprotokolls auch ein Feld mit Verbindungszu-
ständen, mit einem Eintrag LSij für jede Verbindung (i, 
j) ∈ L. Der Zustand der Verbindungen wird durch die 
Höhen Hi und HNij festgelegt und ist von dem höhe-
ren Knoten zu dem niedrigeren Knoten gerichtet. 
Wenn ein Nachbar j höher als ein Knoten i ist, wird die 
Verbindung als stromaufwärts markiert. Wenn ein 
Nachbar j niedriger als ein Knoten i ist, wird die Ver-
wendung als stromabwärts markiert.

[0035] Das TORA-Protokoll wurde ursprünglich für 
die Verwendung in einem mobilen Ad-Hoc-Netzwerk 
(MANET, Mobile Ad-hoc NETwork) entworfen, in dem 
die Router mobil sind und über drahtlose Verbindun-
gen miteinander verbunden sind. In dieser Ausfüh-
rung der Erfindung wird jedoch ein modifiziertes TO-
RA-Protokoll in einem autonomen System verwen-
det, das eine feste Infrastruktur aus festen Routern 
umfasst, die durch feste Verbindungen miteinander 
verbunden sind, wie etwa das, das in Fig. 1 darge-
stellt ist, um Änderungen der Leitweglenkung in der 
festen Infrastruktur bereitzustellen, wenn ein mobiler 
Host seinen Anbindungspunkt an die Infrastruktur än-
dert.

[0036] Fig. 26 stellt schematisch ein Beispiel einer 
Datentabelle des Leitweglenkungsprotokolls dar, die 
in einem Router nach dieser Ausführung gespeichert 
sein kann.

[0037] Zu jeder Host-IP-Adresse (oder jedem 
Adresspräfix im Falle eines Geamt-DAG, wie unten in 
weiteren Details beschrieben wird) IP1, IP2 usw., die 
einen DAG in dem Netzwerk hat, wird die Höhe des 
speichernden Knoten Hi(IP1), Hi(IP2) usw. gespei-
chert. Ebenso werden die Identität von allen angren-
zenden Nachbarn, z.B. w, x, y, z, und die Höhe der 
Nachbarn HNiw(IP1, IP2 usw.), HNix(IP1, IP2 usw.), 
HNiy(IP1, IP2 usw.) und HNiz(IP1, IP2 usw.) gespei-
chert. Schließlich kann das Feld für den Verbindungs-
zustand jeder IP-Adresse (oder Präfixes) in Form von 
Markierungen gespeichert werden, die eine Verbin-
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dung stromaufwärts (U, upstream), eine Verbindung 
stromabwärts (D, downstream), oder eine ungerich-
tete Verbindung (–) zu jeder Verbindungsidentität (L1, 
L2, L3, L4) anzeigen, die jedem Nachbarn entspre-
chen.

[0038] Das Feld mit Verbindungszuständen, das in 
der Datentabelle des Leitweglenkungsprotokolls ge-
speichert ist, ermöglicht, dass die Entscheidung über 
die Weiterleitung über den nächsten Sprung lokal in 
dem Router, der die Daten speichert, getroffen wird. 
Für ein ausreichend verknüpftes Netzwerk sollte je-
der Router wenigstens eine Verbindung stromab-
wärts haben. Wenn nur eine Stromabwärtsverbin-
dung existiert, wird diese Verbindung als die Weiter-
leitungsverbindung zum nächsten Sprung ausge-
wählt. Wenn es mehr als eine Verbindung stromab-
wärts gibt, kann eine optimale Verbindung stromab-
wärts ausgewählt werden, z.B. auf der Basis der ak-
tuellen Verkehrslast auf den zwei Verbindungen. In 
jedem Fall wird die ausgewählte Verbindung in eine 
Datentabelle für die Weiterleitung über den nächsten 
Sprungs für die IP-Adresse eingegeben. Eine Weiter-
leitungstabelle für den nächsten Sprung, wie etwa 
die, die in Fig. 27 dargestellt ist, wird in den Ca-
che-Speicher für schnellen Zugriff gespeichert, da 
IP-Pakete, die Leitweglenkung brauchen, an dem 
Router ankommen. Die Tabelle speichert die ausge-
wählte Verbindung für die Weiterleitung über den 
nächsten Sprung (L1, L2 usw.) zu jeder IP-Adresse 
(oder Präfix) IP1, IP2 usw.

[0039] Die Verwendung einer festen Infrastruktur 
aus Routern und andere Aspekte der Erfindung, die 
unten beschrieben werden, ermöglichen die Zusam-
menfassung von Leitweglenkung innerhalb des AS, 
insbesondere für die IP-Adressen von mobilen Hosts. 
Nun folgt eine Kurzbeschreibung der IP-Adressie-
rung, insbesondere, wie Präfixe variabler Länge ver-
wendet werden, um Zusammenfassung der Leitweg-
lenkung in einem Netzwerk mit IP-Leitweglenkung 
bereitzustellen.

[0040] IP-Adressen bestehen aktuell aus einer vor-
definierten Anzahl (32) von Bits. IP-Adressen wurden 
in der Vergangenheit auf unstrukturierter Basis zuge-
wiesen (was „flacher" Adressierungsplan genannt 
wird). Klassifizierte Adressierung führte das Konzept 
einer heitweglenkungshierarchie mit zwei Ebenen 
ein, indem Adressen in ein Netzwerkpräfix und 
Host-Felder unterteilt wurden. Benutzern wurden 
IP-Adressen entweder als Klasse A, Klasse B oder 
Klasse C zugeordnet, um Leitweglenkung und Ver-
waltung zu vereinfachen.

[0041] In Klasse A identifiziert Bit 0 Klasse A, die 
Bits 1–7 identifizieren das Netzwerk (126 Netzwer-
ke), die Bits 8–31 identifizieren den Host (16 Millionen 
Hosts).

[0042] In Klasse B identifizieren die Bits 0–1 Klasse 
B, die Bits 2–15 identifizieren das Netzwerk (16.382 
Netzwerke) und die Bits 16–31 identifizieren den Host 
(64.000 Hosts).

[0043] In Klasse C identifizieren die Bits 0–2 Klasse 
C, die Bits 3–23 identifizieren das Netzwerk 
(2.097.152 Netzwerk) und die Bits 24–31 identifizie-
ren den Host (256 Hosts).

[0044] Eine Hierarchie mit zwei Ebenen hat immer 
noch eine flache Leitweglenkungshierarchie der 
Hosts in einem Netzwerk belassen. Zum Beispiel 
kann ein Adressblock der Klasse A 16 Millionen 
Hosts haben, was dazu führt, dass alle Router in dem 
Netzwerk 16 Millionen Einträge in der Leitweglen-
kungstabelle enthalten. Die Verwendung von Sub-
netzwerken wurde entwickelt, um zu ermöglichen, 
dass ein Adressblock eines Hosts in ein Sub-
netz-Feld mit variabler Länge und ein Host-Feld un-
terteilt wird. Dies ermöglicht Routern in einem AS, nur 
Einträge für Subnetzwerke in der Leitweglenkungsta-
belle zu behalten (die Zusammenfassung von Leit-
weglenkung für alle Hosts in jedem Subnetz voraus-
gesetzt). Eine Subnetz-Maske wird verwendet, um 
Routern zu ermöglichen, den Subnetz-Teil der Adres-
se zu identifizieren.

[0045] Nach dieser Ausführung der Erfindung wird 
Zusammenfassung von Leitweglenkung bereitge-
stellt, indem ein Host-IP-Adressblock (das heißt, eine 
aufeinander folgende Sequenz von IP-Adressen, die 
ein oder mehrere Präfixe miteinander gemeinsam 
haben) einem Zugangsknoten, wie etwa einem 
BS-Router, zugeordnet wird, und IP-Adressen aus 
dem Block dynamisch mobilen Hosts für die Dauer 
von deren Sitzungen nach Zugang zugeordnet wer-
den. Wenn sich ein mobiler Host in dem zellulären 
Netzwerk nach dem Einschalten der Stromversor-
gung registriert, weist der BS-Router, der den Dienst 
bereitstellt, eine IP-Adresse zu und speichert eine 
Zuordnung zwischen dem Bezeichner der drahtlosen 
Verbindung des mobilen Hosts und der zugeordneten 
IP-Adresse in den Cache. Ein Leitweglenkungsplan 
mit Zusammenfassung, in dieser Ausführung ein zu-
sammengefasster DAG gennant, wird innerhalb des 
AS vorausberechnet, bevor dem mobilen Host eine 
IP-Adresse zugeordnet wird. Sie wird während der 
Sitzung nach Zugang verwendet. Nach dem Abschal-
ten der Stromversorgung des mobilen Hosts wird die 
IP-Adresse an den BS-Router zurückgegeben, der 
sie besitzt, der die IP-Adresse dann einem anderen 
mobilen Host zuweisen kann. IP-Adressen von mobi-
len Hosts, die von einem BS-Router zugewiesen wer-
den, haben einen zusammengefassten DAG, bis we-
nigstens einer der mobilen Hosts sich wegbewegt, 
wobei der zusammengefasste DAG in diesem Fall an 
dieser Stelle verbleibt, aber von einer Leitweglen-
kungsaktualisierungprozedur, die für Mobilität spezi-
fisch ist, wird eine hostspezifische Ausnahme in den 
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betroffenen Routern erzeugt (wobei die Aktualisie-
rung nur die Leitweglenkung für einzelne mobile Kno-
ten ändert, die sich wegbewegt haben).

[0046] Die Vorausberechnung von Leitwegen in ei-
nem AS für Adresspräfixe, die ein BS-Router besitzt, 
wird erreicht, indem der Eigentümer-BS-Router eine 
Aktualisierungsnachricht, die hier ein „Optimierungs"
(OPT)-Paket genannt wird, für jedes Präfix eingibt, 
die sich über das AS ausbreitet und von der Wirkung 
her die Rolle einer Präfix-Ankündigung spielt, und 
ebenso den zusammengefassten DAG aufbaut. Das 
OPT-Paket wird von dem BS-Router gesendet, der 
das IP-Adressen-Präfix oder die -präfixe besitzt, und 
der den zusammengefassten DAG steuert. Das 
OPT-Paket läuft zu allen anderen Knoten in dem 
Netzwerk (ohne Rücksicht auf ihre aktuelle Höhe 
(wenn gesetzt)) und setzt diese Höhen auf das „alle 
Null"-Bezugsniveau (zurück), das heißt, die ersten 
drei Werte (τi, oidi, ri) der TORA-Höhen werden alle 
auf Null gesetzt. Der vierte Höhenwert, δi, wird auf die 
Anzahl der Sprünge gesetzt, die von dem OPT-Paket 
seit der Absendung von dem BS-Router genommen 
wurden (dies ist ähnlich der UDP-Paket-Weiterleitung 
in bekannten, von der Quelle ausgelösten DAG-Er-
zeugungsmechanismen nach TORA). Ein Inkrement 
von 1 kann addiert werden, um den Sprung vom 
BS-Router zu dem mobilen Knoten darzustellen. Der 
fünfte Höhenwert, i, wird auf die ID des Knotens ge-
setzt.

[0047] Nachdem ein zusammengefasster DAG in 
dem AS existiert, hat jeder Paketweiterleitungskno-
ten in dem AS einen Eintrag in der Weiterleitungsta-
belle für den nächsten Sprung für das fragliche Präfix 
der IP-Adresse. Wenn ein Paket an einem Knoten 
ankommt, das Leitweglenkung erfordert, sucht der 
Knoten in seiner Weiterleitungstabelle für den nächs-
ten Sprung nach dem Eintrag mit der längsten über-
einstimmenden Adresse, auf den er die nächste Leit-
weglenkungsentscheidung gründet, die das nächste 
Präfix der IP-Adresse wird, vorausgesetzt, dass der 
mobile Knoten, der die IP-Adresse verwendet, sich 
nicht von dem Eigentümer-BS-Router wegbewegt 
hat. Indem zusammengefasste DAGen in dem AS 
bereitgestellt werden, können der Umfang der Leit-
weglenkungstabelle und der Leitwegverarbeitung in 
jedem Paketvermittlungsknoten minimiert werden.

[0048] Wenn jedoch ein mobiler Knoten auf der 
Ebene der drahtlosen Verbindung von dem BS-Rou-
ter weg übergeben wird, von dem er zuerst Dienste in 
dem Netzwerk empfangen hat, wird ein Eintrag mit ei-
ner individuellen Hostadresse sowohl in der Datenta-
belle des Leitweglenkungsprotokolls, als auch in der 
Weiterleitungstabelle für den nächsten Sprung in (ei-
ner begrenzten Anzahl von) Paketvermittlungsknoten 
erzeugt, die von Leitweglenkungsaktualisierungen 
betroffen sind, die durch die Mobilität des mobilen 
Knotens verursacht werden. Diese Knoten fahren da-

mit fort, die entsprechenden Einträge von Adressen 
für zusammengefasste Leitweglenkung zu spei-
chern, verwenden aber den Eintrag der Hostadresse 
zur Weiterleitung von Paketen an die IP-Adresse des 
mobilen Knotens Kraft der Suche nach der längsten 
Übereinstimmung.

[0049] Der Höhen-Wartungsalgorithmus nach 
TORA fällt in die selbe allgemeine Klasse von Algo-
rithmen, die ursprünglich in „Distributed Algorithms 
for Generating Loop-Free Routes in Networks with 
Frequently Changing Topology", E. Gafni, und D. 
Bertsekas, IEEE Trans. Commun,. Jan. 1991 defi-
niert wurde. Innerhalb dieser Klasse kann ein Knoten 
seiner Höhe nur „steigern"; er kann sie niemals ver-
ringern. In dieser Ausführung der vorliegenden Erfin-
dung wird jedoch eine algorithmische Modifikation 
geschaffen, um sicherzustellen, dass das Weiterlei-
tungsverhalten eines Knotens nach einer Übergabe 
zwischen BS-Routern derart ist, dass, wenn mehrere 
Schnittstellen in der Leitweglenkung zu benachbar-
ten Knoten existieren, er Pakete über eine Schnitt-
stelle in der Leitweglenkung zu einem benachbarten 
Knoten weiterleitet, von dem eine Aktualisierung der 
Leitweglenkung mit Bezug auf die Mobilität zuletzt 
empfangen wurde. Dem Zeitwert τ in dem Hö-
hen-Quintupel (τi, oidi, ri, δi, i), das in der Datentabelle 
des Leitweglenkungsprotokolls des Routers als ein 
Eintrag zu der IP-Adresse des mobilen Knotens ge-
speichert ist, und dem fraglichen Nachbar wird er-
laubt, „negativ" zu werden, das heißt, kleiner als Null 
zu werden, um anzuzeigen, dass eine Aktualisierung 
mit Bezug auf die Mobilität aufgetreten ist, und die 
Größe des negativen Zeitwerts τ steigt für jedes Auf-
treten einer mobilitätsbezogenen Aktualisierung der 
Leitweglenkung für eine gegebene IP-Adresse. Folg-
lich wird die letzte mobilitätsbezogene Aktualisierung 
durch den größeren negativen Zeitwert τ angezeigt. 
Es sei angemerkt, dass, während mobilitätsbezoge-
ne Aktualisierungen der Leitweglenkung durch einen 
negativen Zeitwert τ unterschieden werden, auch an-
dere Indikatoren verwendet werden können, wie 
etwa ein Ein-Bit-Flag, um den negativen Flag zu er-
setzen.

[0050] Wenn ein mobiler Knoten die Zugehörigkeit 
zu einem BS-Routers ändert, verringert er seinen Hö-
henwert, indem er den Zeitwert τ verringert, z.B. 
durch einen Integer-Wert, und der neue Wert wird 
durch eine begrenzte Anzahl von Knoten in dem AS 
als Teil einer von Mobilität ausgelösten Aktualisie-
rung des DAG weitergeleitet, der der IP-Adresse des 
mobilen Knotens zugeordnet ist, was in weiteren De-
tails unten beschrieben wird. Ein Knoten mit mehre-
ren Nachbarn stromabwärts lenkt den Leitweg auf die 
zuletzt aktivierte Verbindung stromabwärts. Diese 
Höhen sind immer noch vollständig geordnet (folglich 
wird die Schleifenfreiheit der Leitweglenkung beibe-
halten).
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[0051] Ein weiterer Aspekt dieser Ausführung der 
Erfindung ist, dass während einer Übergabe eines 
mobilen Knotens auf der Ebene der drahtlosen Ver-
bindung ein zeitweiliger kurzfristiger Tunnelmecha-
nismus bereitgestellt wird, durch den Datenpakete, 
die an dem BS-Router ankommen, von dem der mo-
bile Knoten übergeben wird, an den BS-Router wei-
tergeleitet werden können, an den der mobile Knoten 
übergeben wird. Das Tunneln in einem Netzwerk mit 
Vermittlung für IP-Pakete kann durch Verkapselung 
der Datenpakete mit einem neuen IP-Kopf (der an die 
IP-Adresse des neuen BS-Routers adressiert ist) er-
reicht werden, was „IP-in-IP-Tunneln" genannt wird. 
In dem neuen BS-Router wird das Paket entkapselt 
und über die drahtlose Verbindung zu dem mobilen 
Knoten weitergeleitet. Der Aufbau des Tunnels, die 
Signalisierungs- und die Authentifizierungsmecha-
nismen können die sein, die bei „Mobilem IP" verwen-
det werden, wie sie unter anderem in „IP Mobility 
Support", C. Perkins, Hrsg., 1ETF RFC 2002, Okto-
ber 1996 beschrieben sind. Wenn alle BS-Router 
„Mobiles IP" verarbeiten können, kann „Mobiles IP"
auch verwendet werden, um Paketweiterleitung zu 
mobilen Knoten zu ermöglichen, die sich zu einem 
anderen AS bewegen. Andere mögliche Tunnelproto-
kolle umfassen UDP-Tunneln (wobei ankommenden 
Paketen ein UDP-Kopf hinzugefügt wird), GRE-Tun-
neln (ein Cisco(Handelsmarke)-Protokoll), Ebene 
2-Tunnelprotokoll (L2TP, Layer 2 tunneling protocol) 
und verhandelte oder konfigurierte IPSEC-Tunnelm-
odi.

[0052] Wenn ein mobiler Knoten von einem 
BS-Router übergeben werden soll, interagiert dieser 
BS-Router mit dem neuen BS-Router, an dem der 
mobiler Knoten übergeben werden soll, um folgende 
Schritte zu unternehmen: 

(a) Einen unidirektionalen Tunnel zu dem neuen 
BS-Router vorbereiten, sodass Pakete zu dem 
mobilen Knoten weitergeleitet werden können, 
nachdem die drahtlose Verbindung zwischen dem 
alten BS-Router und dem mobilen Knoten verlo-
ren wird. Der Tunnel kann vorbereitet werden, in-
dem er entlang einem zuvor bestehenden Tunnel 
zwischen den BS-Routern oder einem hostspezi-
fischen Tunnel, der über Mechanismen des mobi-
len IP ausgehandelt wird, geplant wird.
(b) Übergeben des mobilen Knotens auf der Ebe-
ne der drahtlosen Verbindung.
(c) Verbreiten einer Aktualisierung der Leitweglen-
kung für die IP-Adresse des mobilen Knotens 
(oder Adressen, im Fall eines mobilen Routers) 
von dem neuen BS-Router aus.
(d) Weiterleiten von Datenpaketen, die an die 
IP-Adresse des mobilen Knotens gerichtet sind 
und an dem alten BS-Router ankommen, durch 
eine Tunnelverbindung zu dem neuen BS-Router.
(e) Aktualisieren der ungültigen Leitweglenkung 
zu dem alten BS-Router.
(f) Auflösen des Tunnels, wenn er hostspezifisch 

ist, oder Entfernen des hostspezifischen Zustands 
in einem zuvor bestehenden Tunnel nach dem 
Neuaufbau der Leitweglenkung.

[0053] Vor der Übergabe werden alle Pakete direkt 
an den mobilen Knoten über einen Leitweg oder Leit-
wege in der Infrastruktur geleitet, die durch den alten 
BS-Router laufen. Nach dem Neuaufbau der Leit-
weglenkung werden alle Pakete direkt zu dem mobi-
len Knoten über einen Leitweg oder Leitwege der In-
frastruktur geleitet, die über den neuen BS-Router 
laufen.

[0054] Wenn dem neuen BS-Router Übergabe sig-
nalisiert wird (entweder von dem alten BS-Router als 
Teil des Tunnelaufbaus, oder von dem mobilen Kno-
ten über eine mobil unterstützte Übergabe) erzeugt 
der neue BS-Router eine gerichtete Aktualisierungs-
nachricht für die Leitweglenkung, die per Einzelsen-
dung mit dem bestehenden DAG für die IP-Adresse 
des mobilen Knotens (die an den alten BS-Router ge-
richtet bleibt) an den alten BS-Router gesendet wird. 
Diese Aktualisierung modifiziert selektiv den DAG 
des mobilen Knotens entlang dem umgekehrten Pfad 
über die jeweils niedrigeren Nachbarn (ein nähe-
rungsweise kürzester Pfad) zu dem alten BS-Router. 
Am Ende dieser Aktualisierung hat der alte BS-Rou-
ter eine neue Verbindung stromabwärts in dem DAG 
für die IP-Adresse des mobilen Knotens, nachdem 
der mobile Knoten über die Ebene der Funkverbin-
dung übergeben wurde. Ein Übergangs-Router emp-
fängt während des Aktualisierungsprozesses die ge-
richtete Aktualisierung per Einzelsendung, wobei zu 
diesem Zeitpunkt ein bestehender Datenfluss zu dem 
neuen BS-Router des mobilen Knotens umgelenkt 
wird.

[0055] Diese Aktualisierungsprozedur hängt nicht 
von der Topologie ab, und wird unabhängig von dem 
topologischen Abstand zwischen dem neuen und 
dem alten BS-Router eingesetzt (der in Abhängigkeit 
der relativen Positionen der BS-Router wesentlich 
variieren kann).

[0056] Der kurzfristige Tunnel vermeidet den Verlust 
von Paketen in dem Fall, dass die Leitweglenkung zu 
dem neuen BS-Router zu dem Zeitpunkt, zu dem die 
Funkverbindung zu dem alten BS-Router verloren 
geht, nicht aufgebaut ist, und kein signifikanter Um-
fang von Zwischenspeicherung an dem alten 
BS-Router durchgeführt wird.

[0057] Die Verwendung eines kurzfristigen Tunnels 
muss nichtsdestotrotz in Abhängigkeit von der relati-
ven Ordnung der zwei folgenden Ereignisse nicht im-
mer erforderlich sein: 

(i) Verlust der Funkverbindung des BS-Routers 
zum mobilen Knoten an dem alten BS-Router und
(ii) Ankunft der gerichteten Aktualisierung der Leit-
weglenkung an dem alten BS-Router.
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[0058] Wenn die Aktualisierung der Leitweglenkung 
ankommt, bevor die alte Funkverbindung verloren 
geht, ist der Tunnel nicht erforderlich, da wegen der 
neuen Leitweglenkung keine weiteren Datenpakete 
an dem alten BS-Router ankommen (vorausgesetzt, 
Steuerung und Datenpakete haben gleiche Priorität 
in Warteschleifen und bei der Verarbeitung; wenn 
nicht, dann können Datenpakete, die schon in einer 
Warteschleife stehen, nach der Aktualisierung der 
Leitweglenkung immer noch ankommen) und alle 
Datenpakete aus der Vergangenheit sind über die 
alte drahtlose Verbindung an den mobilen Knoten 
weitergeleitet worden. Wenn kein Tunnel erforderlich 
ist, kann die vorzeitige Auslösung einer TORA-Aktu-
alisierung an dem alten BS-Router wegen eines Ver-
lustes aller Verbindungen stromabwärts, wenn die 
alte Funkverbindung verloren geht, verhindert wer-
den, indem eine virtuelle Verbindung stromabwärts 
an den alten BS-Router gekennzeichnet wird, bis die 
Leitweglenkung neu aufgebaut ist. Folglich kann die 
Unterdrückung der Leitweglenkung an den BS-Rou-
ter rein durch Signalisierung erreicht werden.

[0059] Unterdrückung der Leitweglenkung rein 
durch Signalisierung kann auch verwendet werden, 
wenn der alte BS-Router als Zwischenspeicher arbei-
tet, zum Beispiel als ein transparenter Zwischenspei-
cher, der dem alten BS-Router ermöglicht, relativ gro-
ße Datenmengen zu speichern, bis die Leitweglen-
kung neu aufgebaut ist, und die Daten zurückzuüber-
tragen, sobald die Leitweglenkung neu aufgebaut ist.

[0060] Wenn wie oben erwähnt ein mobiler Knoten 
seine Sitzung mit Zugang beendet, kann die Leitweg-
lenkung für die IP-Adresse des mobilen Knotens an 
den BS-Router, von dem sie stammt, zurückgegeben 
werden, zum Beispiel den Heimat-Router der 
IP-Adresse. Um das Ziel des DAG effektiv auf den 
Heimat-BS-Router zurückzusetzen, wird ein Mecha-
nismus bereitgestellt, der die Teilnahme von nur einer 
begrenzten Anzahl von Knoten in dem AS erfordert.

[0061] Wenn ein mobiler Knoten seine Sitzung mit 
Zugang beendet, kontaktiert der aktuelle BS-Router 
den Heimat-BS-Router der IP-Adresse und leitet die 
Übertragung des Ziels des DAG auf den Hei-
mat-BS-Router ein. Eine Tunnelverbindung kann 
wiederum als Unterdrückungsmechanismus verwen-
det werden, um die Einleitung der Aktualisierung ei-
ner Leitweglenkung an dem aktuellen BS-Router zu 
unterdrücken, oder, einfacher, kann eine virtuelle 
Verbindung (eine Markierung der Verbindung strom-
abwärts an dem aktuellen BS-Router nicht als funkti-
onierend) verwendet werden, wenn keine Daten wei-
tergeleitet werden müssen. Der aktuelle BS-Router 
baut eine Tunnelverbindung oder eine virtuelle Ver-
bindung stromabwärts auf, die an den Hei-
mat-BS-Router gerichtet ist. Als Reaktion erzeugt der 
Heimat-BS-Router eine gerichtete „Wiederherstel-
len"-Aktualisierung, die in Richtung des aktuellen 

BS-Router gesendet wird, wobei der bestehende 
DAG für die IP-Adresse des mobilen Knotens ver-
wendet wird (die an den aktuellen BS-Router gerich-
tet bleibt). Diese Aktualisierung löscht alle hostspezi-
fischen Einträge der Datentabelle des Leitweglen-
kungsprotokolls und die Einträge der Weiterleitung-
stabelle für den nächsten Sprung, die von den voran-
gegangenen Bewegungen des mobilen Knotens er-
zeugt wurden, um den vorausberechneten Ge-
samt-DAG als aktiven Leitweglenkungsplan für die 
IP-Adresse des mobilen Knotens wiederherzustellen. 
Die Aktualisierung läuft über den Pfad, der zuvor von 
Leitweglenkungsaktualisierungen erzeugt wurde, die 
von den Bewegungen des mobilen Knotens in der 
Vergangenheit verursacht wurden. Der Satz von ne-
gativen Höhenwerten, die die mobilitätsspezifischen 
Aktualisierungen erzeugt haben, wird folglich ge-
löscht, und der Gesamt-DAG mit seinem „al-
le-null"-Bezugsniveau (unter der Annahme, dass es 
kein Versagen im Netzwerk gegeben hat, das die Er-
zeugung neuer Höhen und Umkehrungen verursacht 
hat) wird reaktiviert. Die Tunnelverbindung oder die 
virtuelle Verbindung können bis zum Empfang der 
Wiederherstellungsaktualisierung an dem aktuellen 
BS-Router aufrechterhalten werden, wobei zu die-
sem Zeitpunkt entweder der Tunnel aufgelöst oder 
die virtuelle Verbindung entfernt wird.

[0062] Der mobile Knoten oder ein BS-Router, der 
im Auftrag des mobilen Knotens arbeitet, kann perio-
disch oder auf die Erfassung eines Auslösungsereig-
nisses hin den DAG für eine IP-Adresse mit einem 
TORA-Aktualisierungsmechanismus mit „al-
le-null"-Bezugsniveaus neu initialisieren, wodurch 
alle mobilitätsbezogenen Tabelleneinträge für den 
DAG entfernt werden. „Alle-null"-Bezugsniveaus, die 
auf diese Weise verbreitet werden, haben Vorrang 
vor allen anderen Höhenwerten (sowohl positive als 
auch negative) und können durch das AS laufen (ei-
ne AS-weite Reoptimierung des DAG). Dies stellt ei-
nen Mechanismus für soft-state Leitweglenkungs-
wartung zur Verfügung, die die mobilitätsbezogenen 
Aktualisierungsmechanismen übergeht.

[0063] Eine detaillierte Erklärung der Übergabe zwi-
schen BS auf der drahtlosen Verbindungsebene und 
Leitweglenkungsaktualisierungen innerhalb der fes-
ten Infrastruktur eines AS werden nun mit Bezug auf 
die Fig. 2 bis Fig. 11 beschrieben. Ein weiteres Bei-
spiel ist mit Bezug auf die Fig. 12 bis Fig. 16 be-
schrieben. Schließlich wird ein detailliertes Beispiel 
der Wiederherstellung der Leitweglenkung zu einem 
Heimat-BS nach der Beendigung einer Zugangssit-
zung eines mobilen Hosts mit Bezug auf die Fig. 17
bis Fig. 25 beschrieben. In jedem der Höhen-Quintu-
pel nach TORA, die in den Fig. 2 bis Fig. 25 darge-
stellt sind, ist der Einfachheit halber für ID des Kno-
tens die Bezugsnummer i gezeigt. Es ist jedoch klar, 
dass dieser Wert für jeden Knoten verschieden ist, 
um den Knoten eindeutig innerhalb des AS zu identi-
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fizieren. Es sei auch angemerkt, dass aus Gründen 
der Vereinfachung nur ein Teil des AS dargestellt ist.

[0064] In allen folgenden Beispielen enthält das AS 
mehrere feste Kernrouter (CR1, CR2 ... (core rou-
ter)), mehrere feste Zwischenrouter (IR1, IR2 ... (in-
termediate router)) und mehrere feste Randrouter 
(ER1, ER2 ... (edge rotuer)), die entsprechend ihrer 
relativen Nähe zum topologischen „Rand" der festen 
Infrastruktur klassifiziert sind. Die Kernrouter können 
dazu eingerichtet sein, höhere Verkehrsaufkommen 
als die Zwischenrouter zu bearbeiten, und die Zwi-
schenrouter können wiederum dazu eingerichtet 
sein, höhere Verkehrsaufkommen als die Randrouter 
zu bearbeiten. Die Kernrouter können zum Beispiel 
nationalen Verkehr, die Zwischenrouter regionalen 
Verkehr und die Randrouter subregionalen Verkehr 
bearbeiten.

[0065] Paketvermittlungsrouter sind zusammen an-
geordnet und funktionell mit Funkbasisstationen 
kombiniert, und die kombinierte Einheit wird hier Zu-
gangsknoten (BS1, BS2 ...) genannt, obwohl klar sein 
sollte, dass der Begriff „Zugangsknoten" nicht auf ei-
nen Leitweglenkungsknoten begrenzt sein soll, der 
drahtlose BS-Funktionalität enthält. Ein „Zugangs-
knoten" kann zum Beispiel mit einem Knoten bereit-
gestellt werden, der topologisch einen Abstand von 
einem BS hat.

[0066] Im Fall von allen unten beschriebenen Bei-
spielen ist die Richtung der Leitweglenkung von 
Sprung zu Sprung an den Schnittstellen durch Pfeile 
angezeigt, die entlang Verbindungen zwischen Kno-
ten des Netzwerks und zwischen Zugangsknoten 
und mobilen Knoten (wobei diese Verbindungen eine 
drahtlose Verbindung enthalten) eingezeichnet sind. 
Der verteilte Leitweglenkungsplan hat die Form eines 
TORA-DAG, der an einen einzelnen empfangenden 
mobilen Host, MH2, gerichtet ist. Bevor der mobile 
Host MH2 eine Sitzung mit Zugang beginnt und dyna-
misch eine IP-Adresse zugeordnet bekommt, exis-
tiert ein vorab berechneter und zusammengefasster 
DAG für die IP-Adresse innerhalb des AS, der als 
eine AS-weite Aktualisierung von dem Zugangskno-
ten, der die IP-Adresse zugeordnet hat, verbreitet 
wird, dem Knoten BS2. In dem Fig. 2 bis Fig. 25 sind 
die Knoten, die an den Leitweglenkungsaktualisie-
rungen oder der Paketweiterleitung beteiligt sind, mit 
ihrem Quintupel der TORA-Höhe (τ, oidi, ri, δi, i). mar-
kiert. Wie oben beschrieben wird diese TORA-Höhe 
auch in der Datentabelle des Leitweglenkungsproto-
kolls jedes Nachbarknotens gespeichert, wobei sie 
von dem Knoten bekannt gemacht wird, der diese 
Höhe hat.

[0067] Wenn sich der mobile Host bei dem Heimat-
zugangsknoten BS2 registriert, speichert der Heimat-
zugangsknoten die Identität des mobilen Hosts auf 
der Ebene der drahtlosen Verbindung mit der zuge-

ordneten IP-Adresse in einen Zwischenspeicher, was 
folglich einen mobilfunkspezifischen Eintrag in einer 
Leitweglenkungstabelle bildet, die in dem Knoten 
BS2 gespeichert ist.

[0068] Fig. 2 stellt eine beispielhafte Kommunikati-
onssitzung (z.B. eine TCP/IP-Verbindung) dar, die 
zwischen dem mobilen Knoten MH2 und einem wei-
teren Host auftritt, in diesem Fall einem mobilen Host, 
MH1. In den folgenden Beispielen tritt die Mobilität 
des entsprechenden mobilen Hosts MH1 nicht auf, 
obwohl eine solche Mobilität unter Verwendung der-
selben Funktionalität möglich ist, die in Bezug auf die 
Mobilität von dem Knoten MH2 beschrieben werden 
soll. Eine ähnliche Kommunikationssitzung kann 
auch mit einem entsprechenden festen Host durch-
geführt werden. Insbesondere existiert ein separater 
DAG innerhalb des AS, der in Richtung des Knotens 
MH1 gerichtet ist, wobei Datenpakete, die von dem 
Knoten MH2 stammen, zu dem Knoten MH1 geleitet 
werden. Da dieser DAG, der auf den Knoten MH1 ge-
richtet ist, sich nicht ändert, und die Leitweglenkung 
in Richtung des Knotens MH1 von jedem Zugangs-
knoten aus existiert, mit dem der Knoten MH2 ver-
bunden ist, wird keine weitere Beschreibung der Leit-
weglenkung in Richtung des Knotens MH1 gemacht.

[0069] Datenpakete, die von dem Knoten MH1 
stammen und an den Knoten MH2 gerichtet sind, 
werden zu Beginn über seinen Gesamt-DAG zu dem 
Heimatzugangsknoten BS2 geleitet, z.B. über feste 
Knoten BS1, ER1, IR1 und ER2, wie in Fig. 2 gezeigt 
ist.

[0070] Nun kann mit Bezug auf Fig. 3 eine Überga-
beentscheidung zwischen BS auf der Ebene der 
drahtlosen Verbindung entweder von dem Knoten 
MH2 selbst oder von dem Knoten BS2 getroffen wer-
den. Im Falle einer Übergabe, die von dem mobilen 
Knoten ausgelöst wurde, kann die Entscheidung auf 
Basis eines Vergleichs der Qualität der Funkverbin-
dungen getroffen werden, das heißt, zwischen den 
Signalen, die von den Knoten BS2 und BS3 empfan-
gen werden. Wenn sich der mobile Knoten MH2 be-
wegt, kann sich das Signal, das von dem Zugangs-
knoten BS3 empfangen wird, verbessern, während 
sich das Signal, das von dem Zugangsknoten BS2 
empfangen wird, verschlechtert, und bei einem Er-
eignis an einer Entscheidungsschwelle reagiert der 
mobile Host, indem er eine Übergabe zwischen den 
Knoten BS2 und BS3 auslöst. Im Falle einer Überga-
beentscheidung, die an dem Knoten BS2 getroffen 
wird, kann die Entscheidung auf Basis anderer Über-
legungen getroffen werden, wie etwa Verkehrslast. In 
einem solchen Fall sendet der Zugangsknoten BS2 
eine Übergabeanweisung an den Knoten MH2.

[0071] Unabhängig davon, ob die Übergabe zwi-
schen BS von dem mobilen Knoten MH2 oder dem 
Heimatzugangsknoten BS2 ausgelöst wird, wählt der 
11/43



DE 600 27 566 T2    2007.01.25
mobile Knoten MH2 einen neuen Zugangsknoten 
BS3 und sendet ein Tunneleinleitungs(TIN, tunnel in-
itiation)paket an den Heimatzugangsknoten BS2. 
Das TIN-Paket enthält die IP-Adresse des neuen Zu-
gangsknoten BS3, die der mobile Knoten aus einem 
Leuchtfeuer-Kanal liest, der von dem Zugangsknoten 
BS3 gesendet wird. Der mobile Knoten MH2 berech-
net auch eine neue Höhe, indem er den Zeitwert τ von 
seiner Höhe um einen negativen Wert, –1 (der eine 
erste mobilitätsbezogene Leitweglenkungsaktualisie-
rung fern von dem Heimatzugangsknoten BS2 an-
zeigt), verringert, und diesen in das TIN-Paket ein-
schließt.

[0072] Wenn der Heimatzugangsknoten BS2 nun 
mit Bezug auf Fig. 4 das TIN-Paket von den mobilen 
Knoten MH2 empfängt, baut der Heimatzugangskno-
ten BS2 eine kurzfristige IP-in-IP-Tunnelverbindung 
in Richtung des neuen Zugangsknoten BS3 auf. Der 
Heimatzugangsknoten BS2 trägt die Tunnelschnitt-
stelle zu BS3 in seine Leitweglenkungstabelle ein, 
wobei die TORA-Höhe des neuen Zugangsknotens 
BS3 gleich (–1, 0, 0, 1, i) gesetzt wird, um sicherzu-
stellen, dass die Tunnelschnittstelle als eine Verbin-
dung stromabwärts für Datenpaketweiterleitung wäh-
rend des Restes der Übergabeprozedur markiert 
wird.

[0073] Wenn die kurzfristige Tunnelverbindung von 
dem Heimatzugangsknoten BS2 zu dem neuen Zu-
gangsknoten BS2 aufgebaut wurde, leitet der Hei-
matzugangsknoten BS2 das TIN-Paket, das er von 
dem mobilen Knoten MH2 empfangen hat, an den 
neuen Zugangsknoten BS3 über die Tunnelschnitt-
stelle weiter.

[0074] In dem vorliegenden Beispiel ist das Wesen 
des verwendeten Funkverbindungssystems derart, 
dass es dem mobilen Knoten MH2 (wie in zellulären 
CDMA-Funksystemen, die weiche Übergabe ermög-
lichen) möglich ist, über zwei Funkverbindungen mit 
jedem der Zugangsknoten BS2 und BS3 während der 
Übergabe zu kommunizieren. Folglich baut der mobi-
le Knoten MH2 als nächstes eine zweite Funkverbin-
dungen mit dem neuen Zugangsknoten BS3 auf, und 
in dem Knoten BS3 wird ein Eintrag in die Leitweglen-
kungstabelle gemacht, der eine Verbindung stromab-
wärts in Richtung des mobilen Knotens MH2 angibt.

[0075] Der neue Zugangsknoten BS3 erzeugt eine 
gerichtete Aktualisierung per Einzelsendung (UUPD, 
unicast-directed update) und sendet das Paket zu 
seinem Nachbarknoten in der festen Infrastruktur, 
Knoten ER3. Das UUPD-Paket soll entlang einem 
Pfad für Einzelsendung zwischen dem neuen Zu-
gangsknoten BS3 und dem Heimatzugangsknoten 
BS3 laufen, wobei es die Einträge in den Datentabel-
len des Leitweglenkungsprotokolls aktualisiert, und 
folglich auch in wenigstens in einigen Weiterleitung-
stabellen für den nächsten Sprung von allen Knoten 

entlang des Aktualisierungspfades, und allen Knoten, 
die unmittelbar an die Knoten entlang des Pfades an-
grenzen (die Knoten entlang dem Pfad senden eine 
Ankündigung ihrer neuen Höhen an jeden unmittel-
bar benachbarten Knoten, wobei die Weiterleitung 
der Bekanntmachung auf einen Sprung begrenzt ist).

[0076] Nachdem der Mobile MH2 nun mit Bezug auf 
Fig. 6 eine neue drahtlose Verbindung mit dem neu-
en Zugangsknoten BS3 aufgebaut hat, wird die alte 
drahtlose Verbindung zu dem Heimatzugangsknoten 
BS2 aufgelöst. Datenpakete, die an den mobilen 
Knoten MH2 gerichtet sind, die an dem Heimatzu-
gangsknoten BS2 ankommen, werden an den neuen 
Zugangsknoten BS3 über den kurzfristigen Tunnel 
weitergeleitet, und über die neue drahtlose Verbin-
dung weiter zu dem mobilen Knoten MH2.

[0077] Obwohl die alte Funkverbindung nun verlo-
rengeht, wird noch keine Leitweglenkungsaktualisie-
rung an dem Heimatzugangsknoten BS2 ausgelöst 
(wie es sonst nach dem TORA-Protokoll geschehen 
würde), da eine verbleibende Verbindung stromab-
wärts entlang des Tunnels besteht, der zwischen 
dem Heimatzugangsknoten BS2 und dem neuen Zu-
gangsknoten BS3 aufgebaut wurde. Folglich bleibt 
die Leitweglenkung in Richtung des Heimatzugangs-
knoten BS2 aufgebaut, bis die Leitweglenkungsaktu-
alisierung, die von dem neuen Zugangsknoten BS3 
ausgelöst wird, an dem Heimatzugangsknoten BS2 
ankommt. Wie in Fig. 6 gezeigt ist, wird das 
UUPD-Paket von dem ersten Knoten ER3, der das 
UUPD-Paket empfängt, der auch seine Höhe mit 
dem negativen Zeitwert τ aktualisiert, der der Mobili-
tätsaktualisierung (–1) zugeordnet ist, zu dem Knoten 
IR2 weitergeleitet. Der Knoten IR2 aktualisiert wie-
derum seine Höhe mit dem negativen Zeitwert τ, der 
der mobilitätsbezogenen Aktualisierung zugeordnet 
ist. Jeder Knoten entlang des Leitwegs für die Aktua-
lisierung der Leitweglenkung per Einzelsendung in-
krementiert außerdem seinen δ-Wert in dem Quintu-
pel der TORA-Höhe um eins für jeden Sprung des 
UUPD-Pakets für die Leitweglenkungsaktualisierung, 
sodass der δ-Wert die Anzahl von Sprüngen zu dem 
mobilen Knoten über den neuen Zugangsknoten BS3 
statt der δ-Werte der vorhergehenden Einträge in die 
Leitweglenkungstabelle darstellt, die die Anzahl von 
Sprüngen zu dem mobilen Knoten über den Heimat-
zugangsknoten BS2 angezeigt haben. Jede Verbin-
dung entlang des Leitweg für die gerichteten Aktuali-
sierungen per Einzelsendung wird folglich wiederum 
in Richtung des neuen Zugangsknotens BS3 gerich-
tet.

[0078] Das UUPD-Paket wird nun mit Bezug auf 
Fig. 7 als nächstes zu dem nachfolgenden Knoten, 
dem Knoten ER2, entlang des Aktualisierungsleit-
wegs für Einzelsendung weitergeleitet. Knoten ER2 
ist ein Router, der den Übergangspunkt zwischen 
dem verfolgten Leitweglenkungspfad von dem sen-
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denden Knoten MH1 zu dem Heimatzugangsknoten 
BS2 und dem Leitweglenkungspfad markiert, dem 
Pakete folgen, die von dem Knoten MH1 zu dem neu-
en Zugangsknoten BS3 gesendet werden (wobei der 
Leitweglenkungspfad aufgebaut ist). Nachdem wie in 
Fig. 8 gezeigt die Einträge in die Datentabellen des 
Leitweglenkungsprotokolls in dem Knoten ER2 nach 
dem Empfang der UUPD-Pakete aktualisiert sind, hat 
der Übergangsknoten ER2 zwei Verbindungen 
stromabwärts, eine in Richtung des Heimatzugangs-
knotens BS2 und eine in Richtung des neuen Zu-
gangsknotens BS3. Weil jedoch die Verbindung 
stromabwärts in Richtung des neuen Zugangskno-
tens BS3 einen negativen Zeitwert τ aufweist, der 
eine (neuste) mobilitätsbezogene Aktualisierung an-
zeigt, wird die Verbindung stromabwärts in Richtung 
des neuen Zugangsknotens BS2 vorzugsweise als 
die Verbindung zur Weiterleitung zum nächsten 
Sprung ausgewählt. Datenpakete, die an dem Kno-
ten ER2 ankommen, die an den mobilen Haus MH2 
gerichtet sind, werden zu dem Knoten IR2 entlang 
des Leitweglenkungspfades zu dem neuen Zugangs-
knoten BS3 weitergeleitet. Nach der Verzweigung 
des Leitweglenkungspfades an dem Übergangsrou-
ter werden keine weiteren Datenpakete zu BS2 wei-
tergeleitet, und es werden keine weiteren Datenpa-
kete durch die Tunnelschnittstelle zwischen dem 
Knoten BS2 und dem Knoten BS3 geleitet. Die Tun-
nelschnittstelle bleibt jedoch für die Zeitdauer instal-
liert, für die sie an dem Heimatzugangsknoten BS2 
ist, um sicherzustellen, dass von dem Heimatzu-
gangsknoten BS2 keine Leitweglenkungsaktualisie-
rung erzeugt wird (wegen Verlustes aller seiner Ver-
bindungen stromabwärts), bis das UUPD-Paket an 
dem Heimatzugangsknoten BS2 ankommt. Nach der 
Ankunft des UUPD-Paketes an dem Heimatzugangs-
knoten BS2 werden die Einträge für den Tunnelzu-
stand in der Leitweglenkungstabelle von BS2 ent-
fernt, wodurch die Tunnelschnittstelle für MH2 ent-
fernt wird.

[0079] Es sei nun mit Bezug auf Fig. 9 angemerkt, 
dass die Höhe des Heimatzugangsknoten BS2 bei 
Empfang des UUPD-Paketes nicht neu definiert wird 
(die Richtung der Verbindung zwischen dem Knoten 
BS2 und ER2 wird jedoch wegen des negativen Zeit-
wertes τ umgekehrt, der durch die Höhe des Knotens 
ER2 definiert ist, was folglich anderen mobilen Hosts, 
die Dienste über BS2 empfangen, ermöglicht, Pakete 
zu MH2 zu senden), da der Heimatzugangsknoten 
BS2 das Ende des Aktualisierungspfades per Einzel-
sendung bildet.

[0080] Nach dem Empfang der UUPD-Nachricht 
kann der Heimatzugangsknoten BS2 schließlich eine 
Aktualisierung-beendet-Bestätigung (UUPD-Ack, 
UUPD-Bestätigung) in Richtung des neuen Zugangs-
knotens BS3 senden. Das UUPD-Ack-Paket folgt 
dem Leitweglenkungspfad, der durch Aktualisierung 
per Einzelsendung aufgebaut wurde, in dem DAG in 

Richtung des neuen Zugangsknotens BS3. Nach 
dem Senden des UUPD-Ack-Paketes gibt der alte 
Zugangsknoten BS2 die zeitweilige Steuerung des 
DAG für die IP-Adresse auf, die er ursprünglich dem 
mobilen Knoten MH2 zugeordnet hat. Nach dem 
Empfang des UUPD-Ack-Paketes übernimmt der 
neue Zugangsknoten BS3 die zeitweilige Steuerung 
des DAG für die IP-Adresse des mobilen Knotens.

[0081] Die Aktualisierung der Leitweglenkung, die 
mit der Übergabe zwischen BS der mobilen Stationen 
auf der Funkverbindungsebene verbunden ist, ist nun 
abgeschlossen, wobei sie die Neudefinition der Höhe 
von nur einer begrenzten Anzahl von Knoten entlang 
des Aktualisierungspfades mit Einzelsendung bein-
haltet (in dem Beispiel, das in Fig. 9 gezeigt ist, nur 
fünf Knoten). Darüber hinaus ist die Aktualisierung 
von Einträgen in die Datentabelle des Leitweglen-
kungsprotokolls auch begrenzt, wobei solche Aktua-
lisierungen nur in den Knoten, die die UUPD-Nach-
richt empfangen, und in den unmittelbar angrenzen-
den Knoten erforderlich sind (die eine Bekanntma-
chung der neuen Höhen empfangen und die neuen 
Höhen in ihren Leitweglenkungstabellen speichern). 
In dem Beispiel, das in Fig. 9 gezeigt ist, werden die 
Aktualisierungen der Datentabellen des Leitweglen-
kungsprotokolls auch in jedem der Knoten IR1, CR1, 
CR2 und CR3 durchgeführt.

[0082] Die Fig. 10 und Fig. 11 zeigen den Zustand 
des DAG in dem AS vor und nach einer anschließen-
den mobilitätsbezogenen Aktualisierung. In diesem 
Fall wird der mobile Knoten MH2 von dem Zugangs-
knoten BS3, an den der mobile Knoten zuvor von den 
Zugangsknoten BS2 übergeben wurde, an einen wei-
teren Zugangsknoten BS4 übergeben. Die einge-
setzte Prozedur ist dieselbe, wie die, die in Bezug auf 
die mobilitätsbezogene Aktualisierung beschrieben 
wurde, die von der ersten Übergabe des mobilen 
Knotens von dem Zugangsknoten BS2 an den Zu-
gangsknoten BS2 ausgelöst wurde, außer, dass die 
neue Höhe, die von der Aktualisierung per Einzelsen-
dung erzeugt wird, die von dem neuen Zugangskno-
ten BS4 gesendet wird, eine weitere Implementie-
rung des negativen Zeitwerts τ enthält (dessen Größe 
um –2 erhöht wird), um die mobilitätsbezogen aktua-
lisierten Höhen, die von dem zweiten Auftreten von 
Mobilität verursacht sind, von den mobilitätsbezogen 
aktualisierten Höhen von dem ersten Auftreten von 
Mobilität (die einen Zeitwert τ von –1 aufweisen), und 
die mobilitätsbezogen aktualisierten Höhen von den 
Höhen zu unterscheiden, die in dem zuvor berechne-
ten DAG zugeordnet wurden (die einen Zeitwert von 
0 aufweisen). Wie in Fig. 1 gezeigt ist haben die Kno-
ten, die an der neuen Aktualisierung beteiligt sind, zu 
Anfang Höhen, die einen Zeitwert τ von 0 haben, was 
anzeigt, dass die Höhen so sind, wie sie in dem zuvor 
berechneten DAG definiert wurden.

[0083] Ein weiteres Beispiel der mobilitätsbezoge-
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nen Leitweglenkungsaktualisierung, bei der der mo-
bile Knoten (wie in einem zellulären GSM-Funksys-
tem) nur über eine einzelne Funkverbindung zu einer 
bestimmten Zeit kommunizieren kann, wird nun mit 
Bezug auf die Fig. 12 bis Fig. 16 beschrieben. In die-
sem Fall sind die Schritte, die mit Bezug auf die 
Fig. 2 bis Fig. 4 in dem vorangehenden Beispiel be-
schrieben wurden, identisch. Wie in Fig. 5 gezeigt, 
wird das UUPD-Paket, das von dem neuen Zugangs-
knoten BS3 gesendet wird, als Reaktion auf den 
Empfang eines TIN-Paketes über die Tunnelschnitt-
stelle erzeugt.

[0084] Mit Bezug auf Fig. 13 verliert nun der mobile 
Knoten MH2 zuerst seine Funkverbindung mit dem 
Heimatzugangsknoten BS2, und eine kurze Zeitdau-
er vergeht (um die Neusynchronisierung mit dem 
neuen Zugangsknoten BS3 auf der Funkverbindung 
zu ermöglichen, usw.), bevor die neue Funkverbin-
dung mit dem neuen Zugangsknoten aufgebaut wer-
den kann. Während der Zeitdauer, während der der 
mobile Knoten MH2 keine Funkverbindung hat, wer-
den Pakete, die an dem Heimatzugangsknoten BS2 
ankommen, von der Tunnelschnittstelle von dem Hei-
matzugangsknoten BS2 weitergeleitet und an dem 
neuen Zugangsknoten BS3 in eine Warteschlange 
gestellt, bis die neue Funkverbindung aufgebaut ist. 
Als Nächstes wird entweder die neue Funkverbin-
dung aufgebaut oder das UUPD-Paket kommt an 
dem Heimatzugangsknoten BS2 an. Wenn die neue 
Funkverbindung zuerst aufgebaut ist, übernimmt der 
neue Zugangsknoten BS3 sofort die vorläufige Steu-
erung des DAG für die IP-Adresse des mobilen Kno-
tens. Sonst wartet der neue Zugangsknoten BS3, bis 
er die UUPD-Ack-Nachricht von dem Heimatzu-
gangsknoten BS2 empfängt. Verbleibende Schritte, 
die in Bezug auf das vorangehende Beispiel be-
schrieben wurden (entfernen des Tunnels, nachfol-
gende Mobilität, usw.), werden auch in Bezug auf das 
vorliegende Beispiel angewendet.

[0085] Die Fig. 17 bis Fig. 25 zeigen eine Prozedur, 
durch die, wenn ein mobiler Knoten eine Zugangssit-
zung beendet, Leitweglenkungaktualisierungen aus-
geführt werden, die den DAG für die IP-Adresse des 
mobilen Knotens in den Zustand des DAG zurückver-
setzt, bevor die IP-Adresse dem mobilen Knoten ur-
sprünglich zugeordnet wurde. Die Prozedur für die 
Leitweglenkungaktualisierungen umfasst, dass Leit-
weglenkungaktualisierungen nur an eine begrenzte 
Anzahl von Knoten in dem AS (entlang den Pfaden, 
entlang denen mobilitätsbezogene Aktualisierungen 
per Einzelsendung zuvor ausgeführt wurden) gesen-
det werden, und dass Aktualisierungen in den Daten-
tabellen der Leitweglenkungsprotokolle nur bei einer 
begrenzten Anzahl von Knoten (die Knoten, entlang 
denen die Nachrichten für die Leitweglenkungsaktu-
alisierung mit wiederhergestellter Lenkung laufen 
und alle unmittelbar angrenzenden Knoten) erforder-
lich sind.

[0086] Wenn mit Bezug auf Fig. 17 der mobile Kno-
ten MH2 die Zugangssitzung beendet, sendet der ak-
tuelle Zugangsknoten BS4 eine Wiederherstellungs-
anfrage (RR, restore request) für die IP-Adresse an 
den Heimatzugangsknoten. Dies kann durch Wissen 
über die Identität des „Heimat"-Zugangsknotens für 
die IP-Adresse an dem aktuellen Zugangsknoten er-
reicht werden. Dieses Wissen kann bereitgestellt 
werden, indem die Identität des Besitzer-BS gesen-
det wird, wenn das Gesamt-DAG mit dem OPT-Pa-
ket-Aktualisierungsmechanismus erzeugt wird, und 
diese Identität als Daten des Leitweglenkungsproto-
kolls zusätzlich zu den anderen Daten des Leitweg-
lenkungsprotokolls, die in dem Zugangsknoten ge-
speichert sind, gespeichert wird. Dieses Wissen kann 
alternativ von dem mobilen Knoten bereitgestellt wer-
den, der die Identität des Heimat-BS speichert, wenn 
seine IP-Adresse zum ersten Mal zugeordnet wird, 
und diese Identität zu jedem Zugangsknoten, von de-
nen der mobile Knoten Dienste während seiner Zu-
gangssitzung empfängt, gesendet wird, um sie vorü-
bergehend darin zu speichern. Wenn folglich der mo-
bile Knoten MH2 diese Sitzung mit Zugang beendet, 
sendet der aktuelle Zugangsknoten BS4 das RR-Pa-
ket, das zu Beginn mit der IP-Adresse des mobilen 
Knotens adressiert ist und entlang einer IP-in-IP-Tun-
nelverbindung zu dem Heimatzugangsknoten BS2 
mit der IP-Adresse des Heimatzugangsknotens BS2 
eingekapselt ist.

[0087] Als eine Alternative zum Anfordern von Wis-
sen über die Identität des Heimat-BS einer IP-Adres-
se kann das RR-Paket mit der IP-Adresse des mobi-
len Knotens als Zieladresse jedoch mit einem Be-
zeichner in seinem Header gesendet werden, der je-
dem weiter leitenden Knoten anzeigt, dass das Paket 
entlang dem Gesamt-DAG-Leitweglenkungspfad ge-
lenkt werden soll, das während der gesamten Zu-
gangssitzung an den Heimat-BS gerichtet bleibt.

[0088] Als Reaktion auf den Empfang des RR-Pa-
kets markiert der Heimatzugangsknoten BS2 eine 
Verbindung stromabwärts in seiner Leitweglenkung-
stabelle zu dem mobilen Host MH2. Diese Verbin-
dung stromabwärts ist eine virtuelle Verbindung, da 
der mobile Host aktuell nicht in Funkverbindung mit 
irgend einem Zugangsknoten steht und sich in Wirk-
lichkeit im Dienstbereich von einem anderen Zu-
gangsknoten (dem von Zugangsknoten BS4) befin-
det. Alle Pakete, die an BS4 nach dem Ende seiner 
Sitzung mit Zugang für den mobilen Knoten MH2 an-
kommen, können entlang dem Tunnel zu dem Hei-
matzugangsknoten BS2 weitergeleitet werden, und 
können für zukünftige Weiterleitung zu dem mobilen 
Knoten MH2 gespeichert werden, wenn er eine neue 
Sitzung über Zugang beginnt.

[0089] Nach dem Empfang des RR-Pakets setzt der 
Heimatzugangsknoten BS2 auch die Höhe des (nun 
virtuellen) mobilen Knotens auf ein „alle-null"-Be-
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zugsniveau zurück und sendet Pakete für gerichtete 
Wiederherstellungsaktualisierung per Einzelsendung 
(UDRU, unicast-directed restore update) in Richtung 
des aktuellen Zugangsknotens BS4 über die feste In-
frastruktur des AS, wie in Fig. 18 dargestellt ist. Das 
UDRU-Paket wird entlang eines Leitwegs für Einzel-
sendungen weitergeleitet, der nur Knoten mit Höhen 
enthält, die zuvor als Ergebnis von mobilitätsbezoge-
ner Aktualisierung neu definiert wurden. In dem Bei-
spiel, das in Fig. 18 gezeigt ist, sind diese Knoten die 
Knoten ER2, IR2, ER3, IR3, CR4, IR4ER4 und BS4.

[0090] Da das UDRU-Paket an jedem der Knoten 
entlang des Pfades für Einzelsendungen empfangen 
wird, werden die TORA-Höhen an jedem Knoten auf 
ein „alle-null"-Bezugsniveau zurückgesetzt, und die 
Werte δ der Höhen werden neu definiert, damit sie 
statt der vorherigen Werte der Einträge, die die An-
zahl von Sprüngen zu dem mobilen Knoten über den 
aktuellen Zugangsknoten darstellen, die Anzahl von 
Sprüngen zu dem (nun virtuellen) mobilen Knoten 
über den Heimatzugangsknoten darstellen. Dieser 
Prozess ist in jeder der Fig. 18 bis Fig. 22 dargestellt.

[0091] Zusätzlich zur Aktualisierung von Höhen ent-
lang des Aktualisierungsleitwegs per Einzelsendung 
werden die aktualisierten Höhen jedem unmittelbar 
angrenzenden Knoten bekanntgemacht. Jeder Kno-
ten mit einem negativen Zeitwert τ seiner eigenen 
Höhe, der eine Bekanntmachung empfängt, die das 
Zurücksetzen von negativen Zeitwerten τ auf 0 an-
zeigt, wie in dem Fall von Zugangsknoten BS3 (in 
Fig. 20 dargestellt), setzt auch seine eigene Höhe 
auf ein „allenull"-Bezugsniveau, definiert seinen Wert 
δ, sodass er die Anzahl von Sprüngen zu der (nun vir-
tuellen) mobilen Station über den Heimatzugangs-
knoten angibt, und erzeugt eine Bekanntmachung 
seiner eigenen neuen Höhe und sendet sie an alle 
seine eigenen Nachbarn. Alle Nachbarn, die eine be-
kanntgemachte neue Höhe empfangen, die ihre eige-
ne Höhe nicht zurücksetzt, verbreiten die Bekannt-
machung nicht mehr weiter.

[0092] Nachdem das UDRU-Paket wie in Fig. 23
dargestellt an dem aktuellen Knoten BS4 empfangen 
wird, löscht der aktuelle Zugangsknoten den Zu-
stand, der dem mobilen Knoten MH2 in seinen Leit-
weglenkungstabellen zugeordnet ist und sendet eine 
UDRU-Bestätigungsnachricht entlang dem Leitweg-
lenkungspfad, der soeben durch die Aktualisierung 
per Einzelsendung erzeugt wurde, in Richtung des 
Heimatzugangsknoten BS2, wodurch die vorläufige 
Steuerung des DAG für die IP-Adresse aufgegeben 
wird, die zuvor von dem mobilen Knoten MH2 ver-
wendet wurde.

[0093] Wie in Fig. 24 gezeigt läuft das UDRU-Be-
stätigungspaket schließlich zu dem Heimatzugangs-
knoten BS2. Nach dem Empfang entfernt der Heimat-
zugangsknoten BS2 alle Zustände, die dem mobilen 

Knoten MH2 zugeordnet sind, und übernimmt die 
Steuerung des DAG für die IP-Adresse. Die 
IP-Adresse kann dann noch einmal einem anderen 
mobilen Knoten MH3 dynamisch zugewiesen wer-
den, der eine Sitzung mit Zugang in den Bereich des 
Zugangsknotens BS2 beginnt, wie in Fig. 25 gezeigt 
ist.

[0094] Zusammenfassend umfassen die Modifikati-
onen eines Leitweglenkungsprotokolls, die durch die 
vorliegende Erfindung geschaffen werden, und die 
einzelnen oder in allen Kombinationen verwendet 
werden können, folgende: 

1. Speichern von eindeutigen Daten des Leitweg-
lenkungsprotokolls („negative" Bezugsniveaus für 
die Höhe im Fall des TORA-Protokolls), die als 
eine Folge der Mobilität erzeugt werden, sodass 
Pakete in Richtung des zuletzt zugeordneten 
Nachbarn stromabwärts weitergeleitet werden.
2. Integrieren von gerichteten Aktualisierungen 
per Einzelsendung bei Mobilität, um die Leitweg-
lenkung bei Übergabe anzupassen, indem Daten 
des Leitweglenkungsprotokolls geändert werden, 
die nur in einer begrenzten Menge der Knoten ei-
nes AS gespeichert sind.
3. Integrieren von gerichteten Aktualisierungen für 
Wiederherstellung per Einzelsendung, um die Ef-
fekte der Mobilität auf Basis von Übergabe („ne-
gative" Bezugsniveaus von Höhen im Fall von TO-
RA) zu löschen.

[0095] Es sollte klar sein, dass die oben beschriebe-
nen Ausführungen ein modifiziertes Leitweglen-
kungsprotokoll beschreiben, das auf dem TORA-Leit-
weglenkungsprotokoll basiert. Aspekte der Erfindung 
können jedoch genutzt werden, um andere bekannte 
Leitweglenkungsprotokolle zu modifizieren, wie etwa 
OSPF, RIP usw.

[0096] Obwohl in den oben beschriebenen Ausfüh-
rungen die Infrastruktur des Autonomen Systems fest 
ist, ist es klar, dass darüber hinaus ein oder mehrere 
der Router in der Infrastruktur mobile Router, wie sie 
etwa in Bereich der Satellitenkommunikation verwen-
det werden, und andere Systeme sein können, in de-
nen ein oder mehrere Router in der Infrastruktur 
Langzeitmobilität zeigen.

[0097] Darüber hinaus können mobile Knoten auch 
mit einem Zugangsknoten über eine bewegliche nicht 
drahtlose Kommunikationsverbindung verbunden 
werden, wie etwa eine Einsteck-Kabelverbindung.

Patentansprüche

1.  Verfahren zur Steuerung der Leitweglenkung 
von Paketen in einem Netzwerk mit verbindungslo-
sem Leitweglenkungsprotokoll mit einer Infrastruktur 
aus Paketvermittlungsknoten (CR, IR, ER), die durch 
Pakettransportverbindungen miteinander verbunden 
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sind, und mehreren Zugangsknoten (BS), zu denen 
in der Infrastruktur für eine bestimmte Netzwerkad-
resse ein Leitweglenkungspfad gelenkt werden kann, 
der durch Daten definiert wird, die in den Paketver-
mittlungsknoten (CR, IR, ER) gespeichert sind, die 
entlang des Leitweglenkungspfades angeordnet 
sind, wobei das Verfahren folgendes umfasst:  
Lenken von Paketen entlang eines ersten Leitweg-
lenkungpfades zu einer ersten Netzwerkadresse, wo-
bei der Leitweglenkungspfad zu einem ersten Zu-
gangsknoten (BS2) führt, der einen mobilen Knoten 
(MH2) versorgt, der die erste Netzwerkadresse über 
eine Kommunikationsverbindung verwendet;  
wobei das Verfahren dadurch gekennzeichnet ist, 
dass es folgendes umfasst:  
Festlegen einer Schnittstelle, die von der Kommuni-
kationsverbindung von dem ersten Zugangsknoten 
(BS2) zu dem mobilen Knoten (MH2) verschieden ist, 
auf der Pakete weitergeleitet werden, die entlang des 
ersten Leitweglenkungspfades zu einem zweiten Zu-
gangsknoten (BS3) ankommen;  
nach dem Festlegen der Schnittstelle Übergeben der 
Kommunikationsverbindung des mobilen Knotens 
(MH2), sodass der zweite Zugangsknoten (BS3) den 
mobilen Knoten (MH2) versorgt;  
als Reaktion auf das Übergeben der Kommunikati-
onsverbindung Ändern der Leitweglenkung für die 
erste Netzwerkadresse in der Infrastruktur und Er-
zeugen eines zweiten Leitweglenkungspfades für die 
erste Netzwerkadresse, der zu dem zweiten Zu-
gangsknoten führt (BS3);  
als Reaktion auf die Erzeugung des zweiten Leitweg-
lenkungpfades Ändern der Leitweglenkung in der In-
frastruktur für die erste Netzwerkadresse und Entfer-
nen des ersten Leitweglenkungspfades; und  
Lenken von Paketen zu dem zweiten Zugangsknoten 
(BS3) über den zweiten Leitweglenkungspfad.

2.  Verfahren nach Anspruch 1, bei dem der 
Schritt des Festlegens das Festlegen eines Weiterlei-
tungspfades für die erste Netzwerkadresse von dem 
ersten Zugangsknoten (BS2) zu dem zweiten Zu-
gangsknoten (BS3) umfasst, wobei der Weiterlei-
tungspfad für die erste Netzwerkadresse nicht erfor-
dert, dass die Leitweglenkung in der Infrastruktur ge-
ändert wird.

3.  Verfahren nach Anspruch 2, bei dem die an-
kommenden Pakete verkapselt und über einen Pa-
kettunnel gesendet werden, der den Weiterleitungs-
pfad bildet.

4.  Verfahren nach Anspruch 3, bei dem der Pa-
kettunnel bereitgestellt wird, indem über die Infra-
struktur getunnelt wird.

5.  Verfahren nach Anspruch 2, 3 oder 4, bei dem 
ein oder mehrere Pakete mit Steuerdaten zur Verwal-
tung der Änderungen der Leitweglenkung über den 
Weiterleitungspfad gesendet werden.

6.  Verfahren nach Anspruch 5, bei dem ein oder 
mehrere Pakete mit Steuerdaten ein Steuerdatenpa-
ket umfassen, das die Änderungen der Leitweglen-
kung an dem zweiten Zugangsknoten (BS3) einleitet.

7.  Verfahren nach einem der vorangehenden An-
sprüche, bei dem die Änderungen der Leitweglen-
kung umfassen, dass der zweite Zugangsknoten 
(BS3) eine Aktualisierung der Leitweglenkung 
(UUPD) an die Infrastruktur sendet.

8.  Verfahren nach einem der Ansprüche 2 bis 7, 
bei dem der Weiterleitungspfad durch Zustandsdaten 
festgelegt wird, die in dem ersten Zugangsknoten 
(BS2) gespeichert sind, und die sich auf den mobilen 
(MH2) Knoten beziehen.

9.  Verfahren nach Anspruch 8, bei dem die Zu-
standsdaten aus dem ersten Zugangsknoten (BS2) 
nach der Übertragung der Aktualisierung der Leit-
weglenkung (UUPD) zu dem ersten Zugangsknoten 
(BS2) entfernt werden.

10.  Verfahren nach Anspruch 9, bei dem die Zu-
standsdaten aus dem ersten Zugangsknoten (BS2) 
als Reaktion auf den Empfang der Aktualisierung der 
Leitweglenkung (UUPD) an dem ersten Zugangskno-
ten (BS2) entfernt werden.

11.  Verfahren nach Anspruch 9 oder 10, bei dem 
der erste Zugangsknoten (BS2) eine Bestätigung der 
Aktualisierung der Leitweglenkung an den zweiten 
Zugangsknoten (BS3) als Reaktion auf den Empfang 
der Aktualisierung der Leitweglenkung (UUPD) sen-
det.

12.  Verfahren nach einem der Ansprüche 8 bis 
11, bei dem den Zustandsdaten eine Zeitbegrenzung 
zugeordnet ist, wobei die Zustandsdaten nach dem 
Ablauf der Zeitbegrenzung aus dem ersten Zugangs-
knoten (BS2) entfernt werden.

13.  Verfahren nach Anspruch 1, bei dem die 
Schnittstelle zu einem Cache-Speicher führt, der für 
den ersten Zugangsknoten (BS2) lokal ist.

14.  Verfahren nach Anspruch 7, bei dem die Ak-
tualisierung der Leitweglenkung (UUPD) dazu einge-
richtet ist, über die Infrastruktur zu dem ersten Zu-
gangsknoten (BS2) übertragen zu werden.

15.  Verfahren nach Anspruch 14, bei dem die Ak-
tualisierung der Leitweglenkung (UUPD) zu dem Zu-
gangsknoten (BS2) als eine Aktualisierung per Ein-
zelsendung gesendet wird.

16.  Verfahren nach einem der vorangehenden 
Ansprüche, bei dem der Schritt des Festlegens als 
Reaktion auf den Empfang einer Anfrage nach Mobi-
lität ausgeführt wird, die von dem mobilen Knoten 
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(MH2) kommend an dem ersten Zugangsknoten 
(BS2) empfangen wird.

17.  Verfahren nach einem der vorangehenden 
Ansprüche, bei dem die Kommunikationsverbindung 
eine drahtlose Verbindung ist.

18.  Verfahren nach Anspruch 17, bei dem die 
drahtlose Verbindung dem mobilen Knoten (MH2) er-
möglicht, während der Übergabe Daten nur von ei-
nem von dem ersten Zugangsknoten (BS2) und dem 
zweiten Zugangsknoten (BS3) zu empfangen.

19.  Verfahren nach Anspruch 18, bei dem die 
drahtlose Verbindung eine TDMA-Funkverbindung 
ist.

20.  Verfahren nach Anspruch 17, bei dem die 
drahtlose Verbindung dem mobilen Knoten (MH2) er-
möglicht, während der Übergabe Daten sowohl von 
dem ersten Zugangsknoten (BS2), als auch von dem 
zweiten Zugangsknoten (BS3) zu empfangen.

21.  Verfahren nach Anspruch 20, bei dem die 
drahtlose Verbindung eine CDMA-Funkverbindung 
ist.

22.  Verfahren nach einem der vorangehenden 
Ansprüche, bei dem die Netzwerkadresse eine 
IP-Adresse nach dem Internetprotokoll ist.

Es folgen 26 Blatt Zeichnungen
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Anhängende Zeichnungen
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