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57 ABSTRACT

A non-binary affinity measure between any two data points
for a supervised classifier may be determined. For example,
affinity measures may be determined for tree, kernel-based,
nearest neighbor-based and neural network supervised clas-
sifiers. By providing non-binary affinity measures using
supervised classifiers, more information may be provided for
clustering, analyzing and, particularly, for visualizing the
results of data mining.

27 Claims, 6 Drawing Sheets

26a

TREE MINING

FEED FIRST DATA POINT INTO
DECISION TREE

I

SET BRANCH TOTALS TO No.
OF BRANCHES T0 LEAF

}

FEED SECOND DATA POINT
INTO DECISION TREE

l

\ADD NEW BRANCH POINTS TO
THE BRANCH TOTAL

}

START AT ROOF BRANCH
POINT

R

ADD ONE IF POINTS TAKE THE
SAME BRANCH

CALCULATE AFFINITY
MEASURE

END



U.S. Patent Feb. 14, 2012 Sheet 1 of 6 US 8,117,143 B2

12
PROCESSOR ¢
10 \
14
22
2
SYSTEM STORAGE 10 STORAGE
MEMORY N\ \ "
16 18 263
DATA MINING 2
@ﬁ 20 SOFTWARE 26d

FIG. 1

28
| AACBAABBCBCC | 3gp




U.S. Patent

Feb. 14, 2012 Sheet 2 of

6 US 8,117,143 B2

26a
( TREE MINING Y

A 4

FEED FIRST DATA POINT INTO
DECISION TREE

h 4

SET BRANCH TOTALS T0 No.
OF BRANCHES TO LEAF

A 4

FEED SECOND DATA POINT
INTO DECISION TREE

A 4

ADD NEW BRANCH POINTS TO
THE BRANCH TOTAL

h 4

START AT ROOF BRANCH
POINT

\ 4

ADD ONE IF POINTS TAKE THE
SAME BRANCH

LAST BRANCH
POINT?

CALCULATE AFFINITY
MEASURE

(E;\;D)

FIG. 3



U.S. Patent Feb. 14, 2012 Sheet 3 of 6 US 8,117,143 B2

26b
GOHEST Mwuv@/

'

FIND FIRST
TREE

/50

+l

POINTS

FIND AFFINITY BETWEEN / 92
FIRST & SECOND

YES

94

s

CALCULATE
AFFINITY

/56

END

FIG. 4



U.S. Patent Feb. 14, 2012 Sheet 4 of 6 US 8,117,143 B2

26¢
( KERNEL MINING )

Y

58
CHOOSE AT LEAST /
M+1 KERNELS

Y
CALCULATE AFFINITY AS A / 60

FUNCTION OF KERNEL

DISTANCE, NUMBER OF K-NEAREST NEIGHBOR 26d
KERNELS MINING
v A\
END FIND THE K NEAREST 6
NEIGHBORS FOR THE
FIG. 5 FIRST POINT

\ J

FIND THE K NEAREST |/~ 62
NEIGHBORS FOR THE
SECOND POINTS

v

COUNT HOW MANY OF THE 63
NEIGHBORS HAVE THE SAME /‘
CLASS LABEL BETWEEN THE TWO
POINTS

\ 4

CALCULATE AFFINITY AS / 64
NUMBER OF SAME
LABELS DIVIDED BY K

A 4

(EnD)
FIG. 6




U.S. Patent Feb. 14, 2012 Sheet 5 of 6 US 8,117,143 B2




U.S. Patent Feb. 14, 2012 Sheet 6 of 6 US 8,117,143 B2

26e
NEURAL NETWORK

MINING

l

CALCULATE THE (1 - 0) NORMALIZED /— 80
OUTPUT VECTOR FOR THE FIRST

DATA POINT.

l

CALCULATE THE (1- 0) NORMALIZED /— 81
OUTPUT VECTOR FOR THE SECOND
DATA POINT.

l

SUM THE ABSOLUTE VALUE OF THE
(1 - 0) NORMALIZED NODE BY NODE
DIFFERENCE

l

CALCULATE THE AVERAGE OF THE
SUM

l

CALCULATE THE AFFINITY BY TAKING /— 84
1 MINUS THE ABOVE AVERAGE
NORMALIZED SUM

82

<

83

)

END

FIG. 8



US 8,117,143 B2

1
USING AFFINITY MEASURES WITH
SUPERVISED CLASSIFIERS

BACKGROUND

This invention relates generally to data mining.

Data mining involves the statistical analysis of complex
data. In one application, data mining technology may be
utilized to implement machine learning. Generally, data min-
ing may be used to learn from data. Data features enable
predictions to be made. A training set of data may be observed
to find the combination and weighting of those features that
are determinative of data outcomes of interest. A predictive
model is developed to predict a corresponding outcome based
on the previously found combination and weighting of fea-
tures as they appear in new data.

A dataset may include a collection of data points which
have a set of features. Supervised data contains labels or
predictors. That is, a dataset may contain a collection of
features and a label or predictor for those features. As an
example, a dataset may include a collection of features about
mushrooms, such as cap type, color, texture, and so on, and a
label such as edible, poisonous, medicinal, and so on, or a
predictor, such as a numeral value representing the toxicity of
a mushroom.

A supervised classifier takes as an input the data point
features and is trained on and learns to associate the label or
predictor of that data point. In a test mode, where only the
features of a data point are available, the classifier attempts to
produce the correct label or predictor for a data point.

Tree based classifiers make sequential decisions on a
selected feature at each branch point in order to arrive at a
final label or prediction at the leaves of a tree. A classifier may
be used to decide which data points meet a given criteria. At
each branch point, data points are sorted into their appropriate
branch according to how they meet the criterion. This classi-
fication proceeds downwardly from a root or starting point to
leaves or ending points. A forest consists of many trees, each
of which give a weighted vote for the label or prediction
value.

A kernel uses a radial kernel, such as a Gaussian kernel, to
measure distances between data points and kernel centers.
Kernel methods achieve localization using a weighting func-
tion of each kernel that assigns a weight to a data point based
on its distance from each kernel center.

Nearest neighbor classifiers associate a label or predictor
of a new point with that of its nearest neighboring points.
Classification is based on the majority vote of those nearest
neighbors.

It would be desirable to quantitatively assess the effective-
ness of various supervised classifiers on any given dataset.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic depiction of a computer system in
accordance with one embodiment of the present invention;

FIG. 2 illustrates a binary decision tree supervised classi-
fier in accordance with one embodiment of the present inven-
tion;

FIG. 3 is a flow chart for software for implementing one
embodiment of the present invention in connection with atree
classifier;

FIG. 4 is a flow chart for software in accordance with one
embodiment of the present invention useful in connection
with a forest;
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FIG. 5 is a flow chart for software in accordance with one
embodiment of the present invention associated with a kernel
classifier;

FIG. 6 is a flow chart for software in accordance with one
embodiment of the present invention useful with nearest
neighbor based classifiers;

FIG. 7 illustrates a neural network based classifier in accor-
dance with one embodiment of the present invention; and

FIG. 8 is a flow chart for software in accordance with one
embodiment of the present invention associated with neural
network classifiers.

DETAILED DESCRIPTION

Referring to FIG. 1, a computer system 10 may include a
processor 12 coupled to a bus 14. The system 10 is only an
example and the present invention is not limited to any par-
ticular architecture. In a simple example, the bus 14 may be
coupled to system memory 16, a storage 18, an input/output
device 22, and another storage 24. The storage 24 may store
various software, including data mining software 26a, 265,
26¢, and 26d. Data to be classified may be stored in a database
20 associated with the storage 18.

Referring to FIG. 2, a tree based classifier includes a root
28 and branches indicated at 30 and 32. Thus, a root dataset 28
may be progressively classified into branches using a decision
criterion. At each decision or branching point, the decision
criterion is applied. The most common decision criterion is to
find a function of the features that best separates the data into
like groups, each group of which is then assigned to follow its
corresponding branch at that point. The tree based classifier
enables one to select or distinguish between data. For
example, some data may have features that may be more
relevant or more pertinent than other data. The data’s rel-
evancy may be specified by a classifier that enables the data to
be assessed.

Generally, a tree based classifier may use multiple
branches at each branching point. Most commonly and to be
concrete, we discuss a binary decision tree below where there
can only be two choices at each branch point: Follow the
“left” branch or follow the “right” branch. By our convention,
call the left branches 30a, 324 of the tree the “yes” branches
and the right branches 305, 325 of the tree the “no” branches.
That is, data with features that meet the classification criteria
are placed in the left branch and data that does not meet those
criteria are placed in the right branch. The classification cri-
teria (which is not shown in FIG. 2) is applied at the branching
point between branches.

Thus, the initial dataset AACBAABBCBCC at the root 28
may be subjected to a tree based classification. By our con-
vention here, the repeats of the data points “A”, “B” and “C”
are meant to represent different data that share strong rela-
tionship with each other in their respective groups. The data
(AACACB) that satisfies a first classifier is put into the left
branch 30q, while the data (CBABBC) that does not satisfy
the classifier is put into the right branch 306. In this way, the
data can be uniquely classified in a relatively easily visualized
format.

Once a tree has been formed, it is desirable to create an
affinity measure between two data points, such as points A
and B in FIG. 2. An affinity measure may be bounded between
total affinity (one) and no affinity (zero). The affinity measure
quantifies the degree of relatedness of two data points, as
determined by the selected classifier.

In order to determine affinity between two data points A
and B, the points are fed into the root 28 of the tree and are
subjected to a tree based classification until the data points
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ultimately classify into the same leaf or 2 different leaves. In
the case illustrated in FIG. 2, the data point A ends up in the
leaf 36. The data point B ends up in the leaf 34.

In a first method, the affinity measure is determined by
whether the data points would take the same (count 1) or
different (count 0) branch at each branch point in the “paths”
through the tree taken by both points divided by the total
number of branch points visited.

In the case of the data points A and B, starting at the first
branch at the root 28 in FIG. 2, there are 5 branch points (28,
30, 31, 32, and 33) in total traversed by either or both the two
points before they reach the leaves 34 (for B) and 36 (for A).
Assign this count to the variable TB (total branches). Each
data point is then compared at each branch point. The total
number of times the two points branch the same way are
counted and assigned to the variable TS (total same). Let us
assume that the branch decision was the same at 3 branch
points (28, 32 and 33) so that TS=3. The affinity is then
TS/TB=3%.

For comparison purposes, the affinity measure for points B
in leaf node 34 and C in leaf node 35 is %4 because there are 4
branch points but the two data points only differ at the last one
(branch 33). It may be readily seen from FIG. 2 that points B
and C are more similarly classified than points A and B.

More coarse affinity measures may be defined such as
adding up the total number of branch points taken by each of
two points separately, call this TB2 (Total Branches 2 points).
Then count the number of branches starting from the root (as
branch one) taken by the two points until they first differ or hit
a leaf node. Call this number TBS (Total Branches Same).
The affinity measure would then be 2*TBS/TB2. In the case
of points A and B, TB2=4 (for B)+3 (for A)=7. TBS=1 (root
node only). So the affinity measure would be %/4.

This second method is more coarse than the first method
because even though 2 points might take different branches
early on, later branches might have been the same if the points
had taken the same path. Thus our first method is more accu-
rate.

The coarsest affinity measure that we can define would be
a binary measure of simply seeing if two points end up in the
same leaf (affinity 1) or not (affinity 0). In this case, the
affinity for points A and B in FIG. 2 would be zero.

For accuracy, the first affinity measure described is pre-
ferred. This first affinity measure is non-binary. It is not
merely O or 1, but it may be 0, 1, or a value in between. Such
an affinity measure can be described as non-binary or analog
because it can take more than the two values O or 1. A non-
binary or analog affinity measure provides more information
than a binary affinity measure.

Referring to FIG. 3, the software 264 for implementing the
affinity measure for a tree classifier begins by feeding the first
data point into the decision tree as indicated in block 47. The
total number of branch points to the leaf for the first data point
is counted and stored in a variable TB (Total Branches) in
block 40. Then the second data point is fed into the decision
tree as indicated in block 42. Any new branch points taken by
the second point, but not the first, are added to-the TB variable
in block 43. Start at the root branch point, setting number of
branches the same variable, TS=0 in block 44. At a branch
point, if the two data points would take the same branch, add
one to TS in block 45. If we are on the last branch point, exit
or else go to block 45 in block 46. Calculate the affinity
measure, TS/TB in block 48.

In some embodiments of the present invention, because a
non-binary affinity measure is used for a tree based classifier,
a better determination of the quality of the classifier may be
achieved. In contrast, with a binary approach, relatively little
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information may be learned. Many data points may have the
same affinity measure with a binary technique and, thus,
relatively little information about the differences between the
points may be obtained. Conversely, many data points may be
almost identical except for one branch point but still be
assigned an affinity of zero. These differences may be par-
ticularly useful when using spectral clustering to cluster or to
visualize the data by laying the data out in a two-dimensional
distant plot where each data point is placed at one minus the
affinity distance from one another.

Referring to FIG. 4, in connection with forest mining, a
statistical boosting method may be used to form a weighted
set of many decision trees known as a forest of trees. The
weights are used to classify or predict new points by giving
each tree a weighted vote. The weights typically sum to one in
a decision forest. The affinity measure between two points
may then be developed as follows. N may be the total number
of trees in the forest. For each tree in the forest, the affinity
between a point A and a point B may be found as described in
FIG. 3. Then the final affinity measure is the sum of all the
affinities weighted by each tree’s vote. In cases where the
weights do not sum to one in a forest of trees, we must further
divide the affinity by the sum of all of the weights.

Referring to FIG. 4, the forest mining software 265 begins
by finding a first tree as indicated in block 50. Then one finds
the affinity between the first and second points as explained in
FIG. 3 and as indicated in block 52. A check at diamond 54
determines if the last tree in the forest has been analyzed. If
not, the flow iterates. Once all of the trees have been analyzed,
the affinity for the whole tree is calculated as indicated at
diamond 56.

Other supervised classifiers may also be amenable to a
non-binary affinity calculation. For example, radial basis,
Parzen or other kernel density based classifiers use a kernel
distance measure to each kernel center. That measure is
bounded between 0 and 1 in some embodiments. Ifthe kernel
distance measure is not between 0 and 1, the distance is
shifted and normalized to lie between 0 and 1.

Taking N to be the number of chosen kernels and KD to be
the kernel distance of a point from the kernel’s center, the
affinity Af(A, B) between two points A and B may be found as
follows. If there are M dimensions in the data space, it is
advantageous to choose at least M+1 kernels to disambiguate
symmetric distances. The affinity then is equal to

1 N
Af(A, B)=1— ﬁ; |Ki(A) - K;(B)|

where K,(X) gives the kernel distance from kernel i to a
point X, and N is at least M+1.

By choosing the number of kernels to be at least M+1, in
the worst case, M kernels will disambiguate a point up to a
symmetry and one more kernel is needed to disambiguate the
symmetry.

Thus, referring to FIG. 5, the kernel data mining software
26¢ initially chooses the number of kernels as indicated in
block 58. Then the affinity is measured as a function of kernel
distances from a number of kernels as indicated in block 60.

In a K-nearest neighbor based classifier, new points are
classified by taking the majority class label out of the “K”
nearest labeled points surrounding the new point. Affinities
can then be measured as follows: Count how many of the K
nearest neighbors around each point have the same class
labels, call this variable TS (Total Same). The affinity is then
TS/K.
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Referring to FIG. 6, the software 264, to find affinities
between two points using a K-nearest neighbor classifier,
begin by finding the K nearest neighbors for the first point in
block 61. Find the K nearest neighbors for the second point in
block 62. Count how many duplicate class labels exist
between the K nearest points around each of the two data
points and call this count TS (total same) in block 63. Calcu-
late the affinity as TS/K in block 64.

Neural network classifiers process data through several
layers of multiple units or “nodes” each of which combine
weighted inputs from the previous layer passed through a
nonlinear function. The nonlinear function typically limits
output to be between -1 and 1, or between 0 and 1. The first
layer processes the raw input features, the last layer is the
classifier output which can be binary, integer, real valued or a
combination of these types.

Referring to FIG. 7, a neural network based classifier
includes and input layer 70 of variables X, where i goes from
1 to P. There can be several internal layers 71, 72 with a final
output layer 73 where classification decision are registered.
The number of nodes in each layer can vary as shown 1 to M
in the first layer 71 and 1 to H in the “i” layer 72 and finally
1 to K in the output layer 73. Each layer receives weighted
input from the layer below it as shown by 74, 76 and 78. The

equation for the output at each layer “i” is of the form:

Z'=0 (ag +o T, k=1, .. . K.

In this equation, o is a nonlinear function, typically a
“squashing” function that limits output between -1 and 1, or
0 and 1. The weight vector 76 labeled as o, in the equation go
from nodes in the layer below into the k” node of the i”” layer.
In the equation, ““I” denotes vector transpose. Note that there
is allowance for a “bias weight” o, in each layer which allows
for an offset constant into the node. A learning algorithm not
shown, sets the weights in the neural network to best match
the supervised labels associated with each input data vector
pointin the training set of data. The data, X, in the input 70 are
thus successively transformed by one to several layers, each
of which may be of variable number of nodes until output
classifications, 1 to K are computed in the final layer 73.

Once a neural network classifier is trained, it is desirable to
be able to measure affinities between data points using the
classifier. The affinity “Af” between any two data points, A
and B can be calculated from the output layer by the following
equation:

1 K
Af(A.B)=1~ E; ZE Ally, = 1Z] Blly_y-

In the equation above, the double bar norms represent
normalization or scaling to limit the output between 0 and 1.

Referring to FIG. 8, the software 26¢ for implementing the
affinity measure for a neural network classifier begins by
feeding the first data point into the neural network classifier as
indicated in block 80. The output nodes are rescaled to lie
between 0 and 1. The second data point is input and the
resultant output nodes are rescaled to lie between 0 and 1 in
block 81. The sum of the absolute value of the 0-1 rescaled
node by node output difference between the first and second
data points is computed in block 82. The average of this sum
is computed in block 83 and the affinity is 1 minus this amount
in block 84.

Once we have the affinities between each of N data points,
we can see that there must be (N*/2)-N possible affinities that
were computed in total (N*/2 since affinities are symmetric
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between two points, —N because affinity between a point and
itself is always 1). However, since affinities are expressed in
two dimensions, it may suffice to define three non-co-linear
points by which every other point may be triangulated. In
such case, the affinity of every point may be measured to three
chosen points for a total of 3N-3 affinities to be computed.
These affinities may be used to cluster the points according to
spectral clustering techniques and/or to plot the points in 2
dimensions in order to visualize the relationships that exist
between the data points.

While the present invention has been described with
respect to a limited number of embodiments, those skilled in
the art will appreciate numerous modifications and variations
there from. It is intended that the appended claims cover all
such modifications and variations as fall within the true spirit
and scope of this present invention.

What is claimed is:
1. A method comprising:
electronically developing a supervised classifier;
electronically determining a non-binary affinity measure
between two data points using said supervised classifier;

electronically providing a visualization of the relationships
between data points using said non-binary affinity mea-
sure; and

determining a nearest neighbor based supervised classifier.

2. The method of claim 1 including developing a tree based
supervised classifier.

3. The method of claim 2 wherein determining a non-
binary affinity measure includes determining whether the two
data points would take the same or different branch at each
branch point in a pass through a tree taken by both points,
accruing one point each time the same branch is taken, and
determining the total number of points divided by the total
number of branch points visited.

4. The method of claim 2 including developing a forest
supervised classifier.

5. The method of claim 4 including summing the affinity
between said first and second points in each tree of the forest
and averaging the result.

6. The method of claim 1 including determining a kernel
based supervised classifier.

7. The method of claim 6 including choosing the number of
kennels to equal the number of dimensions in a data space
plus one.

8. The method of claim 1 including finding the nearest
neighbors to said first point, finding the nearest neighbors to
the second point and counting how many of the neighbors
have the same class label between the two points.

9. The method of claim 8 including determining the affinity
as the ratio of the number of nearest neighbors to each point
divided into the number of neighbors that have the same class
label between the two points.

10. The method of claim 1 including developing a neural
network based supervised classifier.

11. The method of claim 10 wherein determining a non-
binary affinity measure includes taking one minus the average
absolute value of a node by node difference of 0-1 scaled
outputs between the two data points.

12. An article comprising a medium storing instructions
that, if executed, enable a processor-based system to:

develop a supervised classifier;

determine a non-binary affinity measure between data

points using said supervised classifier;

provide a visualization of the relationships between data

points using said non-binary affinity measure; and
determine a nearest neighbor based supervised classifier.
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13. The article of claim 12 further storing instructions that,
if executed, enable a processor-based system to develop a tree
based supervised classifier.

14. The article of claim 13 further storing instructions that,
if executed, enable the processor-based system to determine
whether the two data points would take the same or different
branch at each branch point in a pass through a tree taken by
both points, accrue one point each time the same branch is
taken, and determine the total number of points divided by the
total number of branch points visited.

15. The article of claim 13 further storing instructions that,
if executed, enable the processor-based system to develop a
forest supervised classifier.

16. The article of claim 15 further storing instructions that,
if executed, enable the processor-based system to sum the
affinity between said first and second points in each tree of the
forest and take the average as the result.

17. The article of claim 12 further storing instructions that,
if executed, enable the processor-based system to determine a
kernel based supervised classifier.

18. The article of claim 17 further storing instructions that,
if executed, enable a processor-based system to set the num-
ber of kernels to equal the number of dimensions in a data
space plus one.

19. The article of claim 12 further storing instructions that,
if executed, enable the processor-based system to find the
nearest neighbors to the first point, find the nearest neighbors
to the second point, and count how many of the neighbors
have the same class label between the two points.

20. The article of claim 19 further storing instructions that,
if executed, enable the processor-based system to determine
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the affinity as a ratio of the number of nearest neighbors to
each point divided into the number of neighbors that have the
same class label between the two points.

21. The article of claim 12 further storing instructions that,
if executed, enable the processor-based system to develop a
neural network based supervised classifier.

22. The article of claim 21 further storing instructions that,
if executed, enable the processor-based system to take one
minus the average absolute value of anode by node difference
of'0-1 scaled outputs between the two data points.

23. A system comprising:

a processor; and

a storage coupled to said processor, the storage storing

instructions to develop a supervised classifier and deter-
mine a non-binary affinity measure between two data
points using the supervised classifier, provide a visual-
ization of the relationships between data points using
said non-binary affinity measure, and determine a near-
est neighbor based supervised classifier.

24. The system of claim 23 wherein said storage stores
instructions to develop a tree based supervised classifier.

25. The system of claim 23 wherein said storage stores
instructions to develop a forest supervised classifier.

26. The system of claim 23 wherein said storage stores
instructions to determine a kernel based supervised classifier.

27. The system of claim 23 wherein said storage stores
instructions to develop a neural network based supervised
classifier.



