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(57) ABSTRACT 

A first buS 11 and a Second bus 12 are connected through a 
bus repeater 13 having a buffer memory, and DMA (Direct 
Memory Access) controllers 22, 27 are respectively con 
nected to the buses 11 and 12. The bus repeater 13 can issue 
DMA request to the respective DMA controllers 22, 27, and 
these DMA requests can be masked by respective CPUs 22, 
27. The DMA controller 22 carries out DMA transfer of data 
on the bus 11 between the DMA controller 22 and the buffer 

memory within the bus repeater 13, and the DMA controller 
27 carries out DMA transfer between the buffer memory and 
the bus 12. The CPU 22 masks DMA request of the bus 
repeater 13 to directly access the buffer, thereby making it 
possible to check DMA function. Thus, debugging of the 
system for carrying out DMA transfer through buffer 
between different buses is easily carried out. 
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DATA TRANSFER METHOD AND DATA 
TRANSFER APPARATUS 

TECHNICAL FIELD 

0001. This invention relates to a data transfer method and 
a data transfer apparatus for transferring data between 
devices or memories respectively connected to two different 
buses, and more particularly to a data transfer method and a 
data transfer apparatus for carrying out diagnosis as to 
whether or not data transfer normally functions. 

BACKGROUND ART 

0002 Hitherto, there has been known a system in which 
different buses Such as main bus and Sub bus are connected 
through a bus repeater Such as gateway, etc. to carry out 
DMA transfer of data between these buses by DMA (Direct 
Memory Access) controller provided in the main bus. 
0.003 For example, in the configuration as shown in FIG. 
1, a main bus 101 and a sub bus 102 are both connected to 
a bus repeater 103 such as bus gateway, etc. A device 104 
Such as CPU or various interfaces, etc. and a DMA controller 
105 are connected to the main bus 101, and a device 106 and 
a memory 107 Such as ROM, etc. are connected to the Sub 
bus 102. 

0004. In the example of FIG. 1, the DMA controller 105 
on the main bus 101 also controls the Sub bus 102 through 
the bus repeater 103 to thereby realize DMA transfer, e.g., 
between the device 104 and the device 106. As stated above, 
if access times of respective buses are the same order even 
between different buses 101, 102, efficient data transfer can 
be carried out without useless wait (Standby) time. 
0005 Meanwhile, in the case where different buses coex 

ist within one System, there are many instances where bus 
widths and/or data access Speeds are different. For example, 
in the example of FIG. 1, the main bus 101 has bus width 
of 32 bits and high data access speed and the Sub bus 102 has 
bus width of 16 bits and low data access speed. 

0006. In the case where DMA transfer is caused to be 
carried out between buses in which bus widths and/or data 
access Speeds are different, there is the drawback that useleSS 
wait (standby) time is caused to take place on the high speed 
bus, e.g., the main bus 101 of FIG. 1. 

0007. In view of the above, it is conceivable to connect 
two different buses through buffer memory to carry out 
DMA transfer through this buffer memory. In this case, when 
attempt is made to carry out diagnosis as to whether or not 
DMA transfer normally functions, it is required to allow 
CPUs of respective buses to run in debagging mode. This is 
troublesome. 

0008 Moreover, in the case where data transfer has not 
been normally carried out, Since it is considered that there is 
any defect in CPUs of both buses or diagnostic program, 
there are many instances where finding of the cause becomes 
very difficult. 

0009 Particularly, in the case where CPU or DMA con 
troller, etc. is provided within one LSI, it takes long devel 
opment time, and Schedule of diagnosis, etc. becomes great 
problem. 
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0010. Before LSI is designed or is trially manufactured in 
practice, Software simulation including peripheral equip 
ment is carried out to confirm functions as many as possible. 
However, because it takes much time in Simulation, Suffi 
cient verification cannot be carried out and there are actual 
circumstances where it is required to examine closely the 
problems in short time after trially manufactured LSI, etc. is 
made up. Thus, there are many instances where difficulty of 
debugging as described above results in hindrance of devel 
opment of product. 

0011 Further, in the case where data transfer is carried 
out between devices, there are arrangements of data conve 
nient for respective devices. To cope with this, it is necessary 
to round down extra data, or to insert another data into the 
portion between data trains which have been transferred. 
0012. When CPU attempts to carry out an operation as 
described above with respect to data train developed on the 
memory, it once reads Such data train into the register of the 
CPU thereafter to have to write it for a second time. For this 
reason, efficiency is very poor (low). This reduces the time 
required when CPU attempts to carry out other work, and is 
not therefore preferable. 
0013 Here, it is conceivable that DMA controller 
changes every time transfer Source address or transfer des 
tination address at the time of data transfer. In this case, 
address of transfer Source and list of transfer quantity are 
prepared and DMA controller carries out DMA transfer in 
accordance with that list every time. However, CPU must 
prepare transfer specification table. As a result, there is the 
difficulty that overhead for checking transfer Specification 
every time takes place, etc. 
0014) Moreover, in the case where different buses coexist 
within one System as described above, there are many 
instances where bus widths are different. For example, in the 
example of FIG. 1, the main bus 101 has bus width of 32 bits 
and high data acceSS Speed and the Sub buS 102 has bus 
width of 16 bits and low data access Speed. Also in the case 
where DMA transfer is caused to be carried out between 
buses where bus widths are different as stated above, there 
are instances where extra data is rounded down or another 
data is inserted into the portion between data trains which 
have been transferred. Also in this case, it is desirable that 
change of data Structure or delimit of address can be carried 
out with ease. 

DISCLOSURE OF THE INVENTION 

0015 This invention has been made in view of Such 
actual circumstances, and its object is to provide a data 
transfer method and a data transfer apparatus which are 
capable of easily carrying out DMA transfer function 
between different two buses, and capable of Specifying 
portion of the question in Short time. 
0016. Moreover, another object of this invention is to 
provide a data transfer method and a data transfer apparatus 
which are capable of changing, in data transfer between 
different two buses, size of transfer data block with ease 
without giving burden on CPU, thus to realize improvement 
in the working efficiency. 

0017 Namely, in order to solve the above-described 
problems, this invention includes a first bus and a Second 
bus, bus repeating means having buffer memory connected 
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to both the first and second buses, first DMA (Direct 
Memory Access) control means connected to the first bus, 
and first data processing means (CPU) connected to the first 
bus, wherein the bus repeating means has a function to issue 
DMA request to the first DMA control means and a function 
to mask this DMA request by the first data processing means 
to mask the DMA request of the bus repeating means by the 
first data processing means to directly access the buffer 
memory within the bus repeating means. 

0.018. In this case, it is mentioned that second DMA 
(Direct Memory Access) control means and Second data 
processing means (CPU) are connected to the Second bus, 
the first and second DMA control means carry out read/write 
operation of data with respect to buffer memory within the 
bus repeating means to thereby carry out data transfer 
between the first and Second buses, the bus repeating means 
has a function to issue DMA request to the second DMA 
control means and a function to mask this DMA request by 
the Second data processing means to mask DMA request of 
the bus repeating means by the Second data processing 
means to directly access the buffer memory within the bus 
repeating means. 

0019. In this case, it is mentioned that DMA request on 
the other bus in the bus repeater is masked by one of the first 
and Second data processing means (CPUs) to access the 
buffer memory within the bus repeater from on the other bus. 

0020 Moreover, this invention is characterized in that 
first and Second buses different from each other are con 
nected through bus repeating means having a buffer 
memory, first DMA (Direct Memory Access) control means 
is connected to the first bus, and second DMA control means 
is connected to the second bus to carry out DMA transfer 
between memory or device connected to the first bus and 
memory or device connected to the Second bus through the 
buffer memory by these first and second DMA control 
means, and to mask, by data processing means (CPU), DMA 
request to the first or second DMA control means from the 
bus repeating means to directly access the buffer memory 
within the bus repeating means by the data processing 
CS. 

0021. In this case, it is mentioned that first data process 
ing means is provided at the first bus and Second data 
processing means is provided at the Second bus, the first data 
processing means masks DMA request on the first bus, the 
Second data processing means masks direct memory acceSS 
request on the Second bus, and the first and Second data 
processing means directly access the buffer memory within 
the bus repeater under the same transfer condition as the first 
and Second direct memory acceSS control means on the 
respective buses. 

0022. Further, it is mentioned that the first data process 
ing means masks DMA request on the Second bus, and the 
first data processing means directly accesses the buffer 
memory within the bus repeater from the Second bus Side. 

0023 DMA transfer is carried out between memories or 
devices on respective buses and buffer memory of bus 
repeating means by respective DMA control means on the 
first and Second buses, thereby making it possible to carry 
out DMA transfer between respective memories and devices 
on different buses through this buffer memory. At this time, 
data processing means (CPUs) on respective buses mask 
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DMA requests on respective buses to directly access the 
buffer memory, thereby making it possible to check DMA 
function. Moreover, data processing means on the first bus 
masks DMA request on the second bus to access the buffer 
memory from the Second bus Side, thereby making it pos 
sible to check DMA function of the second bus. 

0024. Further, in order to solve the above-described prob 
lems, this invention is characterized in that first and Second 
buses different from each other are connected through bus 
repeating means having a buffer memory to carry out data 
transfer between the first bus and the second bus through the 
buffer memory within the bus repeating means, and the bus 
repeating means adds dummy data at the time of data 
transfer to thereby enlarge size of transfer data block, or the 
bus repeating means omits a portion of data at the time of 
data transfer to thereby reduce Size of transfer data block. 
0025. In this case, it is mentioned that data transfer 
control is carried out between the first bus and buffer 
memory within the bus repeating means by first direct 
memory access control means connected to the first bus and 
data transfer control is carried out between the Second bus 
and buffer memory within the bus repeating means by 
Second direct memory access control means connected to the 
Second bus. Moreover, it is mentioned that the bus repeating 
means is operative so that even if data within the buffer 
memory is lost at the time of data transfer, it outputs dummy 
data when it is Supplied with output request to thereby 
enlarge size of transfer data block, or when data within the 
buffer memory remains at the time point when data transfer 
of the output side has been completed at the time of data 
transfer, it abolishes the remaining data to thereby reduce 
Size of transfer data block. 

0026. The bus repeater which intervenes transfer is 
caused to additionally have a function to enlarge or reduce 
block size of transfer data, thereby making it possible to 
carry out change of Simple data configuration at the time of 
data transfer. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0027 FIG. 1 is a block diagram showing a conventional 
example of System using two buses. 
0028 FIG. 2 is a block diagram showing outline of the 
configuration of an embodiment of this invention. 
0029 FIG. 3 is a block diagram showing an example of 
internal configuration of bus repeater used in the embodi 
ment of this invention. 

0030 FIG. 4 is a flowchart for explaining an example of 
the operation of the embodiment of this invention. 
0031 FIG. 5 is a flowchart for explaining another 
example of the operation of the embodiment of this inven 
tion. 

0032 FIG. 6 is a view showing more practical example 
of data train before transfer. 

0033 FIG. 7 is a view showing more practical example 
of data train obtained by omitting a portion in transfer. 
0034 FIG. 8 is a view showing more practical example 
of data train obtained by Supplementing another data in 
transfer. 
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0.035 FIG. 9 is a view showing one example of data area 
to be transferred on texture picture. 
0.036 FIG. 10 is a view showing data arrangement on 
memory of FIG. 9. 
0037 FIG. 11 is a view showing one example in which 
headers are respectively added to Several data trains. 
0.038 FIG. 12 is a view showing more practical example 
of header added in FIG. 11. 

0.039 FIG. 13 is a block diagram showing one example 
of system to which the embodiment of this invention is 
applied. 

BEST MODE FOR CARRYING OUT THE 
INVENTION 

0040. The embodiments according to this invention will 
now be described with reference to the attached drawings. 
0041 FIG. 2 is a block diagram showing system con 
figuration to which a data transfer method which is the 
embodiment according to this invention is applied. 

0042. In this FIG. 2, both a first bus 11 and a second bus 
12 are connected to a bus repeater 13 constituted by using 
buffer memory such as FIFO, etc., thus making it possible to 
carry out mutual transfer of data between the buses 11 and 
12 through this bus repeater 13. A CPU 21, a DMA (Direct 
Memory Access) controller 22, a device 23 and a memory 
24, etc. are connected to the first bus 11, and a CPU 26, a 
DMA controller 27, a device 28 and a memory 29, etc. are 
connected to the Second bus 12. 

0043. The device 23 can issue DMA request with respect 
to the DMA controller 22 and the device 28 can issue DMA 
request with respect to the DMA controller 27. As these 
devices 23, 28, there can be mentioned, e.g., encoder/ 
decoder for picture or Speech, graphic engine for graphic 
processing, picture processing or Speech processing IC, etc., 
hard disc units through respective interfaces therefor, mag 
neto-optical disc unit, floppy disc unit, and/or peripheral 
equipment such as CD-ROM unit, etc. The bus repeater 13 
can respectively issue DMA requests (DREQ) with respect 
to the DMA controllers 22, 27. By these DMA requests, it is 
possible to designate any one of plural DMA channels. In 
addition, the bus repeater 13 can, e.g., issue request of use 
right of bus 12 (BREQ: bus request) with respect to the CPU 
26 on the bus 12 and receive (accept) response of bus use 
permission (BACK: Bus Acknowledge) from the CPU 26. 
0044 An example of the configuration of bus repeater 13 
used in such system of FIG. 2 is shown in FIG. 3. In this 
FIG. 3, the first bus 11 of FIG. 2 is indicated in the state 
Separated into data buS 11a and address/control buS 11b, and 
the Second bus 12 is indicated in the State Separated into data 
bus 12a and address/control bus 12b. Within the bus repeater 
13, there are provided internal bus 31 connected to the data 
bus 11a of the first bus 11 and internal bus 32 connected to 
the data bus 12a of the second bus 12. AFIFO (First In First 
Out) memory 33 is connected to these internal buses 31,32. 
Further, a buffer control unit 34 may be connected to these 
internal buses 31, 32. The buffer control unit 34 is also 
connected to the address/control bus 11b of the first bus 11 
and the address/control bus 12b of the second bus 12. In 
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addition, control Signal lines for carrying out DMA request 
(DREQ) or channel designation, etc. between the buffer 
control unit 34 and the DMA controllers 22, 27 of FIG. 2 are 
connected to the buffer control unit 34. 

0045 Mask flag 35 is flag for inhibiting DMA of the bus 
11 side. When this flag is ON or “1” by control of the CPU 
21 of FIG. 2, DMA request (DREQ) from the buffer control 
unit 34 to the DMA controller 22 of FIG. 2 is not outputted. 
Mask flag 36 is flag for inhibiting DMA of the bus 12 side. 
When this flag is ON or “1” by the CPU 26 of FIG. 2, DMA 
request (DREQ) from the buffer control unit 34 to the DMA 
controller 27 of FIG. 2 is not outputted. 
0046) DREQ bits 37 and 38 are flags respectively indi 
cating ON/OFF (or “1”/“0”) of DMA request with respect to 
respective buses 11 and 12, and these bits can be read from 
both the CPUs 21, 22. These flags of DREQ bits 37 and 38 
are not masked even if the above-mentioned mask flags 35, 
36 are ON, and the states of DMA requests which do not 
appear in DMA request (DREQ) to respective DMA con 
trollers 22, 27 can be read by the respective CPUs 21, 26. 
0047 A bus gateway 39 serves to connect the internal 
buses 31 and 32 in order that the CPU 21 of the bus 11 side 
of FIG. 2 accesses the bus 12. These mask flags 35, 36, the 
DREQ bits 37,38 and the bus gateway 39 are connected to 
the buffer control unit 34. 

0048. In the bus repeater 13 shown in FIG. 3, the FIFO 
memory 33 is memory serving as role of the buffer, and is 
adapted So that input/output of data is controlled with 
respect to the buses 11, 12 accessed by the buffer control unit 
34, i.e., the internal buses 31, 32 connected thereto. The 
buffer control unit 34 controls the bus access operation of the 
FIFO memory 33, and issues DMA request (DREQ) with 
respect to the DMA controllers 22, 27 of the respective buses 
11, 12 to receive (accept) its response (DARK: DMA 
Acknowledge). This DMA request can designate any one of 
plural DMA channels to output it. DMA channel select 
information from the DMA controllers 22, 27 are also sent 
to this buffer control unit 34. 

0049 Moreover, e.g., when the CPU 21 provides access 
to address of the bus 12, the buffer control unit 34 of the bus 
repeater 13 issues request of use right of the bus 12 (BREQ: 
bus request) with respect to the CPU 26 of the bus 12. The 
CPU 26 sends, to the buffer control unit 34 of the bus 
repeater 13, response to permit use of the bus 12 (BACK: 
Bus Acknowledge) in response to this bus request. There 
after, the CPU21 can access mask flag 36 of the internal bus 
32 side of the bus repeater 13, the FIFO 33, and DMA 
controller 27, device 28 and memory 29 on the bus 12, etc. 
0050. Meanwhile, in the case where DMA transfer is 
carried out through the bus repeater 13 between the first bus 
11 and the Second bus 12, it is necessary that Settings (e.g., 
data size, etc.) of DMA of DMA controllers 22 and 27 are 
caused to correspond to each other without inconsistency. 
The CPU 21 carries out setting of DMA on the bus with 
respect to the DMA controller 22 and the CPU 26 carries out 
setting of DMA on the bus with respect to the DMA 
controller 27. 

0051. In the case where, e.g., data transfer by DMA is 
carried out from the memory 24 of the first bus 11 to the 
memory 28 of the Second bus 12, it is necessary that Setting 
is made such that there are provided DMA channels caused 
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to correspond to each other at the same data sizes (data 
quantities) with respect to DMA from the memory 24 to the 
bus repeater 13 in the DMA controller 22 of the first bus 11 
and with respect to DMA from the bus repeater 13 to the 
memory 29 in the DMA controller 27 of the second bus 12. 
Processing procedure after these Settings have been made is 
as shown in FIG. 4. 

0052. In this FIG. 4, at first step S61, DMA request 
(DREQ) is carried out from the bus repeater 13 to the DMA 
controller 22. At the Subsequent step S62, the DMA con 
troller 22 makes a request for use right of bus 11 (BREQ) 
with respect to the CPU21 to acquire bus use right to carry 
out DMA transfer from the memory 24 to the bus repeater 
13. At the subsequent step S63, the bus repeater 13 carries 
out DMA request (DREQ) with respect to the DMA con 
troller 27. At the Subsequent step S64, the DMA controller 
27 carries out request for use right of bus 12 (BREQ) with 
respect to the CPU 26 to acquire bus use right to carry out 
DMA transfer from the bus repeater 13 to the memory 29. 
0053 Moreover, in the case where DMA transfer of data 

is carried out from the device 28 on the second bus 12 to the 
device 23 on the first buS 11, it is necessary that Setting is 
made such that there are provided DMA channels caused to 
correspond to each other at the same data sizes with respect 
to DMA from the device 28 to the bus repeater 13 in the 
DMA controller 27 and with respect to DMA from the bus 
repeater 13 to the device 23 in the DMA controller 22. 
Processing procedure after these Settings have been made is 
as shown in FIG. 5. 

0054) At the first step S71 of FIG. 5, the device 28 on the 
second bus 12 carries out DMA request (DREQ) with 
respect to the DMA controller 27. At the subsequent step 
S72, the bus repeater 13 carries out DMA request (DREQ) 
with respect to the DMA controller 27. At step S73, the 
DMA controller 27 responds to reception of respective DMA 
requests from the device 28 and the bus repeater 13 to carry 
out request for use right of bus 12 (BREQ) with respect to 
the CPU 26 to acquire bus use right to carry out DMA 
transfer from the device 28 to the bus repeater 13. At this 
time, similarly to the normal DMA transfer, the CPU 26 

37 38 

O O 
1. O 
1. O 
1. O 
O 1 
O 1 
O 1 
O 1 
O 1 

sends, back to the DMA controller 27, response when it 
opens the bus in response to the bus request (BREQ), and the 
DMA controller 27 sends DMA acknowledge (DARK) back 
to the bus repeater 13, etc. At Subsequent step S74, the bus 
repeater 13 carries out DMA request (DREQ) with respect to 
the DMA controller 22 on the first bus 11. At step S75, the 
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device 23 carries out DMA request (DREQ) with respect to 
the DMA controller 22. At the Subsequent step S76, the 
DMA controller 22 responds to reception of respective DMA 
requests from the device 23 and the bus repeater 13 to carry 
out request for use right of bus 11 (BREQ) with respect to 
the CPU 21 to acquire bus use right to carry out DMA 
transfer from the bus repeater 13 to the device 23. 
0055. It is to be noted that since capacity of memory such 
as FIFO, etc. of the bus repeater 13 is finite, in the case 
where data of size above that capacity is transferred, it is 
Sufficient to make Setting of divisional transfer with respect 
to the DMA controllers 22, 27 to repeat processing from the 
steps S61 to S64 or steps S71 to S76. One transfer (block) 
in this divisional transfer is determined by memory capacity 
of the bus repeater 13. 
0056 Accordingly, DMA transfer is caused to be carried 
out between two buses 11, 12 through buffer memory of the 
bus repeater 13, thereby making it possible to carry out 
DMA between different buses without allowing standby 
(wait) time to take place. Moreover, plural DMA channels 
are permitted to be operated at the same time to thereby 
Simplify processing of CPU to realize Simple programming 
and lesser overhead. Further, buffer of repeater between 
buses can be efficiently utilized. In addition, program of 
multi-sled can be written with ease. 

0057 Meanwhile, when, e.g., the CPU 21 accesses the 
buS 12, the bus repeater 13 makes a request for use right of 
bus 12 (BREQ) to the CPU 26 to receive (accept) its 
response (BACK) to access DMA controller 27, device 28 
and memory 29, etc. on the bus 12. 
0.058 At this time, the FIFO 33 of FIG. 3 is operative so 
that when outputs of DMA requests (DREQ) to respective 
DMA controllers 22, 27 are inhibited by mask flags 35, 36, 
I/O access operations can be made at respective buses 11, 12. 
In this case, Such I/O acceSS must be carried out equivalently 
without inconsistency with the processing of DMA. Accord 
ingly, acceSS cannot be made arbitrarily, but the I/O access 
is permitted under the same condition as access of DMA. An 
example of the condition of this I/O access is shown in the 
following Table 1. 

TABLE 1. 

STATE OF SIGNAL & FLAG 21 ACCESS 22 ACCESS 

TRANSFER 
35 36 BACK DIRECTION READ WRITE READ WRITE 

O : : : X X X X 
1 : : 12 -> 11 O X X X 
1 : : 11 -> 12 X O X X 
* O : : X X X X 
* 1 O 12 -> 11 X X O X 
* 1 O 11 -> 12 X X X O 
* 1 1. 12 -> 11 O X X X 
* 1 1. 11 -> 12 X O X X 

0059) “*” of the column of “state of signal and flag” of 
this Table 1 represents arbitrary (Don't care) state. 

0060. In this case, as the condition for diagnosing DMA 
function, cases as described below are conceivable. 
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0061 Condition #1: Data transfer is carried out by using 
DMA controllers 22, 27 with buses 11, 12. 

0.062 Condition #2: CPU 21 carries out transmission/ 
reception of data by I/O access only on the bus 11 side. 
0063 Condition #3: CPU 26 carries out transmission/ 
reception of data by I/O access only on the bus 12 side. 
0.064 Condition #4: CPUs 21, 26 carry out transmission/ 
reception of data by I/O access on both the bus 11 and the 
bus 12 sides. 

0065 Condition #5: In the state where device on the bus 
12 side does not exist or device of the bus 12 side is not used, 
data transfer is carried out by DMA by the DMA controller 
22 on the bus 11 side, and the CPU 21 carries out data 
transfer by I/O access on the bus 12 side. 
0.066 Condition #6: In the state where device on the bus 
12 side dose not exist or device of the bus 12 side is not used, 
CPU 21 carries out data transfer by I/O access both on the 
buses 11 and 12 sides. 

0067. It is to be noted that it is deemed that diagnosis of 
DMA function is carried out in reverse order from the 
condition #6 as order of actual debugging. 
0068. By carrying out data transfer by procedure as 
described below under the above-described respective con 
ditions #1 to #6 to examine under what condition problem 
takes place, it is possible to specify imperfect function unit 
or function unit of the question. 
0069 Condition #1 
0070 Mask flag 35: off, Mask flag 36: off 
0071 Transfer direction: * 

0072 CPU 21: Instruction of transfer to DMAC 22 
0073) CPU 26: Instruction of transfer to DMAC 27 

0074 Condition #2 
0075) Mask flag 35: on, Mask flag 36: off 
0076 Transfer direction: bus 11->bus 12 

0.077 CPU 26: Instruction of transfer to DMAC 27 
0078 CPU 21: Waiting for on of DREQ bit 37 to 
write data into bus repeater 13. 

0079 Transfer direction: bus 12->bus 11 
0080 CPU 26: Instruction of transfer to DMAC 27 
0081) CPU 21: Waiting for on of DREQ bit 37 to 
read data from bus repeater 13. 

0082 Condition #3 
0083) Mask flag 35: off, Mask flag 36: on 
0084) Transfer direction: Bus 11->Bus 12 

0085 CPU 21: Instruction of transfer to DMAC 22 
0.086 CPU 26: Waiting for on of DREQ bit 38 to 
read data from bus repeater 13 

0087 Transfer direction: Bus 12->Bus 11 

0088 CPU 21: Instruction of transfer to DMAC 22 
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0089 CPU 26: Waiting for on of DREQ bit 38 to 
write data into bus repeater 13. 

0090 Condition #4 
0091 Mask flag 35: on, Mask flag 36: on p Transfer 
direction: Bus 11->Bus 12 

0092 CPU 21: Waiting for on of DREQ bit 37 to 
write data into bus repeater 13. 

0093) CPU 26: Waiting for on of DREQ bit 38 to 
read data from bus repeater 13. 

0094) Transfer direction: Bus 12->Bus 11 
0.095 CPU 26: Waiting for on of DREQ bit 38 to 
write data into bus repeater 13. 

0.096 CPU 21: Waiting for on of DREQ bit 37 to 
read data from bus repeater 13. 

0097 Condition #5 
0.098 Mask flag 35: off, Mask flag 36: on 
0099 Transfer direction: Bus 11->Bus 12 

0100 CPU 21: Instruction of transfer to DMAC 22 
0101) :Waiting for on of DREQ bit 38 to read data 
from bus repeater 13. 

0102) Transfer direction: Bus 12->Bus 11 
0103) CPU 21: Instruction of transfer to DMAC 22 

0104 :Waiting for on of DREQ bit 38 to write 
data into bus repeater 13. 

01.05 Condition #6 
0106 Mask flag 35: on, Mask flag 36: on 
0107 Transfer direction: Bus 11->Bus 12 

01.08 CPU 21: Waiting for on of DREQ bit 37 to 
write data into bus repeater 13. 
0109) :Waiting for on of DREQ bit 38 to read data 
from bus repeater 13. 

0110 Transfer direction; Bus 12->Bus 11 
0111 CPU 21: Waiting for on of DREQ bit 38 to 
write data into bus repeater 13 

0112 :Waiting for on of DREQ bit 37 to read data 
from bus repeater 13. 

0113 By confirming in what condition of these six kinds 
of conditions extraordinary State takes place, diagnosis of 
fault portion or problem point is carried out. In this case, 
data transferred onto the bus 12 can be confirmed by test 
program of CPU 21 by allowing the CPU 21 to directly 
access the bus 12. 

0114. Accordingly, in accordance with Such embodiment 
of this invention, it is possible to easily debug DMA transfer 
function between different buses 11, 12 thus to specify the 
portion of the question. Moreover, only by the CPU 21 on 
the buS 11 Serving as main, function confirmation can be 
carried out. Further, by directly providing access to the other 
buS 12, debugging except for DMA function can be also 
carried out. 
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0115 Summarizing the above-described description, in 
accordance with the embodiment of this invention, bus 
repeating means having buffer memory is provided between 
the first bus and the second bus, and first direct memory 
access (DMA) control means is connected to the first bus 
and Second direct memory acceSS control means is con 
nected to the Second bus to carry out, through the buffer 
memory, direct memory access transfer between memory or 
device connected to the first bus and memory or device 
connected to the Second bus by these first and Second direct 
memory access control means, and to mask, by data pro 
cessing means (CPU), direct memory access request to the 
first or Second direct memory access control means from the 
bus repeating means to directly access the buffer memory 
within the bus repeating means by the data processing 
means, whereby direct memory access transfer between 
respective memories or devices on different buses is carried 
out through this buffer memory. At this time, data processing 
means (CPUs) on respective buses mask direct memory 
access requests on respective buses to directly access the 
buffer memory, thereby making it possible to check direct 
memory access function. Moreover, data processing means 
on the first bus masks direct memory access request on the 
Second bus to access the buffer memory from the Second bus 
Side, thereby making it possible to check direct memory 
access function of the Second bus. 

0116. Accordingly, it is possible to easily debug direct 
memory access transfer function between different buses to 
Specify the portion of the question. Moreover, only by data 
processing means on the main bus, the function confirmation 
can be carried out. Further, by directly providing access to 
the other bus, debugging except for direct memory acceSS 
function can be also carried out. 

0117 Explanation will now be given in connection with 
the example where block size of transfer data of the System 
for carrying out DMA transfer through buffer between 
different buses can be changed with ease. 
0118. In this example, the bus repeater 13 adds dummy 
data at the time of transfer, or omits a portion of data to 
thereby change block size. 
0119) Namely, in the case where continuous data train 
from transfer Source are all written into the transfer desti 
nation as they are in DMA transfer as explained along with 
the above-mentioned FIGS. 2 to 5, setting is made such that 
one transfer unit (block) is size of FIFO 33 within the bus 
repeater 13 along with DMA controllers 22, 27 so that most 
efficient transfer can be carried out. 

0120 In the case where quantity of data inputted to the 
buffer (FIFO 33) and quantity of data outputted therefrom 
are different from each other, the bus repeater 13 has a 
function to carry out processing as described below. 
0121 Namely, first, in the case where even if inputted 
data is lost from the buffer (FIFO 33), output request is 
further issued, the bus repeater 13 outputs dummy data. 
0.122 Secondly, in the case where inputted data is left in 
the buffer (FIFO 33) at the time point when DMA of the 
output Side has been completed, left data is abolished. 

0123. By the function of such bus repeater 13, it is 
possible to vary configuration of data train to be transferred. 
AS change of the configuration of this data train, it is 
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mentioned that dummy data is Supplemented at the time of 
DMA transfer to thereby enlarge size of data block, and a 
portion of data is omitted at the time of DMA transfer to 
thereby reduce size of data block. 
0.124. A more practical example in the case where capac 
ity of the buffer (FIFO 33) of the bus repeater 13 is 64 bytes 
will now be described. 

0.125 For example, it is assumed that data trains SA, 
SE, S, SA, . . . as shown in FIG. 6 are developed in the 
memory 29 of FIG. 2. A, B, C of subscripts of these data 
trains SA, SB, S1, S2A, . . . represent data different from 
each other in kind, and the case where only data of kinds of 
B, C of these three kinds of data are transferred to the device 
23 of FIG. 2 is assumed. At this time, it is necessary to write 
data trains as shown in FIG. 7 into the device 23. In this 
case, FIGS. 1, 2,3 . . . of Subscripts of data trains SA, S, 
S, SA, . . . show numbers of data blockS which are 
respective one transfer units. 

0126. In the DMA controller 27, there is carried out 
setting of such DMA transfer to transfer three blocks from 
data train SE with all kinds (A, B, C) of the data SA, S, 
S, SA, . . . , i.e., 32 bytes being as one block. On the 
contrary, in the DMA controller 22, Setting is made So as to 
transfer three blocks with only two kinds of B, C, i.e., 24 
bytes being as 1 block. Thus, 8 bytes (data trains SA, SA) 
Subsequent to data trains (S,S) of kind C are abolished. 
For this reason, data trains as shown in FIG. 7 can be 
resultantly written into the device 23. 
0127. Then, let suppose the case where attempt is made 
to output data trains of the format as shown in FIG. 7 from 
the device 23 of FIG. 2 to develop such data trains into, e.g., 
the memory 29, and to insert data train of kind D after data 
trains of the kind C as shown in FIG. 8. 

0128. In this case, in the DMA controller 27, setting is 
made so as to transfer 3 blocks with the 36 bytes being as 
one block. At this time, as the result of DMA transfer, 
dummy data of 12 bytes are written into the portion after 
data train of 24 bytes of the kinds B, C. For this reason, the 
CPU 26 of FIG. 2 can directly write data train of the kind 
D into this dummy data area. Namely, the CPU 26 can save 
labor for shifting data on the memory 29. 

0129. It is to be noted that in such cases that e.g., the 
device 28 of FIG. 2 outputs data trains as shown in FIG. 8 
to write data trains of only kinds of B, C thereof into the 
device 23, it is sufficient to make setting in the DMA 
controller 27 to transfer 3 blocks with 36 bytes from the 
beginning of data train being as 1 block, and it is Sufficient 
in the DMA controller 27 to transfer three blocks with 24 
bytes being as 1 block. 
0.130 By causing the bus repeater 13 which intervenes 
transfer to additionally have the above-described function, it 
is possible to carry out conversion of Simple data configu 
ration at the time of transfer of data train, thus making it 
possible to improve performance of the System. 

0131 Explanation will now be given with reference to 
the attached drawings in connection with more practical 
example where extra data as described above is rounded 
down or another data is inserted into the portion between 
data trains. FIG. 9 shows texture picture area for texture 
mapping in picture processing Such as computer graphics, 
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etc., and it is assumed that a portion within broad texture 
area, e.g., areas T1, T2, Ts, T indicated by Slanting line 
portions in the figure are transferred. This texture picture is 
developed as shown in FIG. 10, for example, on the 
memory, and it is required that when data of partial areas T, 
T., T., T on this memory are transferred, extra data is 
rounded out. 

0132) Moreover, as example of data addition, the case 
where headers are respectively added to Several data trains 
as shown in FIG. 11, e.g., polygon data is mentioned. 
Namely, with respect to polygon data, Size of data train 
changes in dependency upon the number of Vertices, or 
presence/absence of Shading or texture, etc. Moreover, for 
the purpose of distinction from texture data or distinction of 
transfer destination, there are instances where header 
(GPUIFtag) is attached. Data transferred by interface 
GPUIF of GPU (Graphic processor unit) is such that a set of 
data called primitive constituted by the leading header 
(GPUIFtag) and Subsequent data are caused to be funda 
mental unit, and plural primitives processed in a bundle are 
caused to be collectively GPU packet. FIG. 12 shows an 
example of the configuration of the header (GPUIF tag), and 
is composed of register descriptor REGS, register descriptor 
number NREG, and data form FLG, etc. in order from MSB. 
In the case where header (GPUIFtag) is added to polygon 
data as Stated above, it is necessary to insert another data into 
the portion between data trains. 

0133. In the case where conversion of simple data con 
figuration as Stated above is required, the above-described 
embodiment of this invention is used, thereby making it 
possible to omit poor efficient work in which CPU carries 
out Sequencing of data train DMA-transferred onto the 
memory or data train to be DMA-transferred onto the 
memory. Thus, performance of the System is improved. 
Moreover, it is possible to carry out DMA transfer between 
devices of different data formats. Further, work for preparing 
transfer Source address of Special Specification or table of 
transfer quantity, or making reference to table can be omit 
ted. 

0.134 AS apparent from the above explanation, in accor 
dance with the example which has been explained along 
with FIGS. 6 to 11 of the embodiment of this invention, bus 
repeating means having buffer memory is provided between 
the first bus and the second bus to carry out, through buffer 
memory within bus repeating means, data transfer between 
the first bus and the Second bus. The bus repeating means 
adds dummy data at the time of data transfer to thereby 
enlarge Size of transfer data block, or to omit a portion of 
data at the time of data transfer to thereby reduce size of 
transfer data block, thereby making it possible to carry out 
change of Simple data configuration at the time of transfer. 
Thus, performance of the System can be improved. 

0135 Moreover, first direct memory access control 
means is connected to the first bus to carry out data transfer 
control between the first bus and buffer memory within the 
bus repeating means, and Second direct memory acceSS 
control means is connected to the Second bus to carry out 
data transfer control between the second bus and buffer 
memory within the bus repeating means. The bus repeating 
means is caused to have a function to output dummy data 
when output request is issued even if data within the buffer 
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memory is lost at the time of data transfer and a function to 
abolish remaining data when data within the buffer memory 
remains at the time point when data transfer of the output 
Side has been completed at the time of data transfer. Thus, 
poor efficient work Such that CPU, etc. carries out Sequenc 
ing processing of data on the memory which has been caused 
to undergo data transfer or which is to be caused to undergo 
data transfer can be omitted. Further, labor for preparing or 
making reference to transfer Source address for data transfer 
or Special transfer specification table of transfer quantity, 
etc. can be omitted. In addition, it is possible to carry out 
data transfer between devices of different data formats. 

0.136 FIG. 13 shows an example of the system to which 
the embodiment of this invention as described above is 
applied. In this System, a main buS 111 for carrying out high 
Speed picture processing and a Sub buS 112 to which low 
speed peripheral devices such as CD-ROM drive, etc. are 
connected are connected through a bus repeater 113 having 
buffer memory such as FIFO, etc. 
0137 Namely, in FIG. 13, a main CPU 121, a DMA 
controller 122, a graphic engine 123 for high Speed picture 
processing and a main memory 124 are connected to the 
high speed main bus 111, and a Sub CPU 126, a DMA 
controller 127, a data recording medium 128 such as CD 
ROM, etc. and a sub memory 129 are connected to the 
relatively low speed sub bus 122. These main bus 111 and 
sub bus 112 are connected through the bus repeater 113 
having buffer memory such as FIFO, etc. as described 
above, and this bus repeater 113 can issue plural kinds of 
DMA requests corresponding to plural DMA channels, e.g., 
three kinds of DMA requests. Since it is sufficient that more 
practical configuration and operation of this bus repeater 113 
are caused to be similar to the bus repeater 13 of the 
embodiment which has been described with reference to 
FIGS. 2 to 5, its explanation is omitted. 
0.138. In the case where DMA transfer is carried out 
between the high Speed bus and the low speed bus as Stated 
above, data transfer can be carried out without allowing 
useleSS Standby time to take place on high Speed bus, and 
processing by CPU can be simplified. In addition, it is 
possible to easily carry out debugging of DMA transfer 
function between different buses. 

0.139. It is to be noted that this invention is not limited to 
the embodiments. While explanation has been given in 
connection with the example where bidirectional DMA 
transfer is carried out between the first bus and the second 
bus, this invention can be also applied to the case where only 
DMA transfer from the first bus to the second bus, or only 
DMA transfer from the second bus to the first bus is carried 
out. In addition, it is a matter of course that the number of 
DMA channels and/or circuits connected to respective 
buses, etc. are not limited to those of the embodiments. 

1. A data transfer method comprising the Steps of: 
connecting a first bus and a Second bus which are different 

from each other through bus repeating means having a 
buffer memory; 

carrying out data transfer control between the first bus and 
the buffer memory within the bus repeating means by 
first direct memory acceSS control means connected to 
the first bus; 
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carrying out data transfer control between the Second bus 
and the buffer memory within the bus repeating means 
by Second direct memory access control means con 
nected to the Second bus, and 

masking, by data processing means, direct memory acceSS 
request to the first or Second direct memory acceSS 
control means from the bus repeating means to directly 
access the buffer memory within the bus repeating 
means by the data processing means. 

2. A data transfer method as Set forth in claim 1, 
wherein first data processing means is provided on the 

first bus as the data processing means and Second data 
processing means is provided on the Second bus as the 
data processing means, 

wherein the first data processing means masks direct 
memory access request on the first bus, 

wherein the Second data processing means masks direct 
memory access request on the Second bus, and 

wherein the first and Second data processing means 
directly access the buffer memory within the bus 
repeater under the same transfer condition as the first 
and Second direct memory access control means on the 
respective buses. 

3. A data transfer method as Set forth in claim 1, 
wherein first data processing means is provided on the 

first bus as the data processing means, 
Wherein the first data processing means masks direct 
memory access request on the Second bus, and 

wherein the first data processing means directly accesses 
the buffer memory within the bus repeater from the 
Second bus Side. 

4. A data transfer apparatus comprising: 
a first bus and a Second bus, 
bus repeating means having a buffer memory connected to 

both the first and second buses; 

first direct memory access control means connected to the 
first bus; and 

first data processing means connected to the first bus, 
wherein the bus repeating means has a function to issue 

direct memory access request to the first direct memory 
acceSS control means, and a function to mask, by the 
first data processing means, this direct memory acceSS 
request, 

to mask direct memory access request of the bus repeating 
means by the first data processing means to directly 
access the buffer memory within the bus repeating 
CS. 

5. A data transfer apparatus as Set forth in claim 4, 
wherein Second direct memory acceSS control means and 

Second data processing means are connected to the 
Second bus, 

wherein the first and Second direct memory access control 
means carry out read/write operation of data with 
respect to the buffer memory within the bus repeating 
means to thereby carry out data transfer between the 
first and Second buses, and 
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wherein the bus repeating means has a function to issue 
direct memory access request with respect to the Sec 
ond direct memory acceSS control means and a function 
to mask, by the Second data processing means, this 
direct memory access request, 

to mask direct memory acceSS request of the bus repeating 
means by the Second data processing means to directly 
access the buffer memory within the bus repeating 
CS. 

6. A data transfer apparatus as Set forth in claim 5, 
wherein direct memory access request on the other bus in 

the bus repeater is masked by one of the first and 
Second data processing means to access the buffer 
memory within the bus repeater from the other bus. 

7. A data transfer method 

in which a first bus and a second bus which are different 
from each other are connected through bus repeating 
means having a buffer memory, 

in which data transfer between the first bus and the second 
bus is carried out through the buffer memory within the 
bus repeating means, and 

in which the bus repeating means adds dummy data at the 
time of data transfer to thereby enlarge Size of transfer 
data block. 

8. A data transfer method as set forth in claim 7, 
wherein data transfer control is carried out between the 

first bus and the buffer memory within the bus repeating 
means by first direct memory access control means 
connected to the first bus, 

wherein data transfer control is carried out between the 
second bus and the buffer memory within the bus 
repeating means by Second direct memory access con 
trol means connected to the Second bus, and 

wherein the bus repeating means is operative So that when 
output request is issued even if data within the buffer 
memory is lost at the time of data transfer, it outputs 
dummy data. 

9. A data transfer method as set forth in claim 7, 

wherein the bus repeating means omits a portion of data 
at the time of data transfer to thereby reduce size of 
transfer data block. 

10. A data transfer method 

in which a first bus and a second bus which are different 
from each other are connected through bus repeating 
means having a buffer memory, 

in which data transfer between the first bus and the second 
bus is carried out through the buffer memory within the 
bus repeating means, and 

in which the bus repeating means omits a portion of data 
at the time of data transfer to thereby reduce size of 
transfer data block. 

11. A data transfer method as set forth in claim 10, 
in which data transfer control is carried out between the 

first bus and the buffer memory within the bus repeating 
means by first direct memory access control means 
connected to the first bus, 
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in which data transfer control is carried out between the 
second bus and the buffer memory within the bus 
repeating means by Second direct memory access con 
trol means connected to the Second bus, and 

in which the bus repeating means is operative So that 
when data within the buffer memory remains at the time 
point when data transfer of the outputside is completed 
at the time of data transfer, it abolishes this remaining 
data. 

12. A data transfer apparatus including: 
a first bus and a Second bus, 
bus repeating means having a buffer memory connected to 

both the first and second buses; 
first direct memory access control means connected to the 

first bus; and 
Second direct memory acceSS control means connected to 

the Second bus, 
wherein the bus repeating means is operative So that when 

output request is issued even if data within the buffer 
memory is lost at the time of data transfer, it outputs 
dummy data. 
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13. A data transfer method as set forth in claim 12, 

wherein the bus repeating means is operative So that when 
data within the buffer memory remains at the time point 
when data transfer of the output Side is completed at the 
time of data transfer, it abolishes the remaining data. 

14. A data transfer apparatus comprising: 

a first bus and a Second bus, 

bus repeating means having a buffer memory connected to 
both the first and second buses; 

first direct memory access control means connected to the 
first bus; and 

Second direct memory acceSS control means connected to 
the Second bus, 

wherein the bus repeating means is operative So that when 
data within the buffer memory remains at the time point 
when data transfer of the output Side is completed at the 
time of data transfer, it abolishes the remaining data. 


