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(57) Abstract: Based on the position and orientation information of an ultrasonic probe, an image generation unit acquires, from
three-dimensional volume data, an image of a slice corresponding to a tomographic image of an object obtained by the ultrasonic
probe. An image composition unit composes the image of the slice with the tomographic image to generate and output a compos-
ite image. In this composition, a region of the tomographic image is specified as an unclear image sensing region, and the image in
the unclear image sensing region is replaced with the image in a region of the image of the slice corresponding to the unclear im-
age sensing region, thereby composing the tomographic image with the image of the slice.
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DESCRIPTION

IMAGE PROCESSING APPARATUS AND IMAGE PROCESSING METHOD

TECHNICAL FIELD

[0001] The present invention relates to a
technique of processing an image obtained by a medical
image collection apparatus (modality) such as an
ultrasonic image diagnosis apparatus, magnetic
resonance imaging apparatus (MRI), X-ray computerized
tomography apparatus (X-ray CT), or optical coherence
tomography (OCT).

BACKGROUND ART

[0002] In the medical field, a doctor displays, on
a monitor, a medical image obtained by sensing an
object and diagnostically interprets the displayed
medical image, thereby observing the state or time-rate
change of a morbid portion. Many of the medical images
are tomographic images inside the object. Examples of
medical image collection apparatuses (modalities) for
obtaining a tomographic image are an ultrasonic image
diagnosis apparatus, magnetic resonance imaging
apparatus (MRI), X-ray computerized tomography
apparatus (X-ray CT), and optical coherence tomography
(OCT) .

[0003] It is difficult to grasp the state of an
unclear image sensing region existing in an obtained

tomographic image just by observing individual
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tomographic images (obtained tomographic images)
obtained by these modalities.

[0004] The unclear image sensing region will be
described here with reference to Fig. 17. The unclear
image sensing region is an unclear region in the image
sensing region of an obtained tomographic image where
the luminance is higher or lower than usual. . For
example, when an ultrasonic image diagnosis apparatus
is used as the medical image collection apparatus for
obtaining a tomographic image, a shadow region or a
posterior echo region corresponds to the unclear image
sensing region. The shadow region is a region where
the state inside the object is not visualized in the
obtained tomographic image because the ultrasonic probe
serving as an image sensing unit is not in appropriate
contact with the object surface. Note that if the
ultrasonic probe is not in contact with the object
surface at all, the entire image sensing region of the
obtained tomographic image is detectéd as the shadow
region. The posterior echo region is an unclear region
in the image sensing region of an obtained tomographic
image where the luminance is higher or lower than usual
because of the influence of a tumor or the like inside
the object. Note that in the following description,
the outside of the image sensing region of an obtained
tomographic image is not included in the unclear image

sensing region.
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[0005] Non-patent reference 1 (W. Wein, A. Khamene,
D-A. Clevert, 0. Kutter, and N. Navab, “Simulation and
fully automatic multimodal registration of medical
ultrasound, ” Proc. MICCAI'07, vol. 1, pp. 136-143,
2007.) discloses a method of obtaining a tomographic
image using a given modality, generating an image of
the same slice based on three-dimensional geometric
volume data acquired by another modality, and
displaying both images in a superimposed manner.
According to this method, even if the obtained
tomographic image contains an unclear image sensing
region, it is possible to grasp the state of the
unclear image sensing region as far as a corresponding
region is visualized in the tomographic image
(generated tomographic image) generated based on the
three-dimensional geometric volume data acquired by
another modality. Patent reference 1 (Japanese Patent
No. 3871747) discloses a method of displaying an
obtainéd tomographic image and a generated tomographic
image side by side. This method also allows to obtain
the same effect as non-patent reference 1.

[0006] It is difficult to grasp the three-
dimensional shape or range of a morbid portion only by
observing individual tomographic images obtained by the
above-described modalities. There is an attempt to
reconstruct three-dimensional shape data from a

tomographic image group. If the three-dimensional
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shape data has been reconstructed, analysis or display
is done based on the reconstructed data, thereby easily
grasping the three-dimensional shape or range of a
morbid portion.

[0007] A medical image collection apparatus such
as an MRI, X-ray CT, or OCT obtains a tomographic image
group at an equal interval. It is therefore possible
to easily reconstruct three-dimensional shape data by
simply stacking the tomographic images. However, an
ultrasonic image diagnosis apparatus normally performs
image sensing while a doctor or a technician holds an
ultrasonic probe in hand and freely moves it. For this
reason, the position of the space based on the human
body, which is visualized in each obtained tomographic
image, is unknown. An attempt has been made to measure
the position and orientation of the ultrasonic probe
using an external sensor and obtain the positional
relationship between tomographic images, thereby
reconstructing three-dimensional shape data (non-patent
reference 2 (A. Fenster, "3-Dimensional Ultrasound
Imaging,”" Imaging Economics, 2004.)). Another attempt
has also been made to estimate the positional
relationship between tomographic images based on the
correlation between image features in the tomographic
images without using any external sensor, thereby
reconstructing three-dimensional shape data (non-patent

reference 3 (T.A. Tuthill, J.F. Krucker, J.B. Fowlkes,
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and P.L. Carson, "Automated three-dimensional US frame
positioning computed from elevational speckle
‘decorrelation," Radiology, vol. 209, pp. 575-582,
1998.)).

[0008] The tomographic image group is obtained
while pressing the probe against the object. For this
reason, the object deforms due to the pressure of the
probe, and the reconstructed three-dimensional shape
data is distorted.

[0009] To prevent this, a deformation-free object
shape is acquired separately, and deformation isi
corrected based on it. For example, a method disclosed
in non-patent reference 4 (W. Wein, B. Roper, and N.
Navab, "Automatic registration and fusion of ultrasound
with CT for radiotherapy," Proc. MICCAI 2005, vol. 2,
pp. 303-311, 2005.) acquires the deformation-free
three-dimensional shape data of an object in advance
using X-ray CT, and generates a simulated ultrasonic
image based on it. A tomographic image actually
obtained by an ultrasonic image diagnosis apparatus 1is
associated with the simulated image based on image
information. This enables correction of deformation.
[0010] Still another attempt has been made to
estimate and correct the object deformation amount
caused by the probe pressure. For example, non-patent
reference 5 (G.M. Treece, R.W. Prager, A.H. Gee, and L.

Berman, "Correction of probe pressure artifacts in
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freehand 3D ultrasound," Medical Image Analysis, vol. 6,
no. 3, pp. 199-214, 2002.) discloses a method of
estimating and correcting, based on an image feature in
a tomographic image and the measured value of a
position and orientation sensor, the amount of
deformation caused by the probe pressure. This method
assumes that deformation occurs only in the probe
pressure application direction. The deformation amount
corresponding to the depth from the body surface of
each tomographic image is estimated and corrected by
calculating the correlation between the horizontal
lines of tomographic images at adjacent image sensing
times. At this time, the correction is done by
adjusting the estimated value of the deformation amount
of each tomographic image such that the estimated
values of the deformation amounts and the measured
values of the position and orientation sensor at the
image sensing start and end times are consistent.
[0011] However, in the method of non-patent
reference 1, a clearly sensed region (clear image
sensing region) and an unclear image sensing region in
an obtained tomographic image are not explicitly
discriminated. Hence, the generated tomographic image
covers the clear image sensing region as well and
impedes observation of the clear image sensing region.
Even if, for example, a biopsy cannula is included in

the clear image sensing region, the cannula is hard to
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view.

[0012] In the method of patent reference 1, the
doctor needs to complement the unclear image sensing
region in the obtained tomographic image by observing
the corresponding region in the generated tomographic
image. At this time, it is impossible to accurately
determine the correspondence between the unclear image
sensing region in the obtained tomographic image and a
region in the generated tomographic image. This still
makes it difficult to grasp the state of the unclear
image sensing region.

[0013] The method of non-patent reference 4
independently requires a medical image collection
apparatus such as X-ray CT to obtain the reference
object shape without deformation caused by the probe
pressure. That is, it is impossible to reconstruct a
three-dimensional shape without deformation from only a
tomographic image group obtained by an ultrasonic image
diagnosis apparatus.

[0014] In the method of non-patent reference 5,
the measured value obtained by the position and
orientation sensor represents the position and
orientation of the deformed body surface, and the
correct value of the amount of deformation caused by
the probe pressure cannot be found. This makes it
impossible to accurately correct the deformation and

obtain the reference object shape without deformation.
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DISCLOSURE OF INVENTION
[0015] The present invention has been made in
consideration of the above-described problems, and
provides a technique of complementing an unclear image
sensing region in an obtained tomographic image based
on three-dimensional volume data.
[0016] It is another object of the present
invention to provide a technique of reconstructing
three-dimensional shape data with a little distortion
from a tomographic image group.
[0017] According to the first aspect of the
present invention, an image processing apparatus
comprising: an unit which acquires a tomographic image
of an object obtained by an image sensing unit; an unit
which acquires position and orientation information of
the image sensing unit; an unit which acquires three-
dimensional volume data of the object; an unit which
acquires an image of a slice corresponding to the
tomographic image from the three-dimensional volume
data based on the position and orientation information;
a generation unit which generates a composite image by
composing the image of the slice with the tomographic
image; and an output unit which outputs the composite
image, wherein the generation unit specifies a region
as an unclear image sensing region of the tomographic

image, and composes the tomographic image with the
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image of the slice by replacing an image in the unclear
image sensing region with an image in a region of the
image of the slice corresponding to the unclear image
sensing region.

[0018] According to the second aspect of the
present invention, an image processing method
comprising: a step of acquiring a tomographic image of
an object obtained by an image sensing unit; a step of
acquiring position and orientation information of the
image sensing unit; a step of acquiring three-
dimensional volume data of the object; a step of
acquiring an image of a slice corresponding to the
tomographic image from the three-dimensional &olume
data based on the position and orientation information;
a generation step of generating a composite image by
composing the image of the slice with the tomographic
image; and an output step of outputting the composite
image, wherein in the generation step, a region as an
unclear image sensing region of the tomographic image
is specified, and the tomographic image is composed
with the image of the slice by replacing an image in
the unclear image sensing region with an image in a
region of the image of the slice corresponding to the
unclear image sensing region.

[0019] According to the third aspect of the
present invention, an image processing apparatus

comprising: an acquisition unit which time-serially
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acquires tomographic images of an object obtained by an
image sensing unit; a determination unit which
determines whether a tomographic image acquired by the
acquisition unit is a tomographic image obtained in a
state in which the image sensing unit is in contact
with the object; a correction unit which corrects
deformation of, out of tomographic image groups
obtained in a state in which the image sensing unit is
in contact with the object, a tomographic image group
other than a tomographic image obtained immediately
after the contact and a tomographic image obtained
immediately before cancel of the contact; and a
generation unit which generates three-dimensional shape
data of the object based on the tomographic image group
corrected by the correction unit.

[0020] According to the fourth aspect of the
present invention, an image processing apparatus
comprising: an acquisition unit which time-serially
acquires tomographic images of an object obtained by an
image sensing unit and position and orientation
information of the image sensing unit; a determination
unit which determines whether a tomographic image
acquired by the acquisition unit is a tomographic image
obtained in a state in which the image sensing unit is
in contact with the object; and a generation unit which
generates three-dimensional shape data of the object

using the position and orientation information
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immediately before and immediately after the contact
and the position and orientation information
immediately before and immediately after cancel of the
contact.

[0021] According to the fifth aspect of the
present invention, an image processing method
comprising: an acquisition step of time-serially
acquiring tomographic images of an object obtained by
an image sensing unit; a determination step of
determining whether a tomographic image acquired in the
acquisition step is a tomographic image obtained in a
state in which the image sensing unit is in contact
with the object; a correction step of correcting
deformation of, out of tomographic image groups
acquired in the acquisition step, a tomographic image
group other than a tomographic image obtained
immediately after the contact and a tomographic image
obtained immediately before cancel of the contact; and
a generation step of generating three-dimensional shape
data of the object based on the tomographic image group
corrected in the correction step.

[0022] According to the sixth aspect of the
present invention, an image processing method
comprising: an acquisition step of time-serially
acquiring tomographic images of an object obtained by
an image sensing unit and position and orientation

information of the image sensing unit; a determination
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step of determining whether a tomographic image
acquired in the acquisition step is a tomographic image
obtained in a state in which the image sensing unit is
in contact with the object; and a generation step of
generating three-dimensional shape data of the object
using the position and orientation information
immediately before and immediately after the contact
and the position and orientation information
immediately before and immediately after cancel of the
contact.

[0023] Further features of the present invention
will become apparent from the following description of
exemplary embodiments with reference to the attached

drawings.

BRIEF DESCRIPTION OF DRAWINGS
[0024] Fig. 1 is a block diagram showing an
example of the functional arrangement of an image
processing apparatus according to the first embodiment;
[0025] Fig. 2 is a block diagram showing an
example of the hardware configuration of a computer;
[0026] Fig. 3 is a flowchart illustrating the
operation of the image processing apparatus according
to the first embodiment;

[0027] Fig. 4 is a flowchart illustrating the
process in step S3010 according to the first

embodiment;
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_13_
[0028] Fig. 5 is a view showing an example of an
image sensing region;
[0029] Fig. 6 is a flowchart illustrating the

process in step S3030 according to the first
embodiment;

[0030] Fig. 7 is a flowchart of the proecess in
step S3010 according to the second embodiment;
[0031] Fig. 8 is a flowchart of the process in
step S3030 according to the second embodiment;
[0032] Fig. 9 is a flowchart of the process in
step S3010 according to the third embodiment;

[0033] Fig. 10 is a flowchart of the process in
step S3010 according to the fourth embodiment;
[0034] Fig. 11 is a flowchart of the process in
step S3030 according to the fourth embodiment;
[0035] Fig. 12 is a flowchart of the process in
step S3010 according to the fifth embodiment;

[0036] Fig. 13 is a view showing a central region,
left region, and right region based on a posterior echo
region;

[0037] Fig. 14 is a flowchart of the process in
step S3030 according to the fifth embodiment;

[0038] Fig. 15 is a flowchart of the process in
step S3020 according to the sixth embodiment;

[0039] Fig. 16 is a flowchart of the process in
step S3030 according to the sixth embodiment;

[0040] Fig. 17 is a view for explaining.an unclear
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image sensing region;

[0041] Fig. 18 is a block diagram showing an
example of the functional arrangement of an image
processing apparatus according to the eighth
embodiment;

[0042] Fig. 19 is a flowchart illustrating the
operation of the image processing apparatus according
to the eighth embodiment;

[0043] Fig. 20 is a flowchart of the process in
step S$53010 according to the eighth embodiment;

[0044] Fig. 21 is a flowchart of the process in
step S53030 according to the eighth embodiment;

[0045] Fig. 22 is a flowchart of the process in
step S53040 according to the eighth embodiment;

[0046] Fig. 23 is a block diagram showing an
example of the functional arrangement of an image
processing apparatus according to the ninth embodiment;
[0047] Fig. 24 is a view showing a state in which
an object and an ultrasonic probe 5195 are in contact
with each other;

[0048] Fig. 25 is a flowchart illustrating the
process in step S53040 according to the ninth
embodiment;

[0049] Fig. 26 is a block diagram showing an
example of the functional arrangement of an image
processing apparatus according to the 10th embodiment;

and
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[0050] Fig. 27 is a view for explaining a contact
determination method according to the third

modification of other embodiments.

BEST MODE FOR CARRYING OUT THE INVENTION
[0051] The embodiments of the present invention
will now be described with reference to the
accompanying drawings. Note that the embodiments to be
explained below are detailed embodied examples of the
present invention and are inqluded in detailed examples
of the arrangements described in the appended claims.
[0052] [First Embodiment]

An image processing apparatus according to this
embodiment detects an unclear image sensing region in
an obtained tomographic image and complements the
detected unclear image sensing region based on three-
dimensional volume data. Note that in this embodiment,
a case will be described in which a shadow region is
handled as an unclear image sensing region, and three-
dimensional volume data is handled as three-dimensional
image data. The embodiment will be explained below.
[0053] The arrangement of the image processing
apparatus according to the embodiment and its
peripheral devices will be described first with
reference to Fig. 1. As shown in Fig. 1, an image
processing apparatus 100 according to this embodiment

includes a data input unit 110, region detection unit
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120, image generation unit 130, and image composition
unit 140. An ultrasonic image diagnosis apparatus 190
serving as a medical image collection apparatus for
obtaining a tomographic image is connected to the image
processing apparatus 100. A data server 200 configured
to hold the three-dimensional volume data of an object
is also connected to the image processing apparatus 100.
[0054] The ultrasonic image diagnosis apparatus
190 obtains a tomographic image of an object in real
time. The tomographic image (obtained tomographic
image) obtained by the ultrasonic image diagnosis
apparatus 190 is input to the image processing
apparatus 100 via the data input unit 110.

[0055] Normally, a doctor or a technician senses
an object while holding an ultrasonic probe serving as
the image sensing unit (not shown) of the ultrasonic
image diagnosis apparatus 190 in hand and freely moving
the probe. However, since the position of the space
based on the object, which is visualized in the
obtained tomographic image, is unknown, a position and
orientation sensor (not shown) is attached to the image
sensing unit to measure the position and orientation of
the image sensing unit. The position and orientation
sensor is formed from, e.g., FASTRAK available from
Polhemus, U.S.A. Note that the position and
orientation sensor can have any design if it can

measure the position and orientation of the image
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sensing unit. In all acquisition methods, position and
orientation information representing the position and
orientation of the image sensing unit is input to the
image processing apparatus 100 via the data input unit
110. The position and orientation of the image sensing
unit are represented by a position and orientation on,
for example, a reference coordinate system (a
coordinate system whose origin is defined at one point
on a space based on an object, and whose X-, Y-, and Z-
axes are defined as three axes that cross at right
angles at that origin). Note that the position and
orientation of the image sensing unit may be input by
the operator using a keyboard or mouse (not shown).
[0056] The data server 200 holds the three-
dimensional volume data of the same object as that of
the obtained tomographic image. The three-dimensional
volume data is, for example, reconstructed in advance
from a tomographic image group obtained by previously
causing the ultrasonic image diagnosis apparatus 190 to
sense the object. For example, according to the method
disclosed in non-patent reference 2, the position and
orientation of the image sensing unit are measured
using the position and orientation sensor, and the
positional relationship between tomographic images is
obtained, thereby reconstructing three-dimensional
volume data.

[0057] Note that the three-dimensional volume data
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is expressed on the above—déscribed reference
coordinate system. The three-dimensional volume data
of the object is input to the image processing
apparatus 100 via the data input unit 110.

[0058] An unclear image sensing region (in this
case, including a posterior echo region) in a
tomographic image obtained by sensing the object from a
given direction is sometimes a clear image sensing
region in another tomographic image obtained by sensing
the object from another direction. In this case, use
of a tomographic image group obtained by sensing the
object from a plurality of directions allows to
reconstruct three-dimensional volume data in which the
unclear image sensing region is complemented to some
extent. As a consequence, a generated tomographic
image in which the unclear image sensing region is
complemented to some extent can be obtained. The
"generated tomographic image" is a tomographic image
generated based on three-dimensional volume data
acquired by another modality, as described above. The
units of the image processing apparatus 100 will be
explained next.

[0059] The data input unit 110 converts the
obtained tomographic image input from the ultrasonic
image diagnosis apparatus 190 into digital data as
needed, and outputs it to the region detection unit 120

and the image composition unit 140. The data input
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unit 110 also outputs, to the image generation unit 130,
three-dimensional volume data concerning the same
object as that of the obtained tomographic image, which
is input from the data server 200. Based on the
position and orientation information of the image
sensing unit input from the ultrasonic image diagnosis
apparatus 190 and the "position and orientation
information of the obtained tomographic image on the
image sensing unit coordinate system", which is
calculated and held in advance, the data input unit 110
obtains position and orientation information of the
obtained tomographic image on the reference coordinate
system. The data input unit 110 outputs, to the image
generation unit 130 of the succeeding stage, the
obtained "position and orientation information of the
obtained tomographic image on the reference coordinate
system”". The image sensing unit coordinate system is a
coordinate system whose origin is defined at one point
on the image sensing unit, and whose X-, Y-, and Z-axes
are defined as three axes that cross at right angles at
that origin.

[0060] The region detection unit 120 detects the
shadow region in the obtained tomographic image input
from the data input unit 110, and outputs data
representing the detected region to the image
composition unit 140. 1In this embodiment, a mask image

is used as the data representing the shadow region.
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The mask image has the same size as that of the
obtained tomographic image and assigns different pixel
values to the shadow region and regions other than it.
[0061] The image generation unit 130 generates a
tomographic image using the three-dimensional volume
data input from the data input unit 110 and the
position and orientation information of the obtained
tomographic image on the reference coordinate system,
and outputs the generated tomographic image to the
image composition unit 140.

[0062] Using the obtained tomographic image input
from the data input unit 110, the mask image input from
the region detection unit 120, and the generated
tomoéraphic image input from the image generation unit
130, the image composition unit 140 composes the
generated tomographic image with the shadow region of
the obtained tomographic image. The image composition
unit 140 outputs the composite image obtained by the
composition process to an external device.

[0063] Note that at least some of the data input
unit 110, region detection unit 120, image generation
unit 130, and image composition unit 140 shown in Fig.
1 may be implemented as independent devices.
Alternatively, the units may be implemented as software
applications which are installed in one or a plurality
of computers and executed by the CPUs of the computers

to implement corresponding functions. In this
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embodiment, the units (data input unit 110, region
detection unit 120, image generation unit 130, and
image composition unit 140) are assumed to be
implemented as software and installed in a single
computer.

[0064] The hardware configuration of the computer
which implements the functions of the data input unit
110, region detection unit 120, image generation unit
130, and image composition unit 140 by executing
software will be described with reference to Fig. 2.
[0065] A CPU 1001 controls the entire computer
using computer programs and data stored in a RAM 1002
and a ROM 1003. The CPU 1001 also implements the
functions of the data input unit 110, region detection
unit 120, image generation unit 130, and image
composition unit 140 by executing software applications
corresponding to them.

[0066] The RAM 1002 is an example of a computer-
readable storage medium and has an area for temporarily
storing computer programs and data loaded from an
external storage device 1007 or a storage medium drive
1008. The RAM 1002 also has an area for temporarily
storing data received from the outside via an I/F 1009
and a work area necessary for the CPU 1001 to perform
various kinds of processing.

[0067] The ROM 1003 is an example of a computer-

readable storage medium and generally stores computer
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programs and setting data. A keyboard 1004 and a mouse
1005 are used as input devices. The operator can input
various instructions to the CPU 1001 by using them.
[0068] A display unit 1006 is formed from a CRT, a
liquid crystal display, or the like and can display the
processing result of the CPU 1001 as an image or
characters. For example, the display unit 1006 can
display various kinds of medical images such as an
obtained tomographic image and a composite image, or a
message which should be displayed for image processing.
[0069] The external storage device 1007 is a mass
information storage device represented by a hard disk
drive. The external storage device 1007 stores the OS
(Operating System), and programs and data which are
used to cause the CPU 1001 to execute each processing
to be described later as processing to be executed by
the image processing apparatus according to this
embodiment. The computer programs include computer
programs which cause the CPU 1001 to implement the
functions of the data input unit 110, region detection
unit 120, image generation unit 130, and image
composition unit 140. The data include data to be
described below as known information. Under the
control of the CPU 1001, the computer programs and data
stored in the external storage device 1007 are loaded
to the RAM 1002 as needed as the process target of the

CPU 1001.
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[0070] Under the control of the CPU 1001, the
storage medium drive 1008 reads out computer programs
and data from a storage medium such as a CD-ROM or a
DVD-ROM and outputs them to the RAM 1002 or the
external storage device 1007.

[0071] The I/F 1009 is formed from an analogue
video port configured to connect the ultrasonic image
diagnosis apparatus 190, a digital input/output port
such as IEEE1394, or an Ethernet® port configured to
output the information of a composite image or the like
to the outside. The data server 200 is connected to
the I/F 1009. Data externally input via the I/F 1009
is stored in the RAM 1002. The I/F 1009 implements
some functions of the data input unit 110. The above-
described constituent elements are connected to each
other via a bus 1010.

[0072] The operation of the image processing
apparatus according to the embodiment will be described
next with reference to Fig. 3. Note that in the
following explanation, the units shown in Fig. 1 are
the entities of processing. In this embodiment,
however, the CPU 1001 executes computer programs
corresponding to the units, as described above. Hence,
the CPU 1001 is the entity of processing in fact.
[0073] In step S3000, the data input unit 110
acquires, from the ultrasonic image diagnosis apparatus

190, the obtained tomographic image of an object and
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the position and orientation information of the image
sensing unit of the ultrasonic image diagnosis
apparatus 190. The data input unit 110 also acquires
the three-dimensional volume data of the object from
the data server 200. Based on the position and
orientation information of the image sensing unit and
the "position and orientation information of the
obtained tomographic image on the image sensing unit
coordinate system”" which is calculated and held in
advance, the data input unit 110 obtains the position
and orientation information of the obtained tomographic
image on the reference coordinate system. The data
input unit 110 outputs the obtained tomographic image
to the region detection unit 120 and the image
composition unit 140 and the three-dimensional volume
data and the "position and orientation information of
the obtained tomographic image on the image sensing
unit coordinate system" to the image generation unit
130.

[0074] In step S3010, the region detection unit
120 detects a shadow region serving as an unclear image
sensing region from the obtained tomographic image
received from the data input unit 110. Note that the
process in this step will be described later in detail
with reference to the flowchart of Fig. 4.

[0075] In step S3020, based on the position and

orientation information obtained by the data input unit
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110 in step S3000, the image generation unit 130
generates a tomographic image by extracting, from the
three-dimensional volume data, an image of the same
slice as that of the obtained tomographic image
acquired by the data input unit 110. Note that only a
portion corresponding to the shadow region in the
three-dimensional volume data may be generated as the
generated tomographic image.

[0076] In step S$3030, the image composition unit
140 composes the tomographic image generated in step
S3020 with the shadow region in the obtained
tomographic image received from the data input unit 110.
Note that the process in this step will be described
later in detail with reference to the flowchart of Fig.
6.

[0077] In step S3040, the image composition unit
140 outputs the composite image obtained by the
composition process in step S3030 to an external device
via the I/F 1009. Alternatively, the composite image
is stored in RAM 1002 so as to be available for another
application.

[0078] The shadow region in the obtained
tomographic image is complemented based on the three-
dimensional volume data by the above-described
processing.

[0079] Details of the process in step S3010 will

be described next with reference to Fig. 4. Note that
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the processing according to the flowchart of Fig. 4 is
implemented by causing the CPU 1001 to execute a
computer program that implements the functions of the
region detection unit 120.

[0080] In step S4000, the region detection unit
120 receives the obtained tomographic image from the
data input unit 110. In step S4010, the region
detection unit 120 generates, as a mask image, an image
having the same size as that of the obtained
tomographic image received in step S4000. Note that
the pixel values of all pixels of the mask image are
set to 0.

[o081] In step S4020, the region detection unit
120 converts the image sensing region of the obtained
tomographic image into a rectangle, and performs the
same conversion for the mask image. For example( when
a convex probe is used as the image sensing unit of the
ultrasonic image diagnosis apparatus 190, the image
sensing region has a fan shape, as shown in Fig. 5.

This shape is converted into a rectangle by, e.g.,
r.otané, .
x =0T

y=r

where (r,0) represents the polar coordinates of the
image sensing region of the convex probe as shown in
Fig. 5, TYmax and Op.x are the maximum values of r and 0

in the image sensing region, respectively, and (X,y)
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represents the orthogonal coordinates after conversion.
Note that when a linear probe is used as the image
sensing unit of the ultrasonic image diagnosis
apparatus 190, the image sensing region is rectangular,
and this step is unnecessary.

[0082] In step S4030, the region detection unit
120 selects, as a selected vertical line, an
unprocessed vertical line in the rectangle region of
the obtained tomographic image. In step S4040, the
region detection unit 120 determines whether the pixel
values (luminance values) of ail pixels of the selected
vertical line are smaller than a threshold.

[0083] The luminance is not necessarily low near
the upper end portion of the image sensing region even
if the ultrasonic probe is not in appropriate contact
with the object surface. Not to use the upper end
portion of the image sensing region, it may be
determined whether all pixel values at y-coordinates
larger than a predetermined y-coordinate value are
smaller than the threshold. If the pixel values of all
pixels of the selected vertical line are smaller than
the threshold upon determination, the process advances
to step S4050. Otherwise, the process advances to step
S4060.

[0084] Note that the processing of determining
whether the region is a shadow region 1is not limited to

the above-described processing. For example, the
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determination may be done by checking whether the
average of the pixel values of all pixels of the
selected vertical line are equal to or smaller than a
threshold, and the variance of the pixel values is
equal to or smaller than a threshold.

[0085] In step S4050, the region detection unit
120 sets the pixel values of pixels of a line of the
mask image corresponding to the selected vertical line
to 1, and advances the process to step S4060.

[0086] In step S4060, the region detection unit
120 determines whether all vertical lines have been
selected in step 54030. If an unselected vertical line
exists upon determination, the process returns to step
S4030. If all vertical lines have been selected, the
process advances to step S4070.

[0087] In step 54070, the region detection unit
120 determines whether the pixel values of the mask
image at all pixel positions in the rectangle region
have been set to 1. If not all pixel values have been
set to 1 upon determination, a probe noncontact flag
representing whether the ultrasonic probe is not in
contact with the object surface at all is set to 0. On
the other hand, if all pixel values have been set to 1,
the probe noncontact flag is set to 1.

[0088] In step S4080, the region detection unit
120 performs inverse conversion of equations (1) for

the mask image. Note that when a linear probe is used
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as the image sensing unit of the ultrasonic image
diagnosis apparatus 190, this step is unnecessary.
[0089] In step S4090, the region detection unit
120 outputs, to the image composition unit 140, the
mask image representing the shadow region and the probe
noncontact flag obtained by the processing in step
S4000 to S4080.

[0090] The above-described processing allows to
detect the shadow region from the obtained tomographic
image. The detected shadow region is reflected on the
mask image as a region formed from a pixel group having
pixel values "1".

[0091] Details of the process in step S3030 will
be described next with reference to Fig. 6. Note that
the processing according to the flowchart of Fig. 6 is
implemented by causing the CPU 1001 to execute a
computer program that implements the functions of the
image composition unit 140.

[0092] In step S6000, the image composition unit
140 receives the obtained tomographic image from the
data input unit 110 and the mask image representing the
shadow region and the probe noncontact flag from the
region detection unit 120. The image composition unit
140 also receives the generated tomographic image from
the image generation unit 130.

[0093] In step S6010, the image composition unit

140 determines whether the probe noncontact flag is 0
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or 1. If the probe noncontact flag is 0 upon
determination, the process advances to step $S6020. If
the probe noncontact flag is 1 upon determination, the
process advances to step S6050.

[0094] In step S6020, the image composition unit
140 selects, as a selected pixel, an unselected pixel
in a region, i.e., the shadow region (unclear image
sensing region) of the obtained tomographic image
corresponding to the region with the pixel value "1" in
the mask image.

[0095] In step S6030, the image composition unit
140 replaces the pixel value of the selected pixel with
the pixel value at the corresponding pixel position of
the generated tomographic image. In step S6040, the
image composition unit 140 determines whether all
pixels in the shadow region have been selected in step
S6020. If an unselected pixel exists upon
determination, the process returns to step S6020. If
all pixels in the shadow region have been selected, the
process advances to step S6060.

[0096] In step S6050, the image composition unit
140 replaces the pixel values of all pixels of the
obtained tomographic image with the pixel values at
corresponding pixel positions of the generated
tomographic image. 1In step 56060, the image
composition unit 140 stores the obtained tomographic

image updated by the processing in steps S6000 to S6050
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in the RAM 1002 as the composite image of the obtained
tomographic image and the generated tomographic image.
[0097] The above-described processing enables to
compose the shadow region in the obtained tomographic
image with the generated tomographic image.

[0098] As described above, according to this
embodiment, it is possible to compose a shadow region
which is an unclear image sensing region in an obtained
tomographic image with the image of the same slice as
that of a tomographic image generated based on three-
dimensional volume data. This allows to complement the
unclear image sensing region based on the three-
dimensional volume data without impeding observation of
a clear image sensing region in the tomographic image.
[0099] [Second Embodiment]

In the first embodiment, a case has been
described in which a shadow region is handled as an
unclear image sensing region. However, the unclear
image sensing region is not limited to the shadow
region and may be a posterior echo region. In the
second embodiment, a case will be explained in which a
posterior echo region is handled as an unclear image
sensing region.

[0100] This embodiment will be described below
regarding only portions different from the first
embodiment. Note that the arrangement of an image

processing apparatus according to this embodiment is
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the same as in Fig. 1 except only the functions of a
region detection unit 120 and an image composition unit
140.

[0101] The region detection unit 120 receives an
obtained tomographic image from a data input unit 110.
The region detection unit 120 detects a posterior echo
region in the obtained tomographic image as an unclear
image sensing region, and outputs data representing the
detected region to the image composition unit 140. 1In
this embodiment, a mask image representing the
posterior echo region is used as the data representing
the posterior echo region.

[0102] The image composition unit 140 receives the
obtained tomographic image output from the data input
unit 110, the mask image representing the posterior
echo region output from the region detection unit 120,
and a generated tomographic image output from an image
generation unit 130. Based on these data, the image
composition unit 140 composes the posterior echo region
of the obtained tomographic image with the generated
tomographic image, and outputs the obtained composite
image to the outside.

[0103] Processing to be executed by the region
detection unit 120 of this embodiment in step S3010
will be described next with reference to Fig. 7. The
same step numbers as in Fig. 4 denote the same

processes in Fig. 7, and a description thereof will not



WO 2010/113633 PCT/JP2010/054465

- 33 -

be repeated.

[0104] In step S7030, the region detection unit
120 detects the posterior echo region of the obtained
tomographic image using, e.g., a method disclosed in
the following reference.

[0105] Fukuoka, "Computer-Aided Diagnosis System
on Breast Ultrasound", Japanese Journal of Radiological
Technology, vol. 63, no. 12, pp. 1429-1434, 2007.

[0106] More specifically, the region detection
unit 120 detects a tumor candidate region using a
method based on vertical edge detection, and defines
the region behind (under) it as a posterior echo region.
[0107] In step S7040, the region detection unit
120 sets the pixel values of pixels of a region of the
mask image corresponding to the posterior echo region
detected in step S7030 to 1, and advances the process
to step S$7050.

[0108] In step S7050, the region detection unit
120 performs inverse conversion of equations (1) for
the mask image. Note that when a linear probe is used
as the image sensing unit of an ultrasonic image
diagnosis apparatus 190, this step is unnecessary.
[0109] In step S7060, the region detection unit
120 outputs the mask image representing the posterior
echo region obtained by the above-described processing
to the image composition unit 140. The above-described

processing allows to detect the posterior echo region
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from the obtained tomographic image.

[0110] Processing to be executed by the image
composition unit 140 of this embodiment in step S3030
will be described next with reference to Fig. 8. 1In
step S8000, the image composition unit 140 receives the
obtained tomographic image from the data input unit 110
and the mask image representing the posterior echo
region from the region detection unit 120. The image
composition unit 140 also.receives the generated
tomographic image from the image generation unit 130.
[0111] In step 88010, the image composition unit
140 selects, as a selected pixel, an unselected pixel
in a region, i.e., the posterior echo region of the
obtained tomographic image corresponding to the region
with the pixel value "1" in the mask image.

[0112] In step S8020, the image composition unit
140 replaces the pixel value of the selected pixel with
the pixel value at the corresponding'pixel position of
the generated tomographic image. In step S8030, the
image composition unit 140 determines whether all
pixels in the posterior echo region have been selected
in step S8010. If an unselected pixel exists upon
determination, the process returns to step S8010. If
all pixels in the posterior echo region have been
selected, the process advances to step S8040.

[0113] In step S8040, the image composition unit

140 outputs the obtained tomographic image updated by
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the processing in steps S8000 to S8030 as the composite
image of the obtained tomographic image and the
generated tomographic image. The output destination is
not particularly limited, as in the first embodiment.
The above-described processing enables to compose the
posterior echo region in the obtained tomographic image
with the generated tomographic image.

[0114] As described above, according to this
embodiment, it is possible to compose a posterior echo
region which is an unclear image sensing region in a
tomographic image with the image of the same slice as
that of a tomographic image generated based on three-
dimensional volume data. This allows to complement the
unclear image sensing region based on the three-
dimensional volume data without impeding observation of
a clear image sensing region in the tomographic image.
[0115] [Third Embodiment]

In the first embodiment, a case has been
described in which a shadow region is handled as an
unclear image sensing region. In the second embodiment,
a case has been described in which a posterior echo
region is handled as an unclear image sensing region.
However, the unclear image sensing region is not
limited to one of the shadow region and the posterior
echo region and may include both of them. In the third
embodiment, a case will be explained in which both a

shadow region and a posterior echo region are handled
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as an unclear image sensing region.

[0116] This embodiment will be described below
regarding only portions different from the first
embodiment. Note that the arrangement of an image
processing apparatus according to this embodiment is
the same as in Fig. 1 except only the functions of a
region detection unit 120 and an image composition unit
140.

[0117] The region detection unit 120 receives an
obtained tomographic image output from a data input
unit 110. The region detection unit 120 detects a
region that combines a shadow region and a posterior
echo region in the obtained tomographic image, and
outputs data representing the detected region to the
image composition unit 140. In this embodiment, a mask
image representing the region that combines the shadow
region and the posterior echo region is used as the
data representing the region that combines the shadow
region and the posterior echo region.

[0118] | The image composition unit 140 receives the
obtained tomographic image output from the data input
unit 110, the mask image representing the region that
combines the shadow region and the posterior echo
region output from the region detection unit 120, and a
generated tomographic image output from an image
generation unit 130. Based on these data, the image

composition unit 140 composes the region that combines
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the shadow region and the posterior echo region of the
obtained tomographic image with the generated
tomographic image, and outputs the obtained composite
image to the outside.

[0119] Processing to be executed by the region
detection unit 120 of this embodiment in step S3010
will be described next with reference to Fig. 9. The
same step numbers as in Fig. 4 denote the same
processes in Fig. 9, and a description thereof will not
be repeated.

[0120] In step S9080, the region detection unit
120 detects, using, e.g., the method disclosed in
(reference 2) above, the posterior echo region from an
image region in the rectangle region of the obtained
tomographic image corresponding to the image region
with the pixel value "0" in the mask image.

[0121] In step S9090, the region detection unit
120 sets the pixel values of pixels of a region of the
mask image corresponding to the posterior echo region
detected in step S9080 to 1, and advances the process
to step S$9100.

[0122] In step S9100, the region detection unit
120 performs inverse conversion of equations (1) for
the mask image. Note that when a linear probe is used
as the image sensing unit of an ultrasonic image
diagnosis apparatus 190, this step is unnecessary.

[0123] In step S9110, the region detection unit
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120 outputs, to the image composition unit 140, the
mask image representing the region that combines the
shadow region and the posterior echo region and a probe
noncontact flag obtained by the above-described
processing. The above-described processing allows to
detect the region that combines the shadow region and
the posterior echo region from the obtained tomographic
image.
[0124] The procedure of processing executed by the
image composition unit 140 is the same as that of the
processing of the flowchart shown in Fig. 6. The
shadow region in the flowchart of Fig. 6 is replaced
with the region that combines the shadow region and the
posterior echo region.
[0125] As described above, according to this
embodiment, it is possible to compose a region that
combines a shadow region and a posterior echo region,
which is an unclear image sensing region in a
tomographic image, with the image of the same slice as
that of a tomographic image generated based on three-
dimensional volume data. This allows to complement the
unclear image sensing region based on the three-
dimensional volume data without impeding observation of
a clear image sensing region in the tomographic image.
[0126] [Fourth Embodiment]

In this embodiment, the image sensing clarity of

a region of an obtained tomographic image is calculated
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using a method corresponding to the property of the
unclear image sensing region. In accordance with the
image sensing clarity, the obtained tomographic image
is composed with a generated tomographic image
generated based on three-dimensional volume data. Note
that in this embodiment, a case will be described in
which a shadow region is handled as an unclear image
sensing region, and three-dimensional volume data is
handled as three-dimensional image data.

[0127] This embodiment will be described below
regarding only portions different from the first
embodiment. Note that the arrangement of an image
processing apparatus according to this embodiment is
the same as in Fig. 1 except only the functions of a
region detection unit 120 and an image composition unit
140.

[0128] In this embodiment, the region detection
unit 120 calculates the image sensing clarity of a
region in an obtained tomographic image. Note that,
for example, defining a region having an image sensing
clarity "0" as a clear image sensing region and a
region having an image sensing clarity larger than 0 as
an unclear image sensing region, image sensing clarity
calculation also enables region detection.

[0129] Processing to be executed by the region
detection unit 120 of this embodiment in step S3010

will be described next with reference to Fig. 10. The
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same step numbers as in Fig. 4 denote the same
processes in Fig. 10, and a description thereof will
not be repeéted.

[0130] In step $10040, the region detection unit
120 calculates the shadow region likelihood (image
sensing clarity) of a selected vertical line as a value
ranging from 0 to 1. For example, an image sensing

clarity Ry is calculated by
=L, - 1)

R, =
I,

Y=Yo
. (2)

For R; < 0, R; = 0 is set, where yg 1s a predetermined
y-coordinate value, ymax is the maximum value of y-
coordinate, Iy is the threshold, and I(y) is the
luminance value of a pixel having a y-coordinate Y on
the selected vertical line. For example, the minimum
value of y-coordinate is used as yo. For example, the
average value of all pixels of the image sensing region
is calculated in advance and used as Iy.
[0131] In other words, the image sensing clarity
is a value obtained by dividing the sum of the
differences between the threshold and the pixel values
of the pixels of the selected vertical line
sequentially selected from the tomographic image by the
product of the threshold and the number of pixels of
the selected vertical line (when yp, = 0). When the

selected vertical line forms a shadow region, the pixel
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value I(y) of a pixel included in the selected vertical
line is relatively small. As a result, R; has a large
value.

[0132] In step S10050, the region detection unit
120 sets the pixel value of each pixel of a line of the
mask image corresponding to the selected vertical line
based on the image sensing clarity obtained in step
S10040 for the selected vertical line. For example,
the pixel value of each pixel of the line of the mask
image corresponding to the selected vertical line is
set to the image sensing clarity obtained in step
S10040 for the selected vertical line.

[0133] In step S10060, the region detection unit
120 determines whether all vertical lines have been
selected in step S4030. If an unselected vertical line
exists upon determination, the process returns to step
S4030. If all vertical lines have been selected, the
process advances to step S10070.

[0134] In step $10070, the region detection unit
120 performs inverse conversion of equations (1) for
the mask image. Note that when a linear probe is used
as the image sensing unit of an ultrasonic image
diagnosis apparatus 190, this step is unnecessary.
[0135] In step S10080, the region detection unit
120 outputs, to the image composition unit 140, the
mask image representing the unclear image sensing

region and its image sensing clarity obtained by the
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above-described processing. The above-described
processing allows to detect the unclear image sensing
region from the obtained tomographic image and
calculate its image sensing clarity.

[0136] Processing to be executed by the image
composition unit 140 of this embodiment in step S3030
will be described next with reference to Fig. 11. 1In
step S$11000, the image composition unit 140 receives
the obtained tomographic image from a data input unit
110 and the mask image representing the unclear image
sensing region and its image sensing clarity from the
region detection unit 120. The image composition unit
140 also receives a generated tomographic image from an
image generation unit 130.

[0137] In step S11010, the image composition unit
140 selects, as a selected pixel, an unselected pixel
of the obtained tomographic image. In step S11020, the
image composition unit 140 composes the pixel value of
the selected pixel with the pixel wvalue at the
corresponding pixel position of the generated
tomographic image based on the pixel value at a pixel
position of the mask image corresponding to the
selected pixel. For example, if the pixel value at the
pixel position of the mask image corresponding to the
selected pixel is a;, a pixel value I; of the selected
pixel and a pixel value Iy at the corresponding pixel

position of the generated tomographic image are
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composed by

I = (1 - o)Is + oI ... (3)
where I is the pixel value as the composition result of
the pixel values Is; and Iyq. The image composition unit
140 replaces the pixel value Is; of the selected pixel
with the pixel value I obtained by the composition
process. This composition process enables to compose
the obtained tomographic image with the generated
tomographic image at a composition ratio ;.
[0138] In étep S11030, the image composition unit
140 determines whether all pixels in the obtained
tomographic image have been selected in step S11010.
If an unselected pixel exists upon determination, the
process returns to step S11010. If all pixels in the
obtained tomographic image have been selected, the
process advances to step S11040.
[0139] In step S$11040, the image composition unit
140 outputs the obtained tomographic image updated by
the processing in steps S11000 to S11030 as the
composite image of the obtained tomographic image and
the generated tomographic image. The above-described
processing enables to compose the unclear image sensing
region in the obtained tomographic image with the
generated tomographic image in accordance with the
image sensing clarity.
[0140] As described above, according to this

embodiment, it is possible to detect an unclear image
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sensing region in a tomographic image and compose it,
in accordance with its image sensing clarity, with a
tomographic image generated based on three-dimensional
volume data. This allows to complement the unclear
image sensing region based on the three-dimensional
volume data without impeding observation of a clear
image sensing region in the tomographic image. Note
that in this embodiment, a case has been described in
which a shadow region is handled as an unclear image
sensing region. However, the unclear image sensing
region is not limited to the shadow region and may be a
posterior echo region.

[0141] [Fifth Embodiment]

In this embodiment, the image sensing clarities
of regions of an obtained tomographic image are
calculated using a plurality of methods corresponding
to the properties of the unclear image sensing regions.
In accordance with the image sensing clarities, the
obtained tomographic image is composed with a generated
tomographic image generated based on three-dimensional
volume data. Note that in this embodiment, a case will
be described in which a shadow region and a posterior
echo region are handled as unclear image sensing
regions, and three-dimensional volume data is handled
as three-dimensional image data.

[0142] This embodiment will be described below

regarding only portions different from the first
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embodiment. Note that the arrangement of an image
processing apparatus according to this embodiment is
the same as in Fig. 1 except only the functions of a
region detection unit 120 and an image composition unit
140. In this embodiment, the region detection unit 120
calculates the image sensing clarity of a region in an
obtained tomographic image.

[0143] Processing to be executed by the region
detection unit 120 of this embodiment in step S3010
will be described next with reference to Fig. 12. 1In
step S12000, the region detection unit 120 acquires an
obtained tomographic image from a data input unit 110.
In step S12010, the region detection unit 120 generates
two images each having the same size as that of the
obtained tomographic image received in step S12000.

One of the images will be referred to as a first mask
image, and the other will be referred to as a second
mask image. Note that the pixel values of all pixels
of the mask images are set to 0.

[0144] In step S12020, the region detection unit
120 converts the image sensing region of the obtained
tomographic image into a rectangle, and performs the
same conversion for the first mask image and the second
mask image. When a convex probe is used as the image
sensing unit of the ultrasonic image diagnosis
apparatus, the image sensing region is converted into a

rectangle by, e.g., equations (1l). When a linear probe
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is used as the image sensing unit of the ultrasonic
image diagnosis apparatus, the image sensing region is
rectangular, and this step is unnecessary.

[0145] In step $12030, the region detection unit
120 selects, as a selected vertical line, an
unprocessed vertical line in the rectangle region of
the obtained tomographic image. In step 512040, the
region detection unit 120 calculates the shadow region
likelihood (first image sensing clarity) of the
selected vertical line as a value ranging from 0 to 1.
For example, a first image sensing clarity R; is
calculated by equation (2). For Ry < 0, Ry = 0 is set.
[0146] In step S12050, the region detection unit
120 sets the pixel value of each pixel of a line of the
mask image corresponding to the selected vertical line
based on the first image sensing clarity R; obtained in
step 512040 for the selected vertical line. For
example, the pixel value of each pixel of the line of
the mask image corresponding to the selected vertical
line is set to the first image sensing clarity R;
obtained in step S12040 for the selected vertical line.
[0147] In step S$S12060, the region detection unit
120 determines whether all vertical lines have been
selected in step S12030. If an unselected vertical
line exists upon determination, the process returns to
step S$S12030. If all vertical lines have been selected,

the process advances to step S12070.
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[0148] In step S12070, the region detection unit
120 detects a posterior echo region in the image
sensing region of the obtained tomographic image. At
this time, the region detection unit 120 calculates the
posterior echo region likelihood (second image sensing
clarity) as a value ranging from 0 to 1.

[0149] For example, using a method based on
vertical edge detection disclosed in reference 2, a
tumor candidate region serving as a part region of
interest is detected first from the image sensing
region converted into a rectangle. Next, a rectangle
region including the tumor candidate region is set.
Three regions as shown in Fig. 13 are set behind
(under) the rectangle region. A region that combines
the central region (the region immediately under the
tumor candidate region) and a rectangle region behind
(under) the tumor candidate region is the posterior
echo region. Based on the average luminance value of
the left region and the right region (the average
luminance value of regions adjacent to the left and
right sides of the region immediately under the tumor
candidate region) and the average luminance value of
the central region, a second image sensing clarity R;

is calculated by

R, = IlrI_' Ic
1r
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_ Io - I,
R2 = Thax — Iir
(when I, < I.) ... (4)

where I;, is the average luminance value of the left
and right regions, I. is the average luminance value of
the central region, and Ipax 15 the maximum value that
the luminance value can take. That is, these equations
obtain a value by dividing the difference between I.
and I;r by Iiy or the difference between Ip.x and Ii..
[0150] In step 512080, based on the second image
sensing clarity R; calculated in step S12070, the
region detection unit 120 sets the pixel value of each
pixel of a region of the second mask image
corresponding to the posterior echo region detected in
step S12070. For example, the pixel value of each
pixel of the region of the second mask image
corresponding to the posterior echo region detected in
step S12070 is set to the second image sensing clarity
R, calculated in step S12070.

[0151] In step S12090, the region detection unit
120 performs inverse conversion of equations (1) for
the first mask image and the second mask image. Note
that when a linear probe is used as the image sensing
unit of the ultrasonic image diagnosis apparatus, this
step is unnecessary.

[0152] In step S12100, the region detection unit

120 outputs, to the image composition unit 140, the
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first mask image and the second mask image obtained by
the processing in steps S12000 to S12090. The above-
described processing allows to detect the unclear image
sensing regions having different properties from the
obtained tomographic image and calculate their image
sensing clarities.

[0153] Processing to be executed by the image
composition unit 140 of this embodiment in step S3030
will be described next with reference to Fig. 14. 1In
step S14000, the image composition unit 140 receives
the obtained tomographic image from the data input unit
110 and the first and second mask images representing
the unclear image sensing regions and their image
sensing clarities from the region detection unit 120.
The image composition unit 140 also receives a
generated tomographic image from an image generation
unit 130.

[0154] In step S14010, the image composition unit
140 selects, as a selected pixel, one unselected pixel
of the obtained tomographic image. In step S14020, the
image composition unit 140 decides the pixel value of
the selected pixel. More specifically, the image
composition unit 140 composes the pixel value of the
selected pixel with the pixel value at the
corresponding pixel position of the generated
tomographic image based on the pixel value R; at a

pixel position of the first mask image corresponding to
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the selected pixel and the pixel value R; at a pixel
position of the second mask image corresponding to the
selected pixel.
[0155] For example, if R; = o;, and Ry, = oy, a
pixel value I; of the selected pixel and a pixel value
Iy at the corresponding pixel position of the generated
tomographic image are composed by

I = (1 -o01)(1 - o2)Is + (ap + 0 — o02)Ig ... (5)
where I is the pixel value as the composition result of
the pixel values Is and Ig. The image composition unit
140 replaces the pixel value Is of the selected pixel
with the pixel value I obtained by the composition
process. This composition process enables to compose
the obtained tomographic image with the generated
tomographic image at composition ratios o; and a,.
[0156] In step S14030, the image composition unit
140 determines whether all pixels in the obtained
tomographic image have been selected in step S14010.
If an unselected pixel exists upon determination, the
process returns to step S14010. If all pixels in the
obtained tomographic image have been selected, the
process advances to step S14040.
[0157] In step $14040, thelimage composition unit
140 outputs the obtained tomographic image updated by
the processing in steps 514000 to S14030 as the
composite image of the obtained tomographic image and

the generated tomographic image. The above-described
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processing enables to compose the unclear image sensing
region in the obtained tomographic image with the
generated tomographic image in accordance with the
image sensing clarity.
[0158] As described above, according to this
embodiment, it is possible to detect unclear image
sensing regions in a tomographic image by a plurality
of methods and compose them, in accordance with their
image sensing clarities, with a tomographic image
generated based on three-dimensional volume data. This
allows to complement the unclear image sensing regions
based on the three-dimensional volume data without
impeding observation of a clear image sensing region in
the tomographic image. Note that in this embodiment, a
posterior echo region is detected after detection of a
shadow region. However, the regions may be detected in
a reversed order or in parallel.
[0159] [Sixth Embodiment]

In this embodiment, the image sensing clarity of
a region of an obtained tomographic image is calculated
using a method corresponding to the property of the
unclear image sensing region. In addition, based on
the three-dimensional reliability distribution of
three-dimensional image data, the reliability
distribution in a tomographic image generated based on
the three-dimensional image data is calculated. An

obtained tomographic image and a generated tomographic
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image are composed based on the image sensing clarity
of the obtained tomographic image and the reliability
distribution in the generated tomographic image. Note
that in this embodiment, a case will be described in
which a shadow region is handled as an unclear image
sensing region, and three-dimensional volume data is
handled as three-dimensional image data.

[0160] This embodiment will be described below
regarding only portions different from the fourth
embodiment. Note that the arrangement of an image
processing apparatus according to this embodiment is
the same as in Fig. 1 except only the functions of an
image generation unit 130 and an image composition unit
140. In this embodiment, the image generation unit 130
calculates the reliability distribution in a generated
tomographic image based on the three-dimensional
reliability distribution of three-dimensional volume
data.

[0161] Processing to be executed by the image
generation unit 130 of this embodiment in step S3020
will be described next with reference to Fig. 15.
[0162] In step S15000, the image generation unit
130 receives, from a data input unit 110, three-
dimensional volume data, the three-dimensional
reliability distribution of the three-dimensional
volume data calculated in advance, and the position and

orientation information of an obtained tomographic
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image on the reference coordinate system.

[0163] The three-dimensional volume data is
reconstructed from a tomographic image group obtained
by an ultrasonic image diagnosis apparatus 190. Hence,
the reliability is not uniform between the voxels of
the three-dimensional volume data. For example, a
region where the tomographic images are obtained
densely while slowly moving the ultrasonic probe has a
high reliability. On the other hand, a region where
the tomographic images are obtained coarsely while
moving the ultrasonic probe at a high speed has a low
reliability. For example, the number of tomographic
images used upon reconstructing the voxel values of the
three-dimensional volume data from the tomographic
image group is divided by the maximum value of the
number of used tomographic images, and the guotient is
normalized within the range of 0 to 1. The resultant
value is defined as a reliability L, of each voxel.
[0164] In step S15010, based on the position and
orientation information acquired in step S15000, the
image generation unit 130 generates a tomographic image
by extracting, from the three-dimensional volume data,
an image of the same slice as that of the obtained
tomographic image acquired by the data input unit 110.
[0165] In step S15020, the image generation unit
130 calculates a reliability L, of each pixel of the

generated tomographic image based on the reliability Ly
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of each voxel used to generate the pixels of the
generated tomographic image. For example, when the
value of each pixel is set to the value of the nearest
voxel, the reliability L, of a given pixel is set to
the reliability L, of the nearest voxel.

[0166] In step S15030, the image generation unit
130 outputs, to the image composition unit 140, the
generated tomographic image and the reliabilities
(reliability distribution) of the pixels of the
generated tomographic image. The above-described
processing enables to calculate the generated
tomographic image and the reliability distribution of
it.

[0167] Processing to be executed by the image
composition unit 140 of this embodiment in step S3030
will be described next with reference to Fig. 16. In
step S16000, the image composition unit 140 receives
the obtained tomographic image from the data input unit
110 and a mask image representing an unclear image
sensing region and its image sensing clarity from a
region detection unit 120. The image composition unit
140 also receives the generated tomographic image and
its reliability distribution from the image generation
unit 130.

[0168] In step S16010, the image composition unit
140 selects, as a selected pixel, an unselected pixel

of the obtained tomographic image. In step S16020, the
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image composition unit 140 composes the pixel value of
the selected pixel with the pixel value at the
corresponding pixel position of the generated
tomographic image based on the reliability at a pixel
position of the generated tomographic image
corresponding to the selected pixel and the pixel value
at a pixel position of the mask image corresponding to
the selected pixel. For example, assume that the
reliability at the pixel position of the generated
tomographic image corresponding to the selected pixel
is Lp, and the pixel value at the pixel position of the
mask image corresponding to the selected pixel is a;.
In this case, a pixel value Is of the selected pixel
and a pixel value Iy at the corresponding pixel
position of the generated tomographic image are
composed by

I = (1 - oulp)Is + oalplyg ... (0)
where I is the pixel value as the composition result of
the pixel values Is and Ig. The image composition unit
140 replaces the pixel value Is; of the selected pixel
with the pixel value I obtained by the composition
process.
[0169] In step S16030, the image composition unit
140 determines whether all pixels in the obtained
tomographic image have been selected in step S16010.
If an unselected pixel exists upon determination, the

process returns to step S16010. If all pixels in the
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obtained tomographic image have been selected, the
procéss advances to step S516040.

[0170] In step S16040, the image composition unit
140 outputs the obtained tomographic image updated by
the processing in steps S16000 to S16030 as the
composite image of the obtained tomographic image and
the generated tomographic image. The above-described
processing enables to compose the obtained tomographic
image with the generated tomographic image in
accordance with the image sensing clarity of the
unclear image sensing region of the obtained
tomographic image and the reliability distribution of
the generated tomographic image.

[0171] As described above, according to this
embodiment, it is possible to compose an obtained
tomographic image with a generated tomographic image in
accordance with the image sensing clarity of an unclear
image sensing region of the obtained tomographic image
and the reliability distribution of the generated
tomographic image. This allows to complement the
unclear image sensing region based on the three-
dimensional volume data without impeding observation of
a clear image sensing region in the tomographic image.
Note that in this embodiment, a case has been described
in which a shadow region is handled as an unclear image
sensing region. However, the unclear image sensing

region is not limited to the shadow region and may be a
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posterior echo region.
[0172] [Seventh Embodiment]
(First Modification)

In the above embodiments, an example has been
described in whicﬁ the ultrasonic image diagnosis
apparatus 190 is used as a medical image collection
apparatus for obtaining a tomographic image. However,
the medical image collection apparatus for obtaining a
tomographic image is not limited to this. For example,
the methods of the above-described embodiments are
applicable even when a medical image collection
apparatus capable of obtaining a tomographic image,
such as a magnetic resonance imaging apparatus (MRI),
X-ray computerized tomography apparatus (X-ray CT), or
optical coherence tomography (OCT) is used.

[0173] (Second Modification)

In the above embodiments, an example has been
described in which the ultrasonic image diagnosis
apparatus 190 obtains a tomographic image. However,
the data acquired by the medical image collection
apparatus is not limited to this. For example, the
methods of the above-described embodiments are
applicable even when acquiring an MPR (Multi Planar
Reformat) image using a three-dimensional ultrasonic
probe. That is, the methods of the above-described
embodiments are directly applied to each of a plurality

of slices.
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[0174] (Third Modification)

In the above embodiments, an example has been
described in which sequenced luminance value data
reconstructed in advance from a tomographic image group
obtained by previously causing the ultrasonic image
diagnosis apparatus 190 to sense the object is used as
three-dimensional image data. However, the three-
dimensional image data to be used is not limited to
this. For example, three-dimensional volume data
acquired using a three-dimensional ultrasonic probe may
be used. Alternatively, sequenced luminance value data
reconstructed in advance from a tomographic image group
obtained by previously causing a magnetic resonance
imaging apparatus (MRI), X-ray computerized tomography
apparatus (X-ray CT), or optical coherence tomography
(OCT) to sense the object may be used. The sequenced
luminance value data may be converted into sequenced
luminance value data like data obtained by an
ultrasonic image diagnosis apparatus. Three-
dimensional CG data such as a standard geometric model
may be used.

[0175] Note that not the sequenced luminance value
data reconstructed in advance from a tomographic image
group obtained previously by image sensing but
sequenced luminance value data reconstructed in real
time from a tomographic image group obtained in real

time by image sensing may be used. In this case, the
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latest obtained tomographic image may be excluded form
the tomographic image group to be used to reconstruct
the sequenced luminance value data.

[0176] The tomographic image group obtained in
advance or in real time by image sensing may directly
used as the three-dimensional image data without
reconstructing sequenced luminance value data from it.
In this case, the generated tomographic image having
almost the same slice as that.of the obtained
tomographic image is directly generated using, for
example, a method disclosed in the following reference.
[0177] R.W. Prager, A.H. Gee, and L. Berman,
“Stradx: real-time acquisition and visualisation of
freehand 3D ultrasound,” Technical report CUED/F-
INFENG/TR 319, Cambridge University Department of
Engineering, April 1998.

[0178] (Fourth Modification)

In the above embodiments, a case has been
described in which an unclear image sensing region is
detected from the obtained tomographic image, and the
detected region is complemented based on three-
dimensional volume data. However, if the unclear image
sensing region is known, the processing of detecting it
is unnecessary. For example, when the piezoelectric
element (oscillator) of the ultrasonic probe is
partially broken, a specific region of the image

sensing region is always unclear because of the
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luminance lower than usual, like a shadow region. In
this case, the specific region is, e.g., manually
designated in advance, and the same processing as that
for the shadow region in the above-described
embodiments is performed for the designated region. At
this time, the image sensing clarity of the unclear
image sensing region may be calculated in advance, and
composition of the unclear image sensing region may be
done based on the image sensing clarity.

[0179] (Fifth Modification)

In the above embodiments, a case has been
described in which an unclear image sensing region in
the obtained tomographic image is complemented based on
three-dimensional volume data. However, even the clear
image sensing region may be mixed with the pixel values
of the generated tomographic image at a ratio not to
impede observation of the region. For example, all the
pixel values of a region of the mask image where the
pixel values are 0.1 or less are replaced with 0.1.
After that, the pixel values of the obtained
tomographic image and those of the generated
tomographic image are mixed based on equation (3) in
step S11020 or equation (5) in step S14020. This makes
it possible to grasp the overview of the generated
tomographic image without impeding observation of the
clear image sensing region.

[0180] (Sixth Modification)
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In the first embodiment, the clear image sensing
region and the unclear image sensing region may be
displayed in different display attributes. For example,
the clear image sensing region may be displayed in blue
of 256 tones, and the unclear image sensing region may
be displayed in red of 256 tones. Only the unclear
image sensing region may be blink. The boundary line
between the clear image sensing region and the unclear
image sensing region may be drawn.

[0181] That is, any display form can be adopted to
display the composite image as far as the unclear image
sensing region and other regions are displayed
discriminately. This makes it possible to grasp the
clear image sensing region and the unclear image
sensing region without any confusion.

[0182] (Seventh Modification)

In the third embodiment, the unclear image
sensing regions may be displayed in different display
attributes in accordance with their properties. For
example, a shadow region may be displayed in red of 256
tones, and a posterior echo region may be displayed in
green of 256 tones. That is, any display form can be
adopted to display the unclear image sensing regions as
far as the unclear image sensing regions of different
types are displayed discriminately. At this time, the
clear image sensing region may be displayed in blue of

256 tones.
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[0183] The color mixing ratio may be changed in
accordance with the image sensing clarity, i.e., the
pixel value of the mask image. If the pixel value of
the first mask image representing a shadow region is oy,
and the pixel value of the second mask image
representing a posterior echo region is a;, the mixing
ratio B : R : G of blue, red, and green can be

calculated by, e.qg.,

B:R:G=(-gq )(1_a2):a,(a1 ta, ) (@ +a; —a,)
a'1+a2 a1+a2

. {7)

That is, any display form can be adopted to
display the composite image as far as its pixel values
are displayed in display forms according to values
corresponding to the image sensing clarity and
reliability. All or some of the above-described
embodiments and modifications may be combined as needed.
[0184] [Eighth Embodiment]

An image processing apparatus according to this
embodiment time-serially (continuously in terms of
time) acquires tomographic images of an object from an
ultrasonic image diagnosis apparatus, and reconstructs
the three-dimensional shape data of the object based on
the obtained tomographic image group. At this time, a
tomographic image obtained immediately after the
ultrasonic probe has been brought into contact with the

object and a tomographic image obtained immediately
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before the contact is canceled (immediately before the
noncontact) are processed using a method different from
that for remaining tomographic images. This reduces
the influence of deformation caused by the probe
pressure.

[0185] The tomographic image obtained immediately
after the contact need not always be a single
tomographic image but may include a designated number
of tomographic images. All tomographic images obtained
after the contact until the probe moves by a
predetermined distance and/or angle may be handled as
the tomographic images immediately after the contact.
Note that the movement of the probe can be measured by
a position and orientation sensor to be described later.
The tomographic image obtained immediately before the
noncontact need not always be a single tomographic
image, like the tomographic image immediately after the
contact.

[0186] In this embodiment, volume data that stores
a luminance value in each voxel of a three-dimensional
voxel mesh (to be referred to as sequenced luminance
value data hereinafter) is reconstructed as three-
dimensional shape data. This embodiment will be
explained below.

[0187] An example of the functional arrangement of
the image processing apparatus according to this

embodiment will be described first with reference to
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Fig. 18. As shown in Fig. 18, an image processing
apparatus 5100 according to this embodiment includes a
data input unit 5110, data storage unit 5120, position
and orientation calculation unit 5130, contact
determination unit 5140, deformation determination unit
5150, deformation correction unit 5160, and three-
dimensional shape reconstruction unit 5170. An
ultrasonic image diagnosis apparatus 5190 serving as a
medical image collection apparatus for obtaining a
tomographic image is connected to the image processing
apparatus 5100.

[0188] The ultrasonic image diagnosis apparatus
5190 time-serially obtains tomographic images of an
object. An ultrasonic probe 5195 configured to acquire
a tomographic image group is connected to the
ultrasonic image diagnosis apparatus 5190. Tomographic
image sensing is done by bringing the ultrasonic probe
5195 into contact with the object. The tomographic
image group obtained by the ultrasonic image diagnosis
apparatus 5190 is input to the image processing
apparatus 5100 via the data input unit 5110. A
position and orientation sensor is attached to the
ultrasonic probe 5195 to measure the position and
orientation of the ultrasonic probe, as in the first
embodiment. In this embodiment as well, any method
capable of acquiring the position and orientation of

the ultrasonic probe 5195 is usable. In all methods,
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the position and orientation information of the
ultrasonic probe 5195 is input to the image processing
apparatus 5100 via the data input unit 5110. The
position and orientation information of the ultrasonic
probe 5195 is expressed by a position and orientation
on the above-described reference coordinate system.
Note that the position and orientation of the
ultrasonic probe 5195 may be input by the operator
using a user interface such as a keyboard or mouse (not
shown) .

[0189] The data input unit 5110 time-serially
receives, from the ultrasonic image diagnosis apparatus
5190, tomographic images and the position and
orientation information of the ultrasonic probe 5195 at
the point of time the tomographic images have been
obtained. The data input unit 5110 converts each input
tomographic image into digital data as needed, and
stores the data in the data storage unit 5120 in
association with the position and orientation
information of the ultrasonic probe 5195 at the point
of time the tomographic image has been obtained.

[0190] The position and orientation calculation
unit 5130 reads out the position and orientation
information of the ultrasonic probe 5195 from the data
storage unit 5120. The position and orientation
calculation unit 5130 also reads out the "position and

orientation information of a tomographic image on an
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ultrasonic probe coordinate system", which is
calculated in advance and managed in the data storage
unit 5120. Using the position and orientation
information, the position and orientation calculation
unit 5130 calculates the position and orientation
information of the tomographic image on the reference
coordinate system, and stores it in the data storage
unit 5120. The ultrasonic probe coordinate system is a
coordinate system whose origin is defined at one point
on the ultrasonic probe 5195, and whose X-, Y-, and Z-
axes are defined as three axes that cross at right
angles at that origin.

{0191] The contact determination unit 5140 reads
out a tomographic image from the data storage unit 5120,
and using the readout tomographic image, determines the
presence/absence of contact between the ultrasonic
probe 5195 and the object at the sensing time of the
tomographic image. The contact determination unit 5140
stores information representing the determination
result (presence/absence of contact) in the data
storage unit 5120.

[0192] The deformation determination unit 5150
reads out, from the data storage unit 5120, a
tomographic image and information representing the
presence/absence of contact determined using the
tomographic image. The deformation determination unit

5150 determines, using the readout tomographic image
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and information representing the presence/absence of
contact, whether the tomographic image is a tomographic
image (slightly deformed tomographic image) having
slight deformation caused by the pressure of the
ultrasonic probe 5195 or a tomographic image (deformed
tomographic image) having large deformation. The
deformation determination unit 5150 stores information
representing the determination result in the data
storage unit 5120.

[0193] The deformation correction unit 5160 reads
out, from the data storage unit 5120, a tomographic
image, the position and orientation information of the
tomographic image on the reference coordinate system,
and information representing the result of
determination performed for the tomographic image by
the deformation determination unit 5150. The
deformation correction unit 5160 corrects deformation
of the deformed tomographic image based on the pieces
of readout information, and stores, in the data storage
unit 5120, the tomographic image that has undergone the
deformation correction. Note that the tomographic
image that has undergone the deformation correction
will be referred to as a corrected tomographic image
hereinafter.

[0194] The three-dimensional shape reconstruction
unit 5170 reads out, from the data storage unit 5120, a

slightly deformed tomographic image group, a corrected
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tomographic image group, and their position and
orientation information on the reference coordinate
system. The three-dimensional shape reconstruction
unit 5170 reconstructs sequenced luminance value data
using the pieces of readout information, and outputs
the data to an external device.
[0195] The data storage unit 5120 stores the
following data.
[0196] (1) Time-serially acquired tomographic
images of an object and information about them

(1-1) Tomographic images of the object input
from the data input unit 5110

(1-2) The position and orientation information
of each tomographic image on the reference coordinate
system, which is input from the position and
orientation calculation unit 5130

(1-3) Information representing the
presence/absence of contact input from the contact
determination unit 5140

(1-4) Information representing the result of
determination by the deformation determination unit
5150, which is input from the deformation determination
unit 5150

(1-5) Corrected tomographic images input from
the deformation correction unit 5160

(2) The position and orientation information of

each tomographic image on the ultrasonic probe
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coordinate system, which is calculated in advance

These data are input/output to/from the data
storage unit 5120 as needed. Note that at least some
of the data input unit 5110, data storage unit 5120,
position and orientation calculation unit 5130, contact
determination unit 5140, deformation determination unit
5150, deformation correction unit 5160, and three-
dimensional shape reconstruction unit 5170 shown in Fig.
18 may be implemented as independent devices.
Alternatively, the units may be implemented as software
applications which are installed in one or a plurality
of computers and executed by the CPUs of the computers
to implement corresponding functions. In this
embodiment, the units of the image processing apparatus
5100 are assumed to be implemented as software and
installed in a single computer. As the computer, a
computer having the configuration example shown in Fig.
2 is applied, as in the first embodiment.
[0197] Processing to be executed by the image
processing apparatus 5100 according to the embodiment
will be described next with reference to Fig. 19. Note
that in the following explanation, the units shown in
Fig. 18 are the entities of processing. In this
embodiment, however, a CPU 1001 executes computer
programs corresponding to the units, as described above.
Hence, the CPU 1001 is the entity of processing in fact.

[0198] As described above, the ultrasonic image .
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diagnosis apparatus 5190 sequentially outputs the
tomographic images of the object, and the position and
orientation information of the ultrasonic probe 5195 at
the points of time the tomographic images have been
obtained. Hence, in step S$53000, the data input unit
5110 sequentially acquires the tomographic images of
the object, and the position and orientation
information of the ultrasonic probe 5195 at the points
of time the tomographic images have been obtained, and
stores the data in the data storage unit 5120.

[0199] Next, the position and orientation
calculation unit 5130 reads out the position and
orientation information of the ultrasonic probe 5185
from the data storage unit 5120. The position and
orientation calculation unit 5130 also reads out the
"position and orientation information of a tomographic
image on the ultrasonic probe coordinate system", which
is calculated in advance and stored in the data storage
unit 5120. Using the pieces of position and
orientation information, the position and orientation
calculation unit 5130 calculates the position and
orientation information of the tomographic image on the
reference coordinate system, and stores it in the data
storage unit 5120.

[0200] In step S53010, the contact determination
unit 5140 determines the presence/absence of contact

(contact or noncontact) between the ultrasonic probe
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5195 and the object at the image sensing time of each
tomographic image based on the tomographic image group
stored in the data storage unit 5120 in step S53000.
The contact determination unit 5140 stores, in the data
storage unit 5120, information representing the
presence/absence of contact at the image sensing time
of each tomographic image. Note that the process in
this step will be described later in detail with
reference to the flowchart of Fig. 20.

[0201] In step S53020, for each of the tomographic
images obtained in step S53000, the deformation
determination unit 5150 determines, based on the
contact determination result obtained in step S53010,
whether the tomographic image is a slightly deformed
tomographic image or a deformed tomographic image.

More specifically, the deformation determination unit
5150 determines a tomographic image obtained
immediately after the contact and that obtained
immediately before cancel of the contact as slightly
deformed tomographic images, and remaining tomographic
images as deformed tomographic images. The deformation
determination unit 5150 stores, in the data storage
unit 5120, information representing the determination
result of each tomographic image.

[0202] In step S53030, the deformation correction
unit 5160 performs deformation correction processing

for the tomographic images determined as deformed
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tomographic images in step $53020, thereby generating
corrected tomographic images. The deformation
correction unit 5160 stores the obtained corrected
tomographic images in the data storage unit 5120. Note
that the process in this step will be described later
in detail with reference to the flowchart of Fig. 21.
[0203] In step S53040, the three-dimensional shape
reconstruction unit 5170 reconstructs the sequenced
luminance value data of the object using the
tomographic image group (excluded from the correction
target) determined as slightly deformed tomographic
images in step S53020 and the corrected tomographic
image group generated in step S53030. Note that the
process in this step will be described later in detail
with reference to the flowchart of Fig. 22.

[0204] In step S53050, the three-dimensional shape
reconstruction unit 5170 outputs the sequenced
luminance value data reconstructed in step S53040 to
the outside via an I/F 1009. Alternatively, the
sequenced luminance value data is stored in a RAM 1002
so as to be available for another application. The
above-described processing allows to reconstruct three-
dimensional shape data based on the acquired
tomographic image group. The procedure of processing
to be executed by the contact determination unit 5140
in step S53010 will be described next with reference to

the flowchart shown in Fig. 20. 1In step S54000, the
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contact determination unit 5140 reads out the
tomographic image group from the data storage unit 5120.
In step S54010, the contact determination unit 5140
selects, as a selected tomographic image, an unselected
tomographic image in the readout tomographic image
group.

[0205] In step S$54020, the contact determination
unit 5140 converts the image sensing region of the
selected tomographic image into a rectangle in
accordance with equations (1). Note that when a linear
probe is used as the ultrasonic probe 5195, the image
sensing region is rectangular, and this step is
unnecessary.

[0206] In step S54030, for all vertical lines in
the rectangle region, the contact determination unit
5140 sets a flag representing the contact state to "1"
that indicates contact. In step S54040, the contact
determination unit 5140 selects, as a selected vertical
line, an unselected vertical line in the rectangle
region.

[0207] In step S54050, the contact determination
unit 5140 determines whether the pixel values of all
pixels of the selected vertical line are smaller than a
threshold. The luminance is not necessarily low near
the upper end portion of the image sensing region even
if the ultrasonic probe 5195 is not in appropriate

contact with the object surface. Not to use the upper
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end portion of the image sensing region, it may be
determined whether the pixel values of all pixels at y-
coordinates larger than a predetermined y-coordinate
value are smaller than the threshold. If all the pixel
values are smaller than the threshold upon
determination, the process advances to step S54060.
Otherwise, the process advances to step S554070.

[0208] Note that the processing of determining
whether the pixel values of all pixels of the selected
vertical line are smaller than the threshold is not
limited to the above-described processing. For example,
the determination may be done by checking whether the
average of the pixel values of all pixels of the
selected vertical line are equal to or smaller than a
threshold, and the variance of the pixel values is
equal to or smaller than a threshold.

[0209]" In step S54060, the contact determination
unit 5140 sets the flag representing the contact state
of the selected vertical line to "0" that indicates
noncontact, and advances the process to step S54070.

In step S54070, the contact determination unit 5140
determines whether all vertical lines have been
selected in step S54040. If an unselected vertical
line remains in the selected tomographic image upon
determination, the process returns to step S54040. If
all vertical lines have been selected in the selected

tomographic image, the process advances to step S54080.
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[0210] In step S54080, the contact determination
unit 5140 determines whether the flags (flag values)
representing the contact states of all vertical lines
are 0. If the flags representing the contact states of
all vertical lines are 0 upon determination, the
contact determination unit 5140 determines that the
ultrasonic probe 5195 and the object are not in contact.
Otherwise, it is determined that the ultrasonic probe
and the object are in contact.

[0211] In step S54090, the contact determination
unit 5140 determines whether a tomographic image yet to
be selected in step S54010 exists. If an unselected
tomographic image remains upon determination, the
process returns to step S54010. If all tomographic
images read out from the data storage unit 5120 in step
S54000 have been selected in step S54010, the process
advances to step 554100.

[0212] In step S$54100, the contact determination
unit 5140 stores, in the data storage unit 5120,
information representing the result of determination
performed for each tomographic image in step S54080.
The above-described processing enables to determine
whether the ultrasonic probe 5195 and the object are in
contact at the image sensing time of each tomographic
image.

[0213] The procedure of processing to be executed

by the deformation correction unit 5160 in step S53030
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will be described next with reference to the flowchart
shown in Fig. 21. 1In step S56000, the deformation
correction unit 5160 receives, from the datarstorage
unit 5120, the tomographic images, the position and
orientation information of each tomographic image on
the reference coordinate system, and information
representing the result of determination performed for
each tomographic image by the deformation determination
unit 5150.

[0214] In step $56010, the deformation correction
unit 5160 specifies deformed tomographic images out of
the tomographic image group by referring the
information representing the result of determination
performed for each tomographic image by the deformation
determination unit 5150. The deformation correction
unit 5160 selects, as a selected deformed tomographic
image, an unselected deformed tomographic image out of
the specified deformed tomographic image group.

[0215] In step S$56020, the deformation correction
unit 5160 estimates a deformation amount d(y) of the
selected deformed tomographic image corresponding to a
depth y from the body surface using, e.g., the methocd
disclosed in non-patent reference 5. The deformation
correction unit 5160 generates a corrected tomographic
image by correcting the deformation based on the
estimation result.

[0216] Note that the processing of generating the
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corrected tomographic image is not limited to the
above-described processing. For example, assuming that
the deformation caused by the pressure of the
ultrasonic probe 5195 is simple rigid conversion
(translation), the deformation amount as a scalar value
may be estimated and corrected. Alternatively, a
deformation model may be created using, as a parameter,
the amount of body surface push by the pressure of the
ultrasonic probe 5195 so that the push amount is
estimated assuming that, for example, the body surface
is smooth, and the deformation is corrected based on
the deformation model. With the process of this step,
the initial value of the deformation amount d(y) is
estimated, and a corrected tomographic image which has
undergone rough deformation correction is generated.
[0217] In step S56030, the deformation correction
unit 5160 determines intersection between the slightly
deformed tomographic image group and the corrected
tomographic image which has undergone the rough
deformation correction processing in step S56020. To
determine the intersection, a method of searching for
the line of intersection by comparing the pixel values
of two images, as disclosed in, e.g., the following
reference, is used.

[0218] R.F. Chang, W-J. Wu, D-R. Chen, W-M Chen, W.
Shu, J-H. Lee, and L-B. Jeng, "3-D US frame positioning

using speckle decorrelation and image registration,"
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Ultrasound in Med. & Biol., Vol. 29, No. 6, pp. 801-812,
2003.

[0219] If it is determined that the corrected
tomographic image intersects one of the slightly
deformed tomographic images, the process advances to
step S56040. Otherwise, the process advances to step
856050. In step S$56040, the deformation correction
unit 5160 updates the estimated deformation amount d(y)
of the corrected tomographic image by referring to the
slightly deformed tomographic image that intersects the
corrected tomographic image. More specifically, the
deformation correction unit 5160 updates the estimated
deformation amount d(y) of the corrected tomographic
image by repeat calculation so as to maximize the
similarity of pixel values on the line of intersection
of the two images. For example, a deformation amount
candidate group is generated by multiplying the
estimated deformation amount d(y) of the corrected
tomographic image by several kinds of coefficients
close to 1.0. A candidate that maximizes the
similarity is selected from the candidate group,
thereby updating the estimated deformation amount. A
corrected tomographic image is generated again using
the obtained estimated deformation amount. An updated
flag is added to the generated corrected tomographic
image. The generated corrected tomographic image will

be referred to as an updated corrected tomographic
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image hereinafter.

[0220] In step $56050, the deformation correction
unit 5160 determines whether all deformed tomographic
images have been selected in step S56010. If an
unselected deformed tomographic image exists upon
determination, the process returns to step S56010. If
all deformed tomographic images have been selected, the
process advances to step S56060.

[0221] In step S$56060, the deformation correction
unit 5160 selects a corrected tomographic image without
an updated flag. That is, the deformation correction
unit 5160 selects a corrected tomographic image which
does not intersect any of the slightly deformed
tomographic images and whose estimated deformation
amount has not been updated yet.

[0222] In step S56070, the deformation correction
unit 5160 updates the estimated deformation amount of
the selected corrected tomographic image based on the
estimated deformation amount of the updated corrected
tomographic image. For example, let t be the image
sensing time of the selected corrected tomographic
image, t; be the image sensing time of an updated
corrected tomographic image obtained at the nearest
time before t, and d;(y) be the estimated deformation
amount of the updated corrected tomographic image.
Also let t; be the image sensing time of an updated

corrected tomographic image obtained at the nearest
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time after t, and d;(y) be the estimated deformation
amount of the updated corrected tomographic image. A
new estimated deformation amount d'(y) of the selected
corrected tomographic image is calculated by

(ty — B)dy(y) + (£ = t1)dy(y) (8)
S e

d'y) =

Note that the estimated deformation amount
updating is not limited to the above-described method.
For example, the new estimated deformation amount may
be calculated by, e.g., obtaining the average of the
estimated deformation amount d(y) before updating of
the selected corrected tomographic image and the
estimated deformation amount d’' (y).

[0223] ‘In step 556080, the deformation correction
unit 5160 determines whether all corrected tomographic
images without an updated flag have been processed. If
the processing has not ended yet, the process returns
to step S56060. If the processing has ended, the
process advances to step S556090.

[0224] In step S$S56090, the deformation correction
unit 5160 stores, in the data storage unit 5120, the
corrected tomographic image group obtained by the
processing in steps S56000 to S56080.

[0225] The above-described processing enables to
effectively correct the deformation of the deformed
tomographic image group based on the slightly deformed

tomographic image group having slight deformation.
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That is, using the slightly deformed tomographic image
group as a reference without deformation correction
allows to obtain a corrected tomographic image group
with less inf;uence of deformation than in correcting
deformation of all tomographic images without using a
reference.

[0226] The procedure of processing to be executed
by the three-dimensional shape reconstruction unit 5170
in step 553040 will be described next with reference to
the flowchart shown in Fig. 22. In step S57000, the
three-dimensional shape reconstruction unit 5170 reads
out, from the data storage unit 5120, a slightly
deformed tomographic image group, a corrected
tomographic image group, and their position and
orientation information on the reference coordinate
system.

[0227] In step S$57010, the three-dimensional shape
reconstruction unit 5170 generates a voxel mesh formed
from, e.g., 256 x 256 x 256 voxels to store sequenced
luminance value data. The size of the voxel mesh is
set so as to store all tomographic images inside. For
a voxel mesh coordinate system, for example, the origin
is defined at the central position of a given
tomographic image, and three axes that cross at right
angles at that origin are defined to coincide with
those of the reference coordinate system.

[0228] In step $57020, the three-dimensional shape
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reconstruction unit 5170 calculates the position of
each pixel of each tomographic image on the voxel mesh
coordinate system based on the position and orientation
information of each tomographic image on the reference
coordinate system.

[0229] In step S$57030, the three-dimensional shape
reconstruction unit 5170 reconstructs segquenced
luminance value data, i.e., calculates the luminance
values of all voxels. The luminance value of each
voxel is calculated by, for example, obtaining the
weighted average of the luminance values of a plurality
of pixels located near the voxel of interest by using
the reciprocal of the distance from the voxel to each
pixel as a weight.

[0230] In step S57040, the three-dimensional shape
reconstruction unit 5170 outputs the sequenced
luminance value data obtained in step S57030 to the
outside via the I/F 1009. Alternatively, the sequenced
luminance value data is stored in the RAM 1002 so as to
be available for another application. The above-
described processing allows to reconstruct the
sequenced luminance value data as three-dimensional
shape data with slight distortion based on the
tomographic image group that has undergone deformation
correction.

[0231] As described above, according to this

embodiment, it is possible to reconstruct three-
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dimensional shape data with slight distortion based on
a tomographic image group by processing tomographic
images immediately after the ultrasonic probe 5195 has
come into contact with the object and immediately
before noncontact and remaining tomographic images by
different methods. More specifically, in this
embodiment, a slightly deformed tomographic image group
which has a slight deformation caused by the pressure
of the ultrasonic probe 5195 is used as a reference
without correction. It is therefore possible to
reconstruct three-dimensional shape data with less
influence of deformation caused by the pressure of the
ultrasonic probe 5195 than in correcting deformation of
the tomographic image group without using a reference.
[0232] [Ninth Embodiment]

In the eighth embodiment, the volume data
(sequenced luminance value data) of the object is
reconstructed as three-dimensional shape data. In the
ninth embodiment, the surface model (surface geometric
model) of an object is reconstructed as three-
dimensional shape data. This embodiment will be
described below regarding only portions different from
the eighth embodiment.

[0233] The functional arrangement of an image
processing apparatus 5800 according to this embodiment
will be described with reference to Fig. 23. Note that

the same reference numerals as in Fig. 18 denote the
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same parts in Fig. 23, and a description thereof will
not be repeated.

[0234] A position and orientation calculation unit
5830 reads_out, from a data storage unit 5120, the
position and orientation of an ultrasonic probe 5195 on
the reference coordinate system and the position
information, which is calculated and stored in advance,
of the contact point of the ultrasonic probe 5195 on
the ultrasonic probe coordinate system. In this
embodiment, the barycenter position of the contact
surface between the object and the ultrasonic probe
5195 is defined as the contact point, as shown in Fig.
24. The position and orientation calculation unit 5830
calculates the contact point position information on
the reference coordinate system based on the pieces of
readout information, and stores the calculated position
information in the data storage unit 5120.

[0235] Processing to be executed by a three-
dimensional shape reconstruction unit 5870 in step
S53040 will be described next with reference to the
flowchart shown in Fig. 25. In step 56100, the three-
dimensional shape reconstruction unit 5870 reads out,
from the data storage unit 5120, contact point position
information at the image sensing time of each
tomographic image and information representing the
determination result of contact between the ultrasonic

probe 5195 and the object for each tomographic image.
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[0236] In step S6200, the three-dimensional shape
reconstruction unit 5870 obtains a point group
representing the object surface based on the contact
point position information at a point of time the
contact determinafion result switches. More
specifically, the positions of contact points
immediately before and immediately after contact are
averaged, thereby calculating the contact point
position at the instant of contact. Similarly, the
positions of contact points immediately before and
immediately after noncontact are averaged, thereby
calculating the contact point position at the instant
of noncontact. These contact point groups form a point
group representing the object surface.

[0237] In step $6300, the three-dimensional shape
reconstruction unit 5870 reconstructs the surface model
based on the point group representing the object
surface. For example, triangle patches each having
vertices corresponding to the points representing the
object surface are generated so that a set of patches
forms a surface model.

[0238] In step S6400, the three-dimensional shape
reconstruction unit 5870 outputs the surface model
obtained in step $6300 to the outside via an I/F 1009.
Alternatively, the surface model is stored in a RAM
1002 so as to be available for another application.

The above-described processing allows to reconstruct
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the surface model as three-dimensional shape data with
slight distortion based on the determination result of
contact between the ultrasonic probe 5195 and the
object.

[0239] As described above, according to this
embodiment, it is possible to reconstruct three-
dimensional shape data with slight distortion based on
the position and orientation of the ultrasonic probe
5195 at the timing the determination result of contact
between the ultrasonic probe 5195 and the object
switches. More specifically, this embodiment uses only
the position and orientation when the object is
deformed slightly by the pressure of the ultrasonic
probe 5195. It is therefore possible to reconstruct
three-dimensional shape data with less influence of
deformation caused by the pressure of the ultrasonic
probe 5195 than in using all positions and orientations.
[0240] [Tenth Embodiment]

An image processing apparatus according to this
embodiment processes tomographic images obtained when
the contact pressure between the ultrasonic probe and
an object is weak using a method different from that
for remaining tomographic images, thereby
reconstructing three-dimensional shape data with slight
distortion based on the tomographic image group. In
this embodiment, a pressure sensor 5200 is attached to

an ultrasonic probe 5195 to measure the contact
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pressure between the ultrasonic probe 5195 and an
object. In this embodiment, sequenced luminance value
data is reconstructed as three-dimensional shape data.
This embodiment will be described below regarding only
portions different from the eighth embodiment.

[0241] The functional arrangement of an image
processing apparatus 5900 according to this embodiment
will be described with reference to Fig. 26. Note that
the same reference numerals as in Fig. 18 denote the
same parts in Fig. 26, and a description thereof will
not be repeated.

[0242] A data input unit 51110 acquires a
tomographic image obtained by the ultrasonic probe 5195
and stores it in a data storage unit 5120, as in the
eighth embodiment. The data input unit 51110 also
stores, in the data storage unit 5120, a pressure value
measured by the pressure sensor 5200 at the point of
time the tomographic image has been obtained.

[0243] A deformation determination unit 51150
reads out, from the data storage unit 5120, the
pressure values as the measured values of the pressure
sensor 5200 and determines, using the readout pressure
values, whether each tomographic image is a slightly
deformed tomographic image or a deformed tomographic
image. More specifically, when the pressure value of
the pressure sensor 5200 is smaller than a threshold,

the tomographic image obtained at the point of time the
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pressure value has been measured is determined as a
slightly deformed tomographic image. When the pressure
value is equal to or larger than the threshold, the
tomographic image obtained at the point of time the
pressure value has been measured is determined as a
deformed tomographic image. The determination result
is stored in the data storage unit 5120, as in the
eighth embodiment.

[0244] As described above, according to this
embodiment, it is possible to reconstruct three-
dimensional shape data with slight distortion based on
a tomographic image group by processing tomographic
images obtained when the contact pressure between the
ultrasonic probe 5195 and the object is small and
remaining tomographic images by different methods.
[0245] [Other Embodiments]

(First Modification)

In the eighth and subsequent embodiments, an
example has been described in which the ultrasonic
image diagnosis apparatus 5190 acquires a two-
dimensional tomographic image. However, the data
acquired by the medical image collection apparatus is
not limited to this. For example, a 2D array
ultrasonic probe capable of acquiring a three-
dimensional tomographic image may be used. In this
case, the contact determination unit 5140 can perform

determination processing by easily extending the
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processing for a two-dimensional tomographic image
(flowchart in Fig. 20). The methods described in the
eighth and subsequent embodiments are applicable even
to a tomographic image group acgquired in the range
automatically scanned by the probe head.

[0246] (Second Modification)

In the eighth embodiment, a case has been
described in which pieces of information immediately
after contact between the ultrasonic probe 5195 and the
object and immediately before noncontact are processed
using a method different from that for other
information, thereby reconstructing three-dimensional
shape data with slight distortion based on a
tomographic image group. However, if there are
sufficient information immediately after contact
between the ultrasonic probe 5195 and the object and
immediately before noncontact, other information need
not be used. In this case, correction of deformed
tomographic images is unnecessary. Sequenced luminance
value data is reconstructed based on a slightly
deformed tomographic image group and their positions
and orientations on the reference coordinate system.
[0247] (Third Modification)

In the eighth and ninth embodiments, if the flags
representing the contact states of all vertical lines
are 0 in the image sensing region of a tomographic

image, it is determined that the ultrasonic probe 51895
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and the object are not in contact. Otherwise, they are
determined to be in contact. That is, whether or not
an entire tomographic image is in the noncontact state
is determined. However, the contact determination
method is not limited to this. The noncontact state
may be determined in each partial region of a
tomographic image. For example, a partial region 2701
out of an image sensing region 2703 shown in Fig. 27
can be determined as a noncontact region, and the
remaining partial regions can be determined as contact
regions.

[0248] The contact region near the noncontact
region is supposed to be deformed slightly by the probe
pressure. The deformation correction unit 5160 can use
such a partial region (to be referred to as a slightly
deformed partial region) 2702 for deformation
correction processing together with slightly deformed
tomographic images. The deformation correction unit
5160 can improve the accuracy of deformation correction
by using the slightly deformed tomographic images
together.

[0249] (Fourth Modification)

In the eighth and ninth embodiments, contact
between the ultrasonic probe 5195 and the object is
determined based on tomographic images. However, the
contact determination method is not limited to this.

The determination may be done based on a contact sensor
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attached to the ultrasonic probe 5185 or the object.
Use of the contact sensor obviates the contact
determination unit 5140.

[0250] (Fifth Modification)

In the eighth and ninth embodiments, contact
between the ultrasonic probe 5195 and the object is
determined based on tomographic images. However, the
contact determination method is not limited to this.
The determination may be done based on the measured
value of a position and orientation sensor. If the
shape information of the object is known in advance,
whether the ultrasonic probe 5195 and the object is in
contact can easily be determined based on the measured
value of the position and orientation sensor and the
shape information of the object.

[0251] (Sixth Modification)

In the eighth embodiment, a method of measuring
the position and orientation of the ultrasonic probe
5195 using a position and orientation sensor to obtain
the positional relationship between tomographic images,
thereby reconstructing three-dimensional shape data has
been explained. However, the method of calculating the
positional relationship between tomographic images is
not limited to this. Calculation may be done without
using the position and orientation sensor. For example,
the method disclosed in non-patent reference 3 may be

used to estimate the positional relationship between
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tomographic images based on the correlation between the
image features in the tomographic images, thereby
reconstructing three-dimensional shape data.

[0252] (Seventh Modification)

In the 10th embodiment, a case has been described
in which pieces of information obtained when the
contact pressure between the ultrasonic probe 5195 and
the object is weak are processed using a method
different from that for other information, thereby
reconstructing three-dimensional shape data with slight
distortion based on a tomographic image group. However,
if there are sufficient pieces of information obtained
when the contact pressure between the ultrasonic probe
5195 and the object is weak, other information need not
be used. In this case, correction of deformed
tomographic images is unnecessary. Sequenced luminance
value data is reconstructed based on a slightly
deformed tomographic image group and their positions
and orientations on the reference coordinate system.
[0253] (Eighth Modification)

In the ninth embodiment, a general pointing
device such as a pen may be used as a pointing unit in
place of the ultrasonic probe 5195. 1In this case, the
position of the contact point between the pointing
device and an object on a pointing device coordinate
system is calculated and stored in advance, thereby

obtaining a point group representing the object surface.
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The pointing device coordinate system is a coordinate
system whose origin is defined at one point on the
pointing device, and whose X-, Y-, and Z-axes are
defined as three axes that cross at right angles at
that origin.

[0254] Contact between the pointing device and the
object is determined based on a contact sensor attached
to the pointing device or the object, as in the fourth
modification of other embodiments. The determination
may be done based on the measured value of a position
and orientation sensor and the shape information of the
object, as in the fifth modification of other
embodiments. As in the 10th embodiment, a pressure
sensor may be attached to the pointing device so as to
reconstruct a three-dimensional geometric model using
only the measured value of the position and orientation
sensor when the contact pressure on the object is weak.
[0255] According to this modification, it is
possible to reconstruct a three-dimensional geometric
model with less influence of object deformation by the
pointing device. All or some of the eighth and
subsequent embodiments and modifications may be
combined as needed.

[0256] Aspects of the present invention can also
be realized by a computer of a system or apparatus (or
devices such as a CPU or MPU) that reads out and

executes a program recorded on a memory device to
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perform the functions of the above-described
embodiment (s), and by a method, the steps of which are
performed by a computer of a system or apparatus by,
for example, reading out and executing a program
recorded on a memory device to perform the functions of
the above-described embodiment (s). For this purpose,
the program is provided to the computer for example via
a network or from a recording medium of various types
serving as the memory device (e.g., computer-readable
medium) .

[0257] While the present invention has been
described with reference to exemplary embodiments, it
is to be understood that the invention is not limited
to the disclosed exemplary embodiments. The scope of
the following claims is to be accorded the broadest
interpretation so as to encompass all such
modifications and equivalent structures and functions.
[0258] This application claims the benefit of
Japanese Patent Application No. 2009-087835 filed March
31, 2009, which is hereby incorporated by reference

herein in its entirety.
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CLATIMS
1. An image processing apparatus comprising:

an unit which acquires a tomographic image of an
object obtained by an image sensing unit;

an unit which acquires position and orientation
information of the image sensing unit;

an unit which acquires three-dimensional volume
data of the object;

an unit which acquires an image of a slice
corresponding to the tomographic image from the three-
dimensional volume data based on the position and
orientation information;

a generation unit which generates a composite
image by composing the image of the slice with the
tomographic image; and

an output unit which outputs the composite image,

wherein said generation unit specifies a region
as an unclear image sensing region of the tomographic
image, and

composes the tomographic image with the image of
the slice by replacing an image in the unclear image
sensing region with an image in a region of the image
of the slice corresponding to the unclear image sensing

region.

2. The apparatus according to claim 1, wherein

said generation unit generates a mask image
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representing the unclear image sensing region of the
tomographic image, and

composes the tomographic image with the image of
the slice by replacing the image in the unclear image
sensing region represented by the mask image in the
tomographic image with the image in the region of the
image of the slice corresponding to the unclear image

sensing region.

3. The apparatus according to claim 2, wherein

said generation unit obtains, for each pixel of
the tomographié image, an image sensing clarity that
takes a higher value corresponding to a lower pixel
value, and

composes the tomographic image with the image of
the slice by composing, for each pixel, the tomographic
image with the image of the slice in accordance with a
ratio represented by a corresponding image sensing

clarity.

4. The apparatus according to claim 3, wherein the
image sensing clarity is a value obtained by dividing a
sum of differences between a threshold and pixel values
of pixels of a selected vertical line sequentially
selected from the tomographic image by a product of the
threshold and the number of pixels of the selected

vertical line.
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5. The apparatus according to claim 2, wherein

said generation unit obtains, for each pixel of
the tomographic image, a first image sensing clarity
that takes a higher value corresponding to a lower
pixel value,

obtains, as a second image sensing clarity, a
value obtained by dividing a difference between an
average pixel value in a region immediately under a
part region of interest of the tomographic image and an
average pixel value in regions adjacent to left and
right sides of the region immediately under by one of
the average pixel value in the regions adjacent to the
left and right sides and a value obtained by
subtracting the average pixel value in the regions
adjacent to the left and right sides from a maximum
pixel value that the pixel value can take, and

composes the tomographic image with the image of
the slice by composing, for each pixel, the tomographic
image with the image of the slice in accordance with a
ratio calculated based on a corresponding first image

sensing clarity and the second image sensing clarity.

6. The apparatus according to claim 2, wherein
said generation unit obtains, for each pixel of
the tomographic image, an image sensing clarity that

takes a higher value corresponding to a lower pixel
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value, and

composes the tomographic image with the image of
the slice by composing, for each pixel, the tomographic
image with the image of the slice in accordance with a
ratio based on a corresponding image sensing clarity
and a corresponding reliability, and

the reliability is a value predetermined for each
pixel of the image of the slice and predetermined for
each voxel of the three-dimensional volume data used to

generate the pixels.

7. The apparatus according to claim 1, further
comprising a display unit which displays the composite
image output from said output unit,

when displaying the composite image, said display
unit displaying the unclear image sensing region and

remaining regions discriminately.

8. The apparatus according to claim 1, further
comprising a display unit which displays the composite
image output from said output unit,

when displaying the composite image, said display
unit displaying unclear image sensing regions of

different types discriminately.

9. The apparatus according to claim 6, further

comprising a display unit which displays the composite



WO 2010/113633 PCT/JP2010/054465

image output from said output unit,

said display unit displaying each pixel of the
composite image in a display form corresponding to a
value based on the corresponding image sensing clarity

and the corresponding reliability.

10. An image processing method comprising:

a step of acquiring a tomographic image of an
object obtained by an image sensing unit;

a step of acquiring position and orientation
information of the image sensing unit;

a step of acquiring three-dimensional volume data
of the object;

a step of acquiring an image of a slice
corresponding to the tomographic image from the three-
dimensional volume data based on the position and
orientation information;

a generation step of generating a composite image
by composing the image of the slice with the
tomographic image; and

an output step of outputting the composite image,

wherein in the generation step,

a region as an unclear image sensing region of
the tomographic image is specified, and

the tomographic image is composed with the image
of the slice by replacing an image in the unclear image

sensing region with an image in a region of the image
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of the slice corresponding to the unclear image sensing

region.

11. An image processing apparatus comprising:

an acquisition unit which time-serially acquires
tomographic images of an object obtained by an image
sensing unit;

a determination unit which determines whether a
tomographic image acquired by said-acquisition unit is
a tomographic image obtained in a state in which the
image sensing unit is in contact with the object;

a correction unit which corrects deformaticn of,
out of tomographic image groups obtained in a state in
which the image sensing unit is in contact with the
object, a tomographic image group other than a
tomographic image obtained immediately after the
contact and a tomographic image obtained immediately
before cancel of the contact; and

a generation unit which generates three-
dimensional shape data of the object based on the
tomographic image group corrected by said correction

unit.

12. The apparatus according to claim 11, wherein said
determination unit selects a vertical line from the
tomographic image, determines whether pixel values of

all pixels of the selected vertical line are smaller
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than a threshold, sets a flag value for the selected
vertical line to 1 upon determining that the pixel
values are smaller, and if a vertical line having the
flag value "1" exists, determines that the tomographic
image has been obtained while a contact pressure

between the image sensing unit and the object is low.

13. The apparatus according to claim 11, wherein if a
pressure value measured by a sensor that measures a

contact pressure between the image sensing unit and the
object is smaller than a threshold, said determination
unit determines that a tomographic image which has been
obtained at a point of time the pressure value has been
measured is a tomographic image obtained while the

contact pressure between the image sensing unit and the

object is low.

14. The apparatus according to claim 11, wherein said
generation unit generates the three-dimensional shape
data of the object further using the tomographic image
group excluded from a correction target of said

correction unit.

15. The apparatus according to claim 11, wherein the
three-dimensional shape data is volume data that stores
a luminance value in each voxel of a three-~dimensional

voxel mesh.
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16. An image processing apparatus comprising:

an acquisition unit which time-serially acquires
tomographic images of an object obtained by an image
sensing unit and position and orientation information
of the image sensing unit;

a determination unit which determines whether a
tomographic image acquired by said acquisition unit is
a tomographic image obtained in a state in which the
image sensing unit is in contact with the object; and

a generation unit which generates three-
dimensional shape data of the object using the position
and orientation information immediately before and
immediately after the contact and the position and
orientation information immediately before and

immediately after cancel of the contact.

17. The apparatus according to claim 16, wherein the
three-dimensional shape data is a surface model based

on a point group representing an object surface.

18. An image processing method comprising:

an acquisition step of time-serially acquiring
tomographic images of an object obtained by an image
sensing unit;

a determination step of determining whether a

tomographic image acquired in the acquisition step is a
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tomographic image obtained in a state in which the
image sensing unit is in contact with the object;

a correction step of correcting deformation of,
out of tomographic image groups acquired in the
acquisition step, a tomographic image group other than
a tomographic image obtained immediately after the
contact and a tomographic image obtained immediately
before cancel of the contact; and

a generation step of generating three-dimensional
shape data of the object based on the tomographic image

group corrected in the correction step.

19. An image processing method comprising:

an acquisition step of time-serially acquiring
tomographic images of an object obtained by an image
sensing unit and position and orientation information
of the image sensing unit;

a determination step of determining whether a
tomographic image acquired in the acquisition step is a
tomographic image obtained in a state in which the
image sensing unit is in contact with the object; and

a generation step of generating three-dimensional
shape data of the object using the position and
orientation information immediately before and
immediately after the contact and the position and
orientation information immediately before and

immediately after cancel of the contact.
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AMENDED CLAIMS
received by the International Bureau on 05 August 2010

CLAIMS
1. (Amended) An image processing apparatus
comprising:

an unit which acquires a tomographic image of an
object obtained by an image sensing unit;

an unit which acquires position and orientation
information of the image sensing unit;

an unit which acquires three-dimensional volume
data of the object;

an unit which acquires an image of a slice
corresponding to the tomographic image from the three-
dimensional volume data based on the position and
orientation information;

a generation unit which generates a composite
image by composing the image of the slice with the
tomographic image; and

an output unit which outputs the composite image,

wherein said generation unit obtains, for each
pixel of the tomographic image, an image sensing

" clarity that takes a higher value corresponding to a
‘lower pixel value, and

composes the tomographic image with the image of
the slice by composing, for each pixel, the tomographic
image with the image of the slice in accordance with a
ratio represented by a corresponding image sensing

clarity.

AMENDED SHEET (ARTICLE 19)
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2. (Cancelled)
3. (Cancelled)
4. (Amended) The apparatus according to claim 1,

wherein the image sensing clarity is a value obtained
by dividing a sum of differences between a threshold
and pixel values of pixels of a selected vertical line
sequentially selected from the tomographic image by a
product of the threshold and the number of pixels of

the selected vertical line.

5. (Amended) The apparatus according to claim 1,
wherein

said generation unit obtains, for each pixel of
the tomographic image, a first image sensing clarity
that takes a higher value corresponding to a lower
pixel wvalue,

obtains, as a second image sensing clarity, a
value obtained by dividing a difference between an

average pixel value in a region immediately under a

AMENDED SHEET (ARTICLE 19)
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part region of interest of the tomographic image and an
average pixel value in regions adjacent to left and
right sides of the region immediately under by one of
the average pixel value in the regions adjacent to the
left and right sides and a value obtained by
subtracting the average pixel value in the regions
adjacent to the left and right sides from a maximum
pixel value that the pixel value can take, and

composes the tomographic image with the image of
the slice by composing, for each pixel, the tomographic
image with the image of the slice in accordance with a
ratio calculated based on a corresponding first image

sensing clarity and the second image sensing clarity.

6. (Amended) The apparatus according to claim 1,
wherein

said generation unit obtains, for each pixel of
the tomographic image, an image sensing clarity that
takes a higher value corresponding to a lower pixel
value, and

composes the tomographic image with the image of
the slice by composing, for each pixel, the tomographic
image with the image of the slice in accordance with a
ratio based on a corresponding image sensing clarity
and a corresponding reliability, and

the reliability is a value predetermined for each

pixel of the image of the slice and predetermined for

AMENDED SHEET (ARTICLE 19)
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" each voxel of the three-dimensional volume data used to

generate the pixels.

1. The apparatus according to claim 1, further
comprising a display unit which displays the composite
image output from said output unit,

when displaying the composite image, said display
unit displaying the unclear image sensing region and

remaining regions discriminately.

8. The apparatus according to claim 1, further
comprising a display unit which displays the composite
image output from said output unit,

when displaying the composite image, said display
unit displaying unclear image sensing regions of

different types discriminately.

9. The apparatus according to claim 6, further
comprising a display unit which displays the composite
image output from said output unit,

said display unit displaying each pixel of the
composite image in a display form corresponding to a
value based on the corresponding image sensing clarity

and the corresponding reliability.

10. (Amended) An image processing method

comprising:

AMENDED SHEET (ARTICLE 19)
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a step of acquiring a tomographic image of an
object obtained by an image sensing unit;

a step of acquiring position and orientation
information of the image sensing unit;

a step of acquiring three-dimensional volume data
of the object;

a step of acquiring an image of a slice
corresponding to the tomographic image from the three-
dimensional volume data based on the position and
orientation information;

a generation step of generating a composite image
by composing the image of the slice with the
tomographic image; and

an output step of outputting the composite image,

wherein in the generation step,

an image sensing clarity is obtained for each
pixel of the tomographic image, wherein the image
sensing clarity takes a higher value corresponding to a
lower pixel value, and

the tomographic image is composed with the image
of the slice by composing, for each pixel, the
tomographic image with the image of the slice in
accordance with a ratio represented by a corresponding

‘image sensing clarity.

11. An image processing apparatus comprising:

an acquisition unit which time-serially acquires

AMENDED SHEET (ARTICLE 19)
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tomographic images of an object obtained by an image
sensing unit;

a determination unit which determines whether a
tomographic image acquired by said acquisition unit is
a tomographic image obtained in a state in which the
image sensing unit is in contact with the object;

a correction unit which corrects deformation of,
out of tomographic image groups obtained in a state in
which the image sensing unit is in contact with the
object, a tomographic image group other than a
tomographic image obtained immediately after the
contact and a tomographic image obtained immediately
before cancel of the contact; and

a generation unit which generates three-
dimensional shape data of the object based on the
tomographic image group corrected by said correction

unit.

12. The apparatus according to claim 11, wherein said
determination unit selects a vertical line from the
tomographic image, determines whether pixel values of
all pixels of the selected Vertical line are smaller
than a threshold, sets a flag value for the selected
vertical line to 1 upon determining that the pixel
values are smaller, and if a vertical line having the
flag value "1" exists, determines that the tomographic

image has been obtained while a contact pressure

AMENDED SHEET (ARTICLE 19)
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between the image sensing unit and the object is low.

13. The apparatus according to claim 11, wherein if a
pressure value measured by a sensor that measures a
contact pressure between the image sensing unit and the
object is smaller than a threshold, said determination
unit determines that a tomographic image which has been
obtained at a point of time the pressure value has been
measured is a tomographic image obtained while the
contact pressure between the image sensing unit and the

object is low.

14. The apparatus according to claim 11, wherein said
generation unit generates the three-dimensional shape
data of the object further using the tomographic image
group excluded from a correction target of said

correction unit.

15. The apparatus according to claim 11, wherein the
three-dimensional shape data is volume data that stores
a luminance value in each voxel of a three-dimensional

voxel mesh.

16. An image processing apparatus comprising:
an acquisition unit which time-serially acquires
- tomographic images of an object obtained by an image

sensing unit and position and orientation information

AMENDED SHEET (ARTICLE 19)
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of the image sensing unit;

a determination unit which determines whether a
tomographic image acquired by said acquisition unit is
a tomographic image obtained in a state in which the
image sensing unit is in contact with the object; and

a generation unit which generates three-
dimensional shape data of the object using the position
and orientation information immediately before and
immediately after the contact and the position and
orientation information immediately before and

immediately after cancel of the contact.

17. The apparatus according to claim 16, wherein the
three-dimensional shape data is a surface model based

on a point group representing an object surface.

18. An image processing method comprising:

an acquisition step of time-serially acquiring
tomographic images of an object obtained by an image
sensing unit;

a determination step of determining whether a
tomographic image.acquired in the acquisition step is a
tomographic image obtained in a state in which the
image sensing unit is in contact with the object;

a correction step of correcting deformation of,
out of tomographic image groups acquired in the

acquisition step, a tomographic image group other than

AMENDED SHEET (ARTICLE 19)
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a tomographic image obtained immediately after the
contact and a tomographic image obtained immediately
before cancel of the contact; and

a generation step of generating three-dimensional
shape data of the object based on the tomographic image

group corrected in the correction step.

19. An image processing method comprising:

an acquisition step of time-serially acquiring
tomographic images of an object obtained by an image
sensing unit and position and orientation information
of the image sensing unit;

a determination step of determining whether a
tomographic image acquired in the acquisition step is a
tomographic image obtained in a state in which the
image sensing unit is in contact with the object; and

a generation step of generating three-dimensional
shape data of the object using the position and
orientation information immediately before and
immediately after the contact and the position and
orientation information immediately before and

immediately after cancel of the contact.

AMENDED SHEET (ARTICLE 19)
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Box No. II Observations where certain claims were found unsearchable (Continuation of item 2 of first sheet)

This international search report has not been established in respect of certain claims under Article 17(2)(a) for the following reasons:

1. {7 Claims Nos.:
because they relate to subject matter not required to be searched by this Authority, namely:

2. {7 Claims Nos.:
because they relate to parts of the international application that do not comply with the prescribed requirements to such an
extent that no meaningful international search can be carried out, specifically:

3.7 Claims Nos.:
because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a).

Box No. III Observations where unity of invention is lacking (Continuation of item 3 of first sheet)

This International Searching Authority found multiple inventions in this international application, as follows:
The common technical features of claims 1-10 is a generation unit which specifies a region as an unclear image sensing
region, and replaces an image in the unclear image sensing region with an image in a region of the slice from the three
dimensional volume data of the object. This common technical features, however, are not “special technical features”
because these are disclosed in the prior art document (JP2003-10186A).Therefore, clams 1-6,9,10 and claims 7,8 are not
linked as to form a single general inventive concept.

Moreover, the separate inventions (claims 1-10 and claims 11-19) are not so linked as to form a single general inventive
concept for the following reason. The technical features of claim 1-10 are as cited as above. While the special technical
features of claim 11-19 relates to the generation unit which generates three dimensional shape data of the object using
the information of a state of the image sensing unit. There is no technical relationship in these inventions involving one
or more of the same or corresponding technical features. Therefore, these groups of inventions are not so linked as to
form a single general inventive concept.

Groups of inventions; Group 1 :claims 1-6,9,10 Group 2 : claims 7,8 Group 3 : claims 11-19

1. % As all required additional search fees were timely paid by the applicant, this international search report covers all searchable

claims.

2. {7 As all searchable claims could be searched without effort justifying additional fees, this Authority did not invite payment of
additional fees.

3. {7 As only some of the required additional search fees were timely paid by the applicant, this international search report covers
only those claims for which fees were paid, specifically claims Nos.:

4. W No required additional search fees were timely paid by the applicant. Consequently, this international search report is

restricted to the invention first mentioned in the claims; it is covered by claims Nos.:
claims No.1-6,9,10

peeeey

i The additional search fees were accompanied by the applicant’s protest and, where applicable, the
payment of a protest fee.

Remark on Protest

The additional search fees were accompanied by the applicant's protest but the applicable protest

fee was not paid within the time limit specified in the invitation.

No protest accompanied the payment of additional search fees.
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