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1
SOFTWARE DEFINED VISIBILITY FABRIC

FIELD

This application relates generally to network traffic moni-
toring, and more specifically, to systems and methods for
network traffic monitoring.

BACKGROUND

A major task in network traffic monitoring involves
capturing packets entering and/or leaving various network
components, and delivering the packets to appropriate tools
for analysis. For example, in a virtualized network environ-
ment, multiple virtual machines (VMs) may be conversing
with each other and with external end-points. Capturing
network traffic from these VMs to provide just the right
selection of network traffic for a tool to perform its task may
be difficult.

Also, as packets are passed through various network
components, the network components may perform packet
processing with different respective packet processing effi-
ciencies and capabilities. If the path of packet transmission
from a target to a tool is not set up properly, the result may
be over-processing of packets, leading to lower packet
processing efficiency. In other cases, the result may be
under-processing of packets, leading to a tool’s inability to
perform its task.

SUMMARY

A fabric manager includes: a processing unit having a
service chain creation module configured to create a service
chain by connecting some of a plurality of nodes via virtual
links; wherein the some of the plurality of nodes represent
respective network components of an auxiliary network
configured to obtain packets from a traffic production net-
work; and wherein the service chain is configured to control
an order of the network components represented by the some
of the plurality of nodes packets are to traverse.

Optionally, the service chain is flexible in a sense that it
is modifiable and/or scalable.

Optionally, the service chain creation module comprises
an overlay module configured to create the service chain
using overlay technique.

Optionally, the overlay module is configured to create
multiple overlays over the traffic production network, and
wherein packets associated with the respective overlays are
isolated from each other.

Optionally, the auxiliary network is configured to pass the
packets obtained from the traffic production network to one
or more network monitoring tools in an out-of-band manner.

Optionally, the plurality of nodes are organized into
different respective categories of nodes that includes at least
a first category of nodes, a second category of nodes, and a
third category of nodes.

Optionally, one of the nodes in the first category of nodes
represents a host-level virtual switch.

Optionally, one of the nodes in the second category of
nodes represents a virtual machine.

Optionally, one of the nodes in the third category of nodes
represents a physical network switch appliance configured to
communicate with one or more network monitoring tools.

Optionally, the nodes in the first category of nodes are
configured to provide a first category of services, the nodes
in the second category of nodes are configured to provide a
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2

second category of services, and the nodes in the third
category of nodes are configured to provide a third category
of services.

Optionally, the service chain creation module is config-
ured to create at least a part of the service chain by
connecting one of the nodes in the first category of nodes to
two or more of the nodes in the second category of nodes to
create a redundancy in the second category of services.

Optionally, the service chain creation module is config-
ured to create at least a part of the service chain by
connecting one of the nodes in the second category of nodes
to two or more of the nodes in the third category of nodes
to create a redundancy in the third category of services.

Optionally, the service chain creation module is config-
ured to create at least a part of the service chain by
connecting one of the nodes in the first category of nodes to
one of the nodes in the third category of nodes to bypass the
nodes in the second category.

Optionally, the service chain creation module is config-
ured to create at least a part of the service chain by
connecting one of the nodes in the first category of nodes to
a network monitoring tool while bypassing the nodes in the
second category of nodes and the nodes in the third category
of nodes.

Optionally, the service chain creation module is config-
ured to create at least a part of the service chain by
sequentially connecting at least two of the nodes in the first
category of nodes, sequentially connecting at least two of the
nodes in the second category of nodes, sequentially con-
necting at least two of the nodes in the third category of
nodes, or any combination of the foregoing.

Optionally, the service chain creation module is config-
ured to modify the service chain by adding one or more of
the nodes in the first category of nodes to the network,
adding one or more of the nodes in the second category of
nodes to the network, adding one or more of the nodes in the
third category of nodes to the network, or any combination
of the foregoing.

Optionally, the service chain creation module is config-
ured to modify the service chain by replacing one of the
nodes in the first category of nodes with another one of the
nodes in the first category of nodes, replacing one of the
nodes in the second category of nodes with another one of
the nodes in the second category of nodes, replacing one of
the nodes in the third category of nodes with another one of
the nodes in the third category of nodes, or any combination
of the foregoing.

Optionally, the service chain creation module is config-
ured to balance packet processing efficiency and service
intelligence when creating the service chain.

Optionally, the service chain creation module is config-
ured to determine the service chain that has the highest
efficiency.

Optionally, the some of the plurality of nodes in the
service chain do not participate in a traffic production.

Optionally, the processing unit is integrated with a SDN
controller.

A method of creating a network includes: accessing a
non-transitory medium storing information regarding a plu-
rality of nodes; and creating a service chain that includes at
least some of the plurality of nodes using a processing unit,
wherein the processing unit includes a service chain creation
module configured to create virtual links to connect the
some of the plurality of nodes to create a service chain;
wherein the some of the plurality of nodes represent respec-
tive network components of an auxiliary network configured
to obtain packets from a traffic production network; and
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wherein the service chain is configured to control an order
of the network components represented by the some of the
plurality of nodes packets are to traverse.

Optionally, the service chain is flexible in a sense that it
is modifiable and/or scalable.

Optionally, the service chain creation module comprises
an overlay module configured to create the service chain
using overlay technique.

Optionally, the overlay module is configured to create
multiple overlays over the traffic production network, and
wherein packets associated with the respective overlays are
isolated from each other.

Optionally, the auxiliary network is configured to pass the
packets obtained from the traffic production network to one
or more network monitoring tools in an out-of-band manner.

Optionally, the plurality of nodes are organized into
different respective categories that includes at least a first
category of nodes, a second category of nodes, and a third
category of nodes.

Optionally, one of the nodes in the first category of nodes
represents a host-level virtual switch.

Optionally, one of the nodes in the second category of
nodes represents a virtual machine.

Optionally, one of the nodes in the third category of nodes
represents a network switch appliance configured to com-
municate with one or more network monitoring tools.

Optionally, the nodes in the first category of nodes are
configured to provide a first category of services, the nodes
in the second category of nodes are configured to provide a
second category of services, and the nodes in the third
category of nodes are configured to provide a third category
of services.

Optionally, at least a part of the service chain is created by
connecting one of the nodes in the first category of nodes to
two or more of the nodes in the second category of nodes to
create a redundancy in the second category of services.

Optionally, at least a part of the service chain is created by
connecting one of the nodes in the second category of nodes
to two or more of the nodes in the third category of nodes
to create a redundancy in the third category of services.

Optionally, at least a part of the service chain is created by
connecting one of the nodes in the first category of nodes to
one of the nodes in the third category of nodes to bypass the
nodes in the second category of nodes.

Optionally, at least a part of the service chain is created by
connecting one of the nodes in the first category of nodes to
a network monitoring tool while bypassing the nodes in the
second category of nodes and the nodes in the third category
of nodes.

Optionally, at least a part of the service chain is created by
sequentially connecting at least two of the nodes in the first
category of nodes, sequentially connecting at least two of the
nodes in the second category of nodes, sequentially con-
necting at least two of the nodes in the third category of
nodes, or any combination of the foregoing.

Optionally, the method further includes modifying the
service chain by adding one or more of the nodes in the first
category of nodes to the service chain, adding one or more
of the nodes in the second category of nodes to the service
chain, adding one or more of the nodes in the third category
of nodes to the service chain, or any combination of the
foregoing.

Optionally, the method further includes modifying the
service chain by replacing one of the nodes in the first
category of nodes with another one of the nodes in the first
category of nodes, replacing one of the nodes in the second
category of nodes with another one of the nodes in the
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second category of nodes, replacing one of the nodes in the
third category of nodes with another one of the nodes in the
third category of nodes, or any combination of the forego-
ing.

Optionally, the processing unit is configured to balance
packet processing efficiency and service intelligence when
creating the network.

Optionally, the created network has the highest efficiency.

Optionally, the created network does not participate in the
traffic production.

Optionally, the processing unit is integrated with a SDN
controller.

An apparatus includes a non-transitory medium storing a
set of instruction, an execution of which by a processing unit
causes a method to be performed, the method comprising:
accessing a database storing information regarding a plural-
ity of nodes; and creating a service chain that includes at
least some of the plurality of nodes, wherein the act of
creating the service chain comprises creating virtual links to
connect the some of the plurality of nodes; wherein the some
of the plurality of nodes represent respective network com-
ponents of an auxiliary network configured to obtain packets
from a traffic production network; and wherein the service
chain is configured to control an order of the network
components represented by the some of the plurality of
nodes packets are to traverse.

Other and further aspects and features will be evident
from reading the following detailed description of the
embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

The drawings illustrate the design and utility of embodi-
ments, in which similar elements are referred to by common
reference numerals. These drawings are not necessarily
drawn to scale. In order to better appreciate how the above-
recited and other advantages and objects are obtained, a
more particular description of the embodiments will be
rendered, which are illustrated in the accompanying draw-
ings. These drawings depict only typical embodiments and
are not therefore to be considered limiting of its scope.

FIG. 1 illustrates a network in accordance with some
embodiments;

FIG. 2 illustrates another network in accordance with
some embodiments;

FIG. 3 illustrates a fabric manager that includes a service
chain creation module in accordance with some embodi-
ments;

FIG. 4 illustrates a method of creating a service chain of
service nodes in accordance with some embodiments;

FIGS. 5A-5I illustrates different examples of a service
chain;

FIG. 6A illustrates network processing efficiency versus
network processing intelligence;

FIG. 6B illustrates network processing efficiency and
network processing intelligence for different network com-
ponents in a network; and

FIG. 7 illustrates a specialized processing system with
which embodiments described herein may be implemented.

DESCRIPTION OF THE EMBODIMENTS

Various embodiments are described hereinafter with ref-
erence to the figures. It should be noted that the figures are
not drawn to scale and that elements of similar structures or
functions are represented by like reference numerals
throughout the figures. It should also be noted that the
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figures are only intended to facilitate the description of the
embodiments. They are not intended as an exhaustive
description of the invention or as a limitation on the scope
of the invention. In addition, an illustrated embodiment
needs not have all the aspects or advantages shown. An
aspect or an advantage described in conjunction with a
particular embodiment is not necessarily limited to that
embodiment and can be practiced in any other embodiments
even if not so illustrated, or not so explicitly described.

GENERAL DESCRIPTION

Embodiments described herein are directed to a new kind
of auxiliary network called the Software Defined Visibility
Fabric that is flexible, efficient and intelligent. The auxiliary
network obtains packets from a traffic production network in
an out-of-band configuration, and passes the packets to one
or more tools, where the packets are analyzed for network
traffic monitoring.

The Software Defined Visibility Fabric is a policy driven
overlay network of chained service nodes. Each service node
represents a packet processing station (e.g., network com-
ponent) that can filter, manipulate and dispatch network
packets. The overlay network is built by linking these nodes
together using IP tunnels (GRE, VXLAN, etc.). Different
kinds of service nodes, each offering varying levels of
capability, may exist within the fabric as shown below:

P0 Node Host-level (advanced) virtual switch

P1 Node Virtual monitoring appliance

P2 Node Physical monitoring appliance

PO nodes straddle the boundary between the production
network (where normal VM traffic is flowing) and the
Software Defined Visibility Fabric. Their use helps eliminate
unwanted traffic closer to the VMs being monitored, thereby
freeing up precious bandwidth and reducing processing
cycles consumed by other fabric nodes. The P1 nodes can
aggregate traffic originating from several PO and P1 nodes.
Similarly, P2 nodes can aggregate traffic from several P0, P1
and P2 nodes.

The PO service node provides the lowest degree of packet
filtering, packet manipulating, and packet forwarding ser-
vices. The P1 service node provides an intermediate degree
of packet filtering, packet manipulating, and packet forward-
ing services. The P2 service node provides the highest
degree of packet filtering, packet manipulating, and packet
forwarding services. Accordingly, the P2 service node has
higher packet processing intelligence than P1 service node,
and the P1 service node has higher packet processing
intelligence than P0 service node. On the other hand, the P0
node has higher packet processing efficiency than P1 node,
and the P1 node has higher packet processing efficiency than
P2 node.

Software Defined Networking (SDN) principles are
employed for managing the service nodes PO, P1, P2. In
particular, a fabric manager is provided, which operates
based on SDN principles. The fabric manager is where all
control and policy decisions are made, and is responsible for
defining the behavior and roles of all PO, P1 and P2 nodes
(that constitute the distributed data plane). The fabric man-
ager is also configured to create a service chain that connects
two or more of the service nodes in the auxiliary network.
The service chain dictates the service nodes in the auxiliary
network, and an order of the service nodes, packets are to
traverse before reaching one or more tool(s) for network
monitoring. During use, traffic from a monitored VM will
flow through one or more service nodes in the auxiliary
network to reach desired tool(s) according to a service chain
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determined by the fabric manager. The use of overlay
networks allows the auxiliary network (the visibility fabric)
to be deployed on top of existing physical and virtual
networks, while maintaining full isolation from the traffic
production network.

In some embodiments, the fabric manager’s policy engine
attempts to create the shortest possible (most efficient)
service chain. The more expensive service nodes that pro-
vide higher packet processing intelligence (e.g., P2 nodes)
are included only when the added benefits provided by them
are required. In this way the fabric manager is constantly
trying to balance efficiency versus intelligence.

Since the fabric manager provides a centralized policy
decision, the individual service nodes can be utilized more
efficiently within the overall Software Defined Visibility
Fabric. Also, the Software Defined Visibility Fabric offers
several advantages, including flexibility, efficiency, scalabil-
ity, and intelligence.

Flexibility: The fabric manager can modify and/or scale a
service chain as needed. For example, the fabric manager
can add redundant P1 node(s) and/or P2 node(s) between
targets being monitored (e.g., VMs, VNIC, etc.) and tool(s).
Also, new P1 service nodes can be instantiated by the fabric
manager on demand to provide additional processing capa-
bility. In addition, use of overlay networks allows P1 nodes
to be relocated from one virtualized server to another.

Efficiency: Since any type of service node can forward
traffic to a tool, the fabric manager can shorten the service
chains, by eliminating P1 and/or P2 nodes, in certain cases
based on a balance between efficiency and intelligence. For
example, in some situations, the more advance packet pro-
cessing intelligence provided by the P1 node and the P2
node may not be needed. In such cases, the service chain
may not include P1 and/or P2 nodes.

Scalability: Several scale-out configurations are possible
by employing multiple P1 and P2 nodes and dividing up the
filtering, manipulating and forwarding tasks among them.

Intelligence: When more intelligence is necessary, nodes
with high packet processing intelligence (e.g., P2 nodes) can
be used in the chain. These nodes typically provide more
advanced capability as compared to the P1 nodes and the PO
nodes.

DETAILED DESCRIPTION

A major task in virtual machine (VM) traffic monitoring
involves capturing packets entering and/or leaving VMs and
delivering them to appropriate tools for analysis. In a
virtualized environment, where multiple VMs may be con-
versing with each other and with external end-points, the
challenge is to provide each tool with just the right selection
of network traffic needed to perform its task. One way to
achieve this, without adversely affecting VM traffic patterns,
is to mirror packets associated with certain VMs to an
out-of-band network where they can be processed and
eventually forwarded to the respective tools. In accordance
with some embodiments, a new kind of auxiliary network is
provided for this purpose that is flexible, efficient, and
intelligent. This auxiliary network (called “Software
Defined Visibility Fabric”) is a policy driven network of
chained service nodes. Each service node represents a packet
processing station that can filter, manipulate and dispatch
network packets. The auxiliary network is built by linking
these service nodes together, e.g., using IP tunnels such as
GRE, VXLAN, etc., to create a chain of service nodes.

FIG. 1 illustrates a network 10 in accordance with some
embodiments. The network 10 is an auxiliary network that



US 9,794,193 B2

7

is configured to obtain packets from a traffic production
network, and to pass the packets to one or more tools for
network monitoring. As shown in the figure, the auxiliary
network 10 includes a virtual switch 11 implemented in a
host 12, and a virtual machine (VM) 16 supported by the
host 12. In the illustrated example, the host 12 that imple-
ments the virtual switch 11 is also the same host that
supports the VM 16. In other examples, there may be one
host 12 implementing the virtual switch 11, and another host
12 supporting the VM 16. As shown in the figure, the host
12 also supports multiple virtual machines VMs 14, but the
VMs 14 are not a part of the auxiliary network. The network
10 also includes a physical network device 18 communica-
tively coupled to the host 12 and/or the VM 16. The network
device 18 is configured to communicate with one or more
tools 20. In some cases, each tool 20 may be a network
monitoring tool configured to analyze packets for network
monitoring. In other cases, each tool 20 may be any of other
types of packet processing tools. The VMs 14 may be
configured to run different applications to process packets
and/or to perform other types of tasks. The VM 16 is
configured to perform packet processing to pass packets
downstream for analysis by the tool(s) 20. As shown in the
figure, a Software Defined Networking (SDN) controller 22
may be configured to control the behavior of the virtual
switch 11 and the VM 16.

The VM 16 and the network device 18 are parts of an
auxiliary network configured to obtain packets from a pro-
duction network, and to pass the packets to the tool(s) 20 for
analysis. Thus, the VM 16 and the network device 18 are not
parts of the production network. The virtual switch 11 is
special because it can straddle the boundary between the
production network and the auxiliary network. Thus, it is a
part of the production network. If the virtual switch is used
as a PO node by the visibility fabric, then it is also a part of
the auxiliary network. Not all virtual switches may be used
as a PO node. However, those that meet certain criteria of a
visibility fabric service node (e.g., those that are capable of
filtering, manipulation, and forwarding packets) can be used
as a P0 node.

In the illustrated embodiments, the virtual switch 11, the
VM 16, and the network device 18 are respective service
nodes P0, P1, P2, each offering varying levels of capability,
as follow:

P0 Node Host-level (advanced) virtual switch 11 (lowest

capability)

P1 Node Virtual monitoring appliance 16 (intermediate

capability)

P2 Node Physical monitoring appliance 18 (highest capa-

bility)

In particular, each service node is capable of providing some
degree of packet filtering, packet manipulating, and packet
forwarding services. The PO service node provides the
lowest degree of packet filtering, packet manipulating, and
packet forwarding services. The P1 service node provides an
intermediate degree of packet filtering, packet manipulating,
and packet forwarding services. The P2 service node pro-
vides the highest degree of packet filtering, packet manipu-
lating, and packet forwarding services. Accordingly, the P2
service node has higher packet processing intelligence than
P1 service node, and the P1 service node has higher packet
processing intelligence than PO service node. On the other
hand, the PO node has higher packet processing efficiency
than P1 node, and the P1 node has higher packet processing
efficiency than P2 node.

The P0 nodes straddle the boundary between a production
network (where normal network traffic, such as VM traffic,
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is flowing) and the auxiliary network (Software Defined
Visibility Fabric). Their use helps eliminate unwanted traffic
closer to the VMs being monitored, thereby freeing up
precious bandwidth and reducing processing cycles con-
sumed by other nodes. The P1 nodes may aggregate traffic
originating from several PO and P1 nodes, and offer some
advanced packet manipulation capabilities. Similarly, P2
nodes may aggregate traffic from several PO, P1 and P2
nodes and provide the highest levels of capacity, perfor-
mance and packet manipulation capabilities.

The network device 18 is configured to receive packets,
and pass the packets to one or more tools 20. In some cases,
the network device 18 may be configured to receive normal
packets (e.g., packets not from a virtualized network), as
well as virtualized packets (e.g., packets with tunnel format
that includes encapsulation of the original packets resulted
from virtualization technology). In other cases, the network
device 18 may be configured to receive only virtualized
packets. Also, in some cases, the network device 18 may be
any switch module that provides packet transmission in
accordance with a pre-determined transmission scheme. In
some embodiments, the network device 18 may be user-
configurable such that packets may be transmitted in a
one-to-one configuration (i.e., from one network port to an
instrument port). As used in this specification, the term
“instrument port” refers to any port that is configured to
transmit packets to a tool (e.g., tool 20), wherein the tool
may be a non-pass through device (i.e., it can only receive
packets intended to be communicated between two nodes,
and cannot transmit such packets downstream), such as a
sniffer, a network monitoring system, an application moni-
toring system, an intrusion detection system, a forensic
storage system, an application security system, etc., or the
tool may be a pass-through device (i.e., it can receive
packets, and transmit the packets back to the device 100
after the packets have been processed), such as an intrusion
prevention system. In other embodiments, the network
device 18 may be configured such that the packets may be
transmitted in a one-to-many configuration (i.e., from one
network port to multiple instrument ports). In other embodi-
ments, the network device 18 may be configured such that
the packets may be transmitted in a many-to-many configu-
ration (i.e., from multiple network ports to multiple instru-
ment ports). In further embodiments, the network device 18
may be configured such that the packets may be transmitted
in a many-to-one configuration (i.e., from multiple network
ports to one instrument port). In some embodiments, the
one-to-one, one-to-many, many-to-many, and many-to-one
configurations are all available for allowing a user to selec-
tively configure the network device 18 so that the packets (or
certain types of packets) are routed according to any one of
these configurations. Also, in some embodiments, the net-
work device 18 may be an “out-of-band” network device,
which is configured to obtain packets and pass them to a tool
or to a network that is different from that associated with the
original intended destination of the packets. Thus, the net-
work device 18 is not a part of the underlying network that
performs packet production.

As shown in the figure, a fabric manager 100 is provided.
As will be described in further detail below, the fabric
manager 100 is configured to create one or more service
chains that connect service nodes (e.g., PO node(s), P1
node(s), P2 node(s), etc.). Each service chain dictates the
network components (as represented by the service nodes),
and an order of the network components, the packets are to
traverse in the auxiliary network before reaching one or
more tool(s) for network monitoring. The fabric manager
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100 is configured to communicate with the SDN controller
22 and the network device 18. In some cases, the fabric
manager 100 may integrate with the SDN controller 22
through a plug-in 24. For example, in some cases, in a SDN
enabled datacenter supporting virtualized workloads, the
host-level virtual switches 11 may be under the control of the
SDN controller 22. Since these switches 11 serve as service
nodes in the SDN fabric, the fabric manager 100 may be
integrated with the SDN controller 22 using the plug-in 24.
The upper-half of the plug-in 24 may export an API that is
specifically designed to satisfy the needs of the fabric
manager 100. The lower-half of the plug-in 24 may be
controller specific (e.g., different lower-halves of the plug-in
24 may be implemented for different controllers). In such an
environment, it is possible for the fabric manager 100 to also
manage the VMs 16 and the network devices 18 using the
SDN controller 22, provided they are compatible with the
controller’s 22 Control-Data-Plane-Interface. If not, the fab-
ric manager 100 may directly manage the VMs 16 and the
network devices 18. In other cases, the plug-in 24 may not
be needed.

It should be noted that the auxiliary network 10 is not
limited to the example illustrated in FIG. 1, and that the
auxiliary network 10 may have other configurations in other
examples. For example, as shown in FIG. 2, the auxiliary
network 10 may include multiple virtual switches 11a-11c at
multiple hosts 12a-12¢. The virtual switch 11a is not a part
of the auxiliary network 10. The virtual switches 115, 11c¢
are parts of the auxiliary network 10, and therefore they may
be considered service nodes P0. As shown in the figure, the
host 12a supports VMs 14a-14c, the host 125 supports VM
144, and the host 12¢ supports VMs 14e-14g. However, the
VMs 14 are not parts of the auxiliary network. The auxiliary
network 10 may also include multiple VMs 164, 165. The
VM 16a is associated with the host 124, and the VM 1654 is
associated with the host 125. Although one network device
18 is shown, in other examples, there may be multiple
network devices 18, each of which configured to commu-
nicate with one or more tools 20.

FIG. 2 shows two examples of virtualization management
layer (or infracture), one being vCenter 26 and the other
being OpenStack 28. Although only one vCenter 26 and one
openstack 28 are shown, in other examples, there may be
multiple vCenters 26 and/or multiple openstacks 28. As
shown in FIG. 2, there is a SDN controller 22, which
communicates with various components in the network 10.
The SDN controller 22 may communicate with virtual
switch(es) 11 implemented at one or more of the hosts 124,
124, 12¢, either directly, or indirectly through the vCenter 26
and/or the openstack 28. The SDN controller 22 may also
communicate with the VMs 16a, 165.

As discussed, the virtual switch 11, the VM 16, and the
network device 18 are parts of an auxiliary network config-
ured to obtain packets from a production network, and to
pass packets to the tool(s) 20 for analysis. There are various
paths for passing the packets downstream to the tool(s) 20.
For example, in a first scenario, a packet may be transmitted
by the virtual switch 11 to the VM 16, and then from the VM
16 to the network device 18. The network device 18 then
passes the packet to the tool(s) 20. In a second scenario, a
packet may be transmitted by the virtual switch 11 to the VM
16, and the VM 16 may then pass the packet directly to the
tool(s) 20 without going through the network device 18. In
a third scenario, the virtual switch 11 may pass the packet to
the network device 18 without going through the VM 16,
and the network device 18 then passes the packet to the
tool(s) 20. In a fourth scenario, the virtual switch 11 may
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10
pass a packet directly to tool(s) 20 without going through the
VM 16 and the network device 18.

Chain of Service Nodes

In accordance with some embodiments, the fabric man-
ager 100 is configured to create a service chain connecting
one or more of the nodes (e.g., PO, P1, P2). For example, in
some embodiments, the service chain may include a PO node
representing the virtual switch 11, a P1 node representing the
VM 16, and a P2 node representing the network device 18.
The fabric manager 100 may create virtual links connecting
some of nodes PO, nodes P1, and nodes P2 to create the
service chain. The created service chain dictates which
service node(s) in the auxiliary network packets are to
traverse in order to reach certain tool(s) 20. Accordingly, the
service chain controls the behavior of one or more of the
service nodes in the auxiliary network so that packets
extracted from the production network may be forwarded to
the tool(s) 20 in a certain manner.

The service chain created by the fabric manager 100 is
configured to control the behavior of the nodes P0, P1, P2,
or any combination of the foregoing, that are parts of the
auxiliary network. In particular, the virtual links prescribe
how packets obtained from the traffic production network
are to be processed and passed between nodes to reach one
or more tools 20. For example, a virtual link connecting
from a PO node (representing a virtual switch 11) to a P1
node (representing a VM 16) would prescribe that packet
from the virtual switch 11 is to be passed to the VM 16. A
virtual link connecting from a P1 node to a P2 node
(representing a network device 18) would prescribe that
packet from the VM 16 is to be passed to the network device
18. Similarly, a virtual link connecting from a P0 node to a
P2 node would prescribe that packet from the virtual switch
11 is to be passed to the network device 18 to bypass the VM
16. In addition, a virtual link connecting from a P0 node to
a P3 node (representing a network monitoring tool) would
prescribe that packet from the virtual switch 11 is to be
passed directly to tool 20 without going through the VM 16
and the network device 18. In the illustrated embodiments,
SDN principles may be employed by the fabric manager 100
for managing the service nodes.

In the illustrated embodiments, the fabric manager 100
provides control and policy decisions, and is responsible for
defining the behavior and roles of the P0, P1 and P2 nodes
(that constitute the distributed data plane). The actual service
chain determination (which may involve determining the
number of service nodes in the chain, their identities, and the
links connecting the service nodes) is also performed by the
fabric manager 100. Accordingly, the fabric manager 100
provides a centralized policy decision making, which leads
to more efficient use of the individual service nodes within
the overall software-defined visibility fabric.

In some cases, the fabric manager 100 may be imple-
mented using software that is run on a device. By means of
non-limiting examples, the device may be a computer, a
laptop, a server, a tablet, an iPad, a phone, a network device,
or any of other devices that is capable of performing
communication.

An example of the fabric manager 100 will now be
descried. FIG. 3 illustrates a block diagram of the fabric
manager 100 in accordance with some embodiments. The
fabric manager 100 includes a processing unit 102 and a
non-transitory medium 104 communicatively coupled to the
processing unit 102. The fabric manager 100 also includes a
network interface 106 for receiving information from a user.
In other cases, there may be multiple network interfaces 106
for receiving information from multiple users. The fabric
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manager 100 also includes a network interface 108 config-
ured to communicate with a controller (e.g., the SDN
controller 22), and a network interface 110 configured to
communicate with a network device (e.g., the network
device 18). Although only one network interface 108 and
one network interface 110 are shown, in other examples, the
fabric manager 100 may include multiple network interfaces
108 for communicating with multiple controllers 22, and/or
multiple network interfaces 110 for communicating with
multiple network devices 18. In other embodiments, two or
more of the network interfaces 106, 108, 110 may be
combined and be implemented as a single network interface.
In the illustrated example, the processing unit 102 and the
non-transitory medium 104 are accommodated in a housing
112 of the fabric manager 100. The housing 112 allows the
fabric manager 100 to be carried, transported, sold, and/or
operated as a single unit. Alternatively, the non-transitory
medium 104 may be external to the housing 112. For
example, the non-transitory medium 104 may be one or
more storages/databases that are communicatively coupled
to the processing unit 102. The network interfaces 106, 108,
110 are located at a periphery of the housing 112. In other
embodiments, the network interfaces 106, 108, 110 may be
located at other locations relative to the housing 112.

The processing unit 102 may be implemented using an
integrated circuit, such as a processor. A processor may be
a general processor, a network processor, an ASIC processor,
a FPGA processor, etc. In other embodiments, the process-
ing unit 102 may be a field processor. In further embodi-
ments, the processing unit 102 may be a network card. In
some cases, the processing unit 102 may be implemented
using hardware, software, or a combination of both.

As shown in the figure, the processing unit 102 includes
a user interface module 120 configured to provide a user
interface for allowing a user of the fabric manager 100 to
enter inputs. The processing unit 102 also includes a service
chain creation module 122 configured to create a service
chain based on certain criteria. In some cases, the criteria
may be implemented in the processing unit 102 during a
manufacturing process. In other cases, the criteria may be
input (e.g., via the network interface 106) by an adminis-
trator of the fabric manager 100. In further cases, the criteria
may be input a user (e.g., via the network interface 106).

The non-transitory medium 104 is configured to store
information regarding various network components that
may be linked by a service chain created using the process-
ing unit 102. In some cases, the stored information may
include identities of a plurality of service nodes (e.g., PO
nodes, P1 nodes, P2 nodes, etc.) representing different
respective network components. In the illustrated embodi-
ment, the service nodes are organized into different respec-
tive categories of nodes that include at least a first category
of service nodes, a second category of service nodes, and a
third category of service nodes. For example, the service
node PO in the first category of nodes represents a virtual
switch 11, the service node P1 in the second category of
nodes represents a virtual machine (e.g., VM 16), and the
service node P2 in the third category of nodes represents a
network device (e.g., network device 18, which may be a
network switch appliance configured to communicate with
one or more network monitoring tools). Information regard-
ing the different categories of nodes are stored in the
non-transitory medium 104. Also, in the illustrated embodi-
ment, the PO service nodes in the first category are config-
ured to provide a first category of services, the P1 service
nodes in the second category are configured to provide a
second category of services, and the P2 service nodes in the
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third category are configured to provide a third category of
services. Information regarding the different categories of
services are also stored in the non-transitory medium 104. In
the illustrated embodiment, each of the service nodes PO, P1,
P2 represents a network component that can filter, manipu-
late, and dispatch network packets. However, the complexity
of these tasks increases from P0 to P1 to P2. Accordingly, PO
node has higher packet processing efficiency than P1 node,
and P1 node has higher packet processing efficiency than P2
node. However, P2 node has higher packet processing
intelligence than P1 node, and P1 node has higher packet
processing intelligence than P0 node. Information regarding
packet processing efficiency and packet processing intelli-
gence for the different nodes or categories of nodes may be
stored in the non-transitory medium 104.

In some cases, the user interface module 120 is configured
to provide a user interface for allowing a user of the fabric
manager 100 to enter service node information. The created
service node information may then be stored in the medium
104. By means of non-limiting examples, the service node
information may include service node identity, service node
category, type of network component represented by the
service node, identity of network component represented by
the service node, type of services provided by the network
component represented by the service node, functionalities
of the network component, etc., or any combination of the
foregoing. In other cases, the fabric manager 100 may obtain
the service node information from one or more network
devices.

After the service node information has been obtained by
the fabric manager 100, the fabric manager 100 may then
create a service chain connecting some of the service nodes.
In some cases, the service chain creation module 122 may be
configured to automatically generate one or more links to
connect certain service nodes based on one or more pre-
defined criteria. For example, the user may enter input
prescribing certain functions be performed on a packet. In
such cases, the service chain creation module 122 may
automatically select certain service nodes and automatically
create one or more links to connect them so that the service
chain of service nodes will provide the required function-
alities indicated by the user input.

In other cases, instead of configuring the fabric manager
100 to automatically create a service chain, a user can use
the interface provided by the user interface module 120 to
enter link information and to identify the service nodes to be
connected by a link. The service chain creation module 122
of the processing unit 102 then associates the created link
with the two nodes, and passes them to the medium 104 so
that the link information may be stored in association with
the service node information regarding the two service
nodes connected by the link.

FIG. 4 illustrates a method 500 of creating a service chain
using the fabric manager 100. First, the processing unit 102
of the fabric manager 100 accesses the non-transitory
medium 104 that stores information regarding a plurality of
service nodes (item 502). For example, the medium 104 may
store information regarding PO service node, P1 service
node, and P2 service node. In such cases, item 502 may be
performed by the processing unit 102 that accesses the
non-transitory medium 104 storing these information.

Next, the processing unit 102 of the fabric manager 100
creates a service chain that includes at least some of the
plurality of service nodes (item 504). In some cases, the
processing unit is configured to create virtual links to
connect some of the service nodes to create the service
chain. For example, the creation of the service chain may be
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performed automatically by the processing unit based on
certain algorithm that considers processing efficiency and
processing complexity (or intelligence). In other cases, the
processing unit 102 may create the service chain in response
to a user input that prescribes certain service nodes are to be
connected by the virtual links. In other cases, the service
chain may be automatically created based on one or more
criteria provided by the user. For example, the user may
enter input prescribing certain services (e.g., types of ser-
vices, level of services) to be performed on a packet. A
service may involve packet manipulation, filtering, forward-
ing, or any combination of the foregoing. In such cases, the
processing unit 102 may automatically select certain nodes
to be connected by the links so that the user-prescribed
criteria is met. The service chain is configured to control an
order of network components (represented by the service
nodes) in the auxiliary network packets are to traverse. In
some cases, the created service chain governs the behavior
of various network components represented by the service
nodes so that packets may be transmitted downstream in a
certain manner for processing by one or more tools.

Overlay Technique

In some embodiments, overlay technique may be
employed by the fabric manager 100 to implement service
chain(s) for the auxiliary network. For example, the service
chain creation module 122 in the fabric manager 100 may
include an overlay module that uses an overlay technique to
create an auxiliary network for a certain user. In such cases,
the overlay module is configured to provide multiple over-
lays for different respective users. For example, overlay
module in the fabric manager 100 may apply a first overlay
to connect a first set of service nodes (e.g., PO service
node(s), P1 service node(s), P2 service node(s), or any
combination of the foregoing) in the auxiliary network for a
first user (e.g., an owner of a network monitoring tool). The
overlay module in the fabric manager 100 may also apply a
second overlay to connect a second set of service nodes in
the auxiliary network for a second user (e.g., an owner of a
network monitoring tool). The service nodes in the first set
may all be the same as those in the second set, all different
from those in the second set, or may have a subset that is the
same as that in the second set. Accordingly, using the
overlay technique, a certain service node in the auxiliary
network may be a part of different service chains for
different users. However, packets associated with the respec-
tive overlays remain isolated from each other, and also
isolated from the traffic production network.

Flexibility of Service Chain

The service chain is flexible in the sense that it can be
modified and/or scaled by the fabric manager 100. For
examples, one or more service nodes may be added to the
service chain, one or more service nodes may be removed
from the service chain, etc.

FIG. 5A illustrates an example of a service chain 600 that
may be created by the fabric manager 100 to implement an
auxiliary network. As shown in the figure, the service chain
600 includes multiple PO nodes 602a-60260¢ connected to
multiple P1 nodes 604a-6045 via virtual links 606a-606e. In
particular, the link 606a prescribes network traffic from the
P0 node 602a to be transmitted to P1 node 604a for
processing, and the links 6065-606¢ prescribe network traf-
fic from the PO nodes 6025-602¢, respectively, to be trans-
mitted to P1 node 6045 for processing. The service chain
600 also includes multiple virtual links 6084-6085 connect-
ing the P1 nodes 604a-6045 to P2 nodes 610a-61054. In
particular, the link 608a prescribes network traffic from the
P1 node 604a to be transmitted to P2 node 610a for
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processing, and the link 6085 prescribes network traffic from
the P1 node 6045 to be transmitted to P2 node 6105 for
processing. The service chain 600 also includes multiple
links 614a-614d connecting the P2 nodes 610a, 6105 to
tools 612a-612c¢. The links 614a, 6145 indicate that network
traffic from the P2 node 610aq is to be processed by the tools
612a, 612b. The links 614c¢, 614d indicate that network
traffic from the P2 node 6105 is to be processed by the tools
6125, 612c¢.

Although the service chain 600 is illustrated as having
five PO nodes 602, two P1 nodes 604, two p2 nodes 610, and
three tools 612, in other examples, the service chain 600 may
have more than five PO nodes 602 or fewer than five PO
nodes 602, more than two P1 nodes 604 or fewer than two
P1 nodes 604, more than two P2 nodes 610 or fewer than
two P2 nodes 610, and/or more than three tools 612 or fewer
than three tools 612.

In the illustrated example, the PO nodes 602 represent a
first category of network components (e.g., the virtual
switch 11), the P1 nodes 604 represent a second category of
network components (e.g., the VM 16), and the P2 nodes
610 represent a third category of network components (e.g.,
the physical network device 18). In some cases, the network
device represented by the P2 node 610 may be a switch
appliance configured to pass packets to one or more tools,
such as the tool(s) 612. It should be noted that the network
components represented by the PO nodes 602, the P1 nodes
604, and the P2 nodes 610 are not limited to the above
examples.

In some cases, the fabric manager 100 may be operated
(e.g., based on input from a user) to add a node to the service
chain 600. FIG. 5B illustrates an additional P1 node 604c
added to the service chain 600 of FIG. 5A. Such configu-
ration is advantageous because it allows the workload pre-
viously handled by the P1 node 6045 to be distributed
between two P1 nodes 6045, 604¢. In some cases, the fabric
manager 100 may add the P1 node 604c to the service chain
600 by including the P1 node 604c as part of the service
chain 600, and by changing the links 606d, 606¢ so that they
are connected between the PO nodes 602d, 602¢ and the P1
nodes 604c. Also, a new virtual link 608c may be created by
the fabric manager 100 to connect the newly added P1 node
604c to the P2 node 6105. The modified service chain 600
may then be stored in a non-transitory medium. For
example, in some cases, information regarding the P0 nodes
602, P1 nodes 604, and P2 nodes 610, and information
regarding the links 606 and the links 608 may be stored in
the non-transitory medium. In the above example, the ser-
vice chain 600 is illustrated as being modified by adding a
P1 node. In other examples, the service chain 600 may be
modified by the fabric manager 100 by adding one or more
PO nodes, one or more P1 nodes, one or more P2 nodes, or
any combination of the foregoing.

In some cases, the fabric manager 100 may be operated
(e.g., based on input from a user) to relocate a node in the
service chain 600. FIG. 5C illustrates the same service chain
600 of FIG. 5B, except that P1 node 6045 has been relocated
to new P1 node 604d. Such configuration is advantageous
because it allows the P1 node 6045 to be disconnected from
the service chain 600 if the network component(s) associ-
ated with the P1 node 6044 is unavailable, e.g., due to
service, maintenance, malfunction, etc. In some cases, the
fabric manager 100 may add the P1 node 6044 to the service
chain 600 by including the P1 node 604d as part of the
service chain 600, and by changing the links 6065, 606¢ so
that they are connected between the PO nodes 6025, 602¢
and the new P1 node 604d. Also, the virtual link 6085 is
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changed so that it is connected between the P1 node 6044
and the P2 node 6105. The modified service chain 600 may
then be stored in a non-transitory medium. For example, in
some cases, information regarding the PO nodes 602, P1
nodes 604, and P2 nodes 610, and information regarding the
links 606 and the links 608 may be stored in the non-
transitory medium. In the above example, the service chain
600 is illustrated as being modified by relocating a P1 node.
In other examples, the service chain 600 may be modified by
the fabric manager 100 by relocating one or more P0 nodes,
one or more P1 nodes, one or more P2 nodes, or any
combination of the foregoing.

In some cases, the fabric manager 100 may be operated
(e.g., based on input from a user) to provide redundant
node(s) in the service chain 600. FIG. 5D illustrates the same
service chain 600 of FIG. 5C, except that a new virtual link
606/ is added by the fabric manager 100 to connect the PO
node 602¢ to the P1 node 604c. Such configuration is
advantageous because it allows both the P1 node 6044 and
the P1 node 604c to be connected to the same P0 node 602c¢,
so that network traffic from the P0 node 602¢ can be
processed by both pl nodes 604c, 6044. In some cases, the
P1 nodes 604c, 604d may process the same network traffic
from the PO node 602c¢. In other cases, the P1 nodes 604c,
6044 may process different network traffic from the P0 node
602¢. The modified service chain 600 may then be stored in
a non-transitory medium. For example, in some cases,
information regarding the P0 nodes 602, P1 nodes 604, and
P2 nodes 610, and information regarding the links 606 and
the links 608 may be stored in the non-transitory medium. In
the above example, the service chain 600 is illustrated as
having two P1 nodes 604 connecting to the same P0 602
node. In other examples, the service chain 600 may be have
more than two P1 nodes 604 connecting to the same P0 node
602, two or more P2 nodes 610 connecting to the same P1
node 604 (such as that shown in the example of FIG. 5E), or
any combination of the foregoing (such as that shown in the
example of FIG. 5F). In particular, the example shown in
FIG. 5E is the same as that shown in FIG. 5F, except that a
new virtual link 6084 is added to the service chain 600 by
the fabric manager 100. Such configuration allows packet
from the P1 node 604d be transmitted to P2 node 610a and
P2 node 6105 for processing. The example shown in FIG. S5F
is the same as that shown in FIG. 5D, except that there are
two virtual links 8085, 8084 connecting the P1 node 6044 to
the P2 nodes 610a, 6105 to provide redundancy processing
for the P1 node 604d, and that there are two virtual links
608c, 608e connecting the P1 node 604c¢ to the P2 nodes
610a, 6105 to provide redundancy processing for the P1
node 604c.

In some cases, the fabric manager 100 may be operated
(e.g., based on input from a user) to bypass one or more
node(s) in the service chain 600. FIG. 5G illustrates the same
service chain 600 of FIG. 5E, except that the link 608c¢
connecting the P1 node 604c¢ to the P2 node 6105 has been
removed by the fabric manager 100, and the fabric manager
100 has added virtual link 608/ connecting the P1 node 604¢
directly to tool 612d. Such configuration may be advanta-
geous in situation in which processing by a P2 node 610 is
not necessary, so network traffic may be passed from the P1
node 604 to the tool 612 directly. The modified service chain
600 may then be stored in a non-transitory medium. For
example, in some cases, information regarding the P0 nodes
602, P1 nodes 604, and P2 nodes 610, and information
regarding the links 606 and the links 608 may be stored in
the non-transitory medium. In the above example, the ser-
vice chain 600 is illustrated as having the link 608/ con-
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necting the P1 node 604¢ and the tool 6124 to bypass the P2
nodes 610. In other examples, the service chain 600 may
have one or more links connecting one or more P0 nodes 602
to one or more P2 nodes 610 to bypass the P1 nodes 604. In
further examples, the service chain 600 may be have one or
more links (such as the link 608g shown in the example of
FIG. 5H) connecting one or more P0 nodes 602 to one or
more tools 612 to bypass the P1 nodes 604 and the P2 nodes
610. The configuration of FIG. 5H may be advantageous in
situation in which processing by a P1 node 604 and a P2
node 610 is not necessary, so network traffic may be passed
from the P0 node 602 to the tool 612 directly.

In some cases, the fabric manager 100 may be operated
(e.g., based on input from a user) to chain multiple P1 nodes
604 in the service chain 600. FIG. 51 illustrates a service
chain 600 that is similar to that of FIG. 5E, except that the
link 608a connecting the P1 node 604a to the P2 node 610a
has been removed by the fabric manager 100, and the fabric
manager 100 has added virtual link 608g connecting the P1
node 604a directly to the P1 node 6044 to create a chain/
series of P1 nodes 604. Such configuration allows network
traffic to be sequentially processed by two P1 nodes 604. The
modified service chain 600 may then be stored in a non-
transitory medium. For example, in some cases, information
regarding the PO nodes 602, P1 nodes 604, and P2 nodes
610, and information regarding the links 606 and the links
608 may be stored in the non-transitory medium. In the
above example, the service chain 600 is illustrated as having
the link 608g connecting two P1 nodes 604 in a series. In
other examples, the service chain 600 may have multiple
links connecting more than two P1 nodes 604 in series. Also,
in other examples, the service chain 600 may have one or
more links connecting two or more P0 nodes 602 in a series,
one or more links connecting two or more P1 nodes 604 in
a series, one or more links connecting two or more P2 nodes
610 in a series, or any combination of the foregoing.

As illustrated in the above examples, the fabric manager
100 is advantageous because it can create a service chain
600 by connecting different categories of nodes (e.g., PO
node(s), P1 node(s), P2 node(s), etc.). The different catego-
ries of nodes represent network components that provide
different respective categories of services. For example, P0
nodes 602 may provide a first category of service, and P1
nodes 604 may provide a second category of service that is
different from (e.g., more advance than) the first category of
service of the PO nodes 602. Similarly, P2 nodes 610 may
provide a third category of service that is different from (e.g.,
more advance than) the first category of service of the P0
nodes 602 and the second category of service of the P1
nodes 604. Thus, if the fabric manager 100 determines that
the service (functionality) of the P2 node 610 is not needed,
then the fabric manager 100 may create virtual link in the
service chain 600 to bypass the P2 node 610. Similarly, if the
service (functionality) of the P1 node 604 is not needed, then
the fabric manager 100 may create virtual link in the service
chain 600 to bypass the P1 node 604.

As discussed, the fabric manager 100 may be configured
to create a service chain connecting one or more of the nodes
(e.g., PO, P1, P2). The created service chain dictates which
service node(s), and the order of the service node(s), in the
auxiliary network packets are to traverse in order to reach
certain tool(s) 20. Accordingly, the service chain controls the
behavior of one or more of the service nodes in the auxiliary
network so that packets may be forwarded to the tool(s) 20
in a certain manner. The creation of the service chain can be
performed automatically by the fabric manger 100. In some
cases, the fabric manger 100 may create the service chain
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based on certain user input. For example, a user may enter
service node information and/or service criteria through a
user interface, and the fabric manager 100 may create a
service chain connecting some of the service nodes based in
the user input. In some cases, the service criteria entered by
the user may include an identification of a service, such as
a type of service and/or a level of service. A service may be
packet manipulation, packet filtering, packet forwarding, or
any combination of the foregoing.

As discussed, a user may enter service node information
for the fabric manager 100. In other cases, the fabric
manager 100 may be configured to obtain service node
information from one or more network devices. For
example, such may be accomplished by the fabric manager
100 communicating with the SDN controller 22, the vCenter
26, the openstack 28, or any combination of the foregoing.
The fabric manager 100 may also communicate directly with
the hosts 12a-12¢, directly with the VMs 16a-165, and/or
directly with the network device 18. By means of non-
limiting examples, the information regarding the network 10
obtained by the fabric manager 100 may include identities of
the virtual switch(s) 11, locations of the virtual switch(s) 11,
states of the virtual switch(s) 11, protocols used by the
virtual switch(s) 11, network processing policies used by the
virtual switch(s) 11, information stored in association with
the virtual switch(s) 11, or any combination of the foregoing.
The information may also include identities of the VMs 16,
locations of the VMs 16, states of the VMs 16, protocols
used by the VMs 16, network processing policies used by the
VMs 16, applications running on the VMs 16, information
stored at the VMs 16 or in association with the VMs 16, or
any combination of the foregoing. The information may also
include identity of the network device 18, location of the
network device 18, state of the network device 18, protocol
used by the network device 18, network processing policy
used by the network device 18, applications running on the
network device 18, information stored at the network device
18 or in association with the network device 18, or any
combination of the foregoing. The information may also
include a mapping between a virtual machine host and a
virtual machine workload, or any combination of the fore-
going. In some embodiments, the information may be a
mapping between an outer header (e.g., the addresses of the
source and/or destination VM hosts) and inner header (e.g.,
the addresses of the actual VM) of a packet that has a tunnel
format, wherein the outer header may be due to an encap-
sulation of an original packet resulted from virtualization
technology.

Packet Processing Efficiency Vs. Packet Processing Intel-
ligence

In some cases, the processing unit 102 in the fabric
manager 100 may be configured to balance packet process-
ing efficiency and service intelligence when creating the
service chain. For example, if a user desires higher process-
ing efficiency and does not mind lower processing capabili-
ties, then the processing unit 102 may select the service node
(e.g., PO service node) that will provide the highest effi-
ciency while still meeting the minimum processing capa-
bilities. On the other hand, if the user desires higher pro-
cessing capabilities and does not care as much about
efficiency, then the processing unit 102 may select the
service node (e.g., P2 service node) that will provide the
highest processing capabilities. Also, in some cases, the
processing unit 102 (e.g., the service chain creation module
122 of the processing unit 102) may be configured to
determine the shortest possible or the most efficient service
chain. The more expensive (higher numbered) service
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nodes, such as P2 service nodes, are included only when the
added benefits provided by them are required. In this way
the service chain creation module 122 of the processing unit
102 is constantly trying to balance packet processing effi-
ciency versus packet processing intelligence.

In the illustrated embodiment, the P1 node 604 represents
a network component that performs more complicated net-
work traffic processing (e.g., higher processing intelligence)
compared to the PO node 602. Also, the P2 node 610
represents a network component that performs more com-
plicated network traffic processing (e.g., higher processing
intelligence) compared to the P1 node 604. Accordingly, the
P0 node is more efficient in packet processing compared to
the P1 node, and the P1 node is more efficient in packet
processing compared to the P2 node. In some embodiments,
the service chain creation module 122 is configured to
consider processing efficiency and processing intelligence
when creating the service chain 600. For example, the
service chain creation module 122 in the fabric manager 100
may balance processing efficiency and processing intelli-
gence when selecting which type of nodes (e.g., P0 node, P1
node, P2 node, etc.) to include in the service chain 600.

FIG. 6 A illustrates a graph, showing processing efficiency
being inversely related to processing intelligence. As shown
in the figure, higher processing intelligence may require
more processing resource (e.g., time, memory, etc.), and so
the corresponding processing efficiency is lower. FIG. 6B
illustrates processing efficiency and processing intelligence
as functions of the different types of nodes. Since P2 nodes
610 provide higher processing intelligence (e.g., it can
perform more complicated packet filtering, packet manipu-
lation, packet forwarding, etc.) compared to PO nodes 602
and P1 nodes 604, P2 nodes 610 have relatively lower
processing efficiency. On the other hand, since P0 nodes 602
provide relatively lower processing intelligence (e.g., it can
perform less complicated packet filtering, packet manipula-
tion, packet forwarding, etc.) compared to P1 nodes 604 and
P2 nodes 610, PO nodes 602 have relatively higher process-
ing efficiency compared to P1 nodes 604 and P2 nodes 610.
When creating the service chain 600, the service chain
creation module 122 in the fabric manager 100 may consider
the relationship shown in FIG. 6B, and automatically deter-
mine whether to include P0 node, P1 node, P2 node, or any
combination of the foregoing, in the service chain 600.

Specialized Processing System Architecture

FIG. 7 is a block diagram that illustrates an embodiment
of a specialized processing system 1200 upon which
embodiments described herein may be implemented. For
example, in some embodiments, the specialized processing
system 1200 may be used to implement one or more
functions of the processing unit 102, or one or more func-
tions of the fabric manager 100 described herein. Processing
system 1200 includes a bus 1202 or other communication
mechanism for communicating information, and a processor
1204 coupled with the bus 1202 for processing information.
The processor 1204 may be used to perform various func-
tions described herein. For examples, the processor 1204
may be a specialized processor having a service chain
creation module.

The processing system 1200 also includes a main memory
1206, such as a random access memory (RAM) or other
dynamic storage device, coupled to the bus 1202 for storing
information and instructions to be executed by the processor
1204. The main memory 1206 also may be used for storing
temporary variables or other intermediate information dur-
ing execution of instructions to be executed by the processor
1204. The processing system 1200 further includes a read
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only memory (ROM) 1208 or other static storage device
coupled to the bus 1202 for storing static information and
instructions for the processor 1204. A data storage device
1210, such as a magnetic disk or optical disk, is provided
and coupled to the bus 1202 for storing information and
instructions.

The processing system 1200 may be coupled via the bus
1202 to a display 1212, such as a cathode ray tube (CRT) or
a LCD monitor, for displaying information to a user. An
input device 1214, including alphanumeric and other keys,
is coupled to the bus 1202 for communicating information
and command selections to processor 1204. Another type of
user input device is cursor control 1216, such as a mouse, a
trackball, or cursor direction keys for communicating direc-
tion information and command selections to processor 1204
and for controlling cursor movement on display 1212. This
input device typically has two degrees of freedom in two
axes, a first axis (e.g., x) and a second axis (e.g., y), that
allows the device to specify positions in a plane.

The processing system 1200 may be used for performing
various functions in accordance with the embodiments
described herein. According to one embodiment, such use is
provided by processing system 1200 in response to proces-
sor 1204 executing one or more sequences of one or more
instructions contained in the main memory 1206. Such
instructions may be read into the main memory 1206 from
another processor-readable medium, such as storage device
1210. Execution of the sequences of instructions contained
in the main memory 1206 causes the processor 1204 to
perform the process steps described herein. One or more
processors in a multi-processing arrangement may also be
employed to execute the sequences of instructions contained
in the main memory 1206. In alternative embodiments,
hard-wired circuitry may be used in place of or in combi-
nation with software instructions to implement features of
the embodiments described herein. Thus, embodiments
described herein are not limited to any specific combination
of hardware circuitry and software.

The term “processor-readable medium” as used herein
refers to any medium that participates in providing instruc-
tions to the processor 1204 for execution. Such a medium
may take many forms, including but not limited to, non-
volatile media, volatile media, and transmission media.
Non-volatile media includes, for example, optical or mag-
netic disks, such as the storage device 1210. A non-volatile
medium may be considered to be an example of a non-
transitory medium. Volatile media includes dynamic
memory, such as the main memory 1206. A volatile medium
may be considered to be another example of a non-transitory
medium. Transmission media includes coaxial cables, cop-
per wire and fiber optics, including the wires that comprise
the bus 1202. Transmission media can also take the form of
acoustic or light waves, such as those generated during radio
wave and infrared data communications.

Common forms of processor-readable media include, for
example, a floppy disk, a flexible disk, hard disk, magnetic
tape, or any other magnetic medium, a CD-ROM, any other
optical medium, punch cards, paper tape, any other physical
medium with patterns of holes, a RAM, a PROM, and
EPROM, a FLASH-EPROM, any other memory chip or
cartridge, a carrier wave as described hereinafter, or any
other medium from which a processor can read.

Various forms of processor-readable media may be
involved in carrying one or more sequences of one or more
instructions to the processor 1204 for execution. For
example, the instructions may initially be carried on a
magnetic disk of a remote computer. The remote computer
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can load the instructions into its dynamic memory and send
the instructions over a telephone line using a modem. A
modem local to the processing system 1200 can receive the
data on the telephone line and use an infrared transmitter to
convert the data to an infrared signal. An infrared detector
coupled to the bus 1202 can receive the data carried in the
infrared signal and place the data on the bus 1202. The bus
1202 carries the data to the main memory 1206, from which
the processor 1204 retrieves and executes the instructions.
The instructions received by the main memory 1206 may
optionally be stored on the storage device 1210 either before
or after execution by the processor 1204.

The processing system 1200 also includes a communica-
tion interface 1218 coupled to the bus 1202. The commu-
nication interface 1218 provides a two-way data communi-
cation coupling to a network link 1220 that is connected to
a local network 1222. For example, the communication
interface 1218 may be an integrated services digital network
(ISDN) card or a modem to provide a data communication
connection to a corresponding type of telephone line. As
another example, the communication interface 1218 may be
a local area network (LAN) card to provide a data commu-
nication connection to a compatible LAN. Wireless links
may also be implemented. In any such implementation, the
communication interface 1218 sends and receives electrical,
electromagnetic or optical signals that carry data streams
representing various types of information.

The network link 1220 typically provides data commu-
nication through one or more networks to other devices. For
example, the network link 1220 may provide a connection
through local network 1222 to a host computer 1224 or to
equipment 1226 such as a radiation beam source or a switch
operatively coupled to a radiation beam source. The data
streams transported over the network link 1220 can com-
prise electrical, electromagnetic or optical signals. The sig-
nals through the various networks and the signals on the
network link 1220 and through the communication interface
1218, which carry data to and from the processing system
1200, are exemplary forms of carrier waves transporting the
information. The processing system 1200 can send messages
and receive data, including program code, through the
network(s), the network link 1220, and the communication
interface 1218.

It should be noted that when a “packet” is described in this
application, it should be understood that it may refer to the
original packet that is transmitted from a node, or a copy of
it.

It should be noted that the terms “first”, “second”, etc., are
used to refer to different things, and do not necessarily refer
to the order of things.

Although particular embodiments have been shown and
described, it will be understood that they are not intended to
limit the claimed inventions, and it will be obvious to those
skilled in the art that various changes and modifications may
be made without departing from the spirit and scope of the
claimed inventions. The specification and drawings are,
accordingly, to be regarded in an illustrative rather than
restrictive sense. The claimed inventions are intended to
cover alternatives, modifications, and equivalents.

What is claimed:

1. A fabric manager comprising:

a memory unit storing information regarding a plurality of
nodes, the information indicating characteristics that
represent packet processing efficiency and packet pro-
cessing intelligence for each of the nodes of the plu-
rality of nodes, wherein the plurality of nodes includes
a first node and a second node, and the characteristics
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indicate that the first node is at a first level of a
hierarchy of packet processing intelligence and at a
second level of a hierarchy of packet processing effi-
ciency, the second node is at a second level of the
hierarchy of packet processing intelligence and at a first
level of the hierarchy of packet processing efficiency,
the first level of the hierarchy of packet processing
intelligence corresponding to more processing com-
plexity than the second level of the hierarchy of packet
processing intelligence, and the first level of the hier-
archy of packet processing efficiency corresponding to
lower resource usage than the second level of the
hierarchy of packet processing efficiency;

a processing unit having a service chain creation module
configured to create a service chain by connecting some
of the plurality of nodes via virtual links based on the
information indicating the characteristics that represent
packet processing efficiency and packet processing
intelligence for each of the nodes;

wherein the some of the plurality of nodes represent
respective network components of an auxiliary network
configured to obtain packets from a traffic production
network; and

wherein the service chain is configured to control an order
of the network components represented by the some of
the plurality of nodes packets are to traverse.

2. The fabric manager of claim 1, wherein the service
chain is flexible in a sense that it is modifiable and/or
scalable.

3. The fabric manager of claim 1, wherein the service
chain creation module comprises an overlay module con-
figured to create the service chain using overlay technique.

4. The fabric manager of claim 3, wherein the overlay
module is configured to create multiple overlays over the
traffic production network, and wherein packets associated
with the respective overlays are isolated from each other.

5. The fabric manager of claim 1, wherein the auxiliary
network is configured to pass the packets obtained from the
traffic production network to one or more network monitor-
ing tools in an out-of-band manner.

6. The fabric manager of claim 1, wherein the plurality of
nodes are organized into different respective categories of
nodes that includes at least a first category of nodes, a second
category of nodes, and a third category of nodes.

7. The fabric manager of claim 6, wherein one of the
nodes in the first category of nodes represents a host-level
virtual switch.

8. The fabric manager of claim 6, wherein one of the
nodes in the second category of nodes represents a virtual
machine.

9. The fabric manager of claim 6, wherein one of the
nodes in the third category of nodes represents a physical
network switch appliance configured to communicate with
one or more network monitoring tools.

10. The fabric manager of claim 6, wherein the nodes in
the first category of nodes are configured to provide a first
category of services, the nodes in the second category of
nodes are configured to provide a second category of ser-
vices, and the nodes in the third category of nodes are
configured to provide a third category of services.

11. The fabric manager of claim 10, wherein the service
chain creation module is configured to create at least a part
of the service chain by connecting one of the nodes in the
first category of nodes to two or more of the nodes in the
second category of nodes to create a redundancy in the
second category of services.
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12. The fabric manager of claim 10, wherein the service
chain creation module is configured to create at least a part
of the service chain by connecting one of the nodes in the
second category of nodes to two or more of the nodes in the
third category of nodes to create a redundancy in the third
category of services.

13. The fabric manager of claim 6, wherein the service
chain creation module is configured to create at least a part
of the service chain by connecting one of the nodes in the
first category of nodes to one of the nodes in the third
category of nodes to bypass the nodes in the second cat-
egory.

14. The fabric manager of claim 6, wherein the service
chain creation module is configured to create at least a part
of the service chain by connecting one of the nodes in the
first category of nodes to a network monitoring tool while
bypassing the nodes in the second category of nodes and the
nodes in the third category of nodes.

15. The fabric manager of claim 6, wherein the service
chain creation module is configured to create at least a part
of the service chain by sequentially connecting at least two
of the nodes in the first category of nodes, sequentially
connecting at least two of the nodes in the second category
of nodes, sequentially connecting at least two of the nodes
in the third category of nodes, or any combination of the
foregoing.

16. The fabric manager of claim 6, wherein the service
chain creation module is configured to modify the service
chain by adding one or more of the nodes in the first category
of nodes to the network, adding one or more of the nodes in
the second category of nodes to the network, adding one or
more of the nodes in the third category of nodes to the
network, or any combination of the foregoing.

17. The fabric manager of claim 6, wherein the service
chain creation module is configured to modify the service
chain by replacing one of the nodes in the first category of
nodes with another one of the nodes in the first category of
nodes, replacing one of the nodes in the second category of
nodes with another one of the nodes in the second category
of nodes, replacing one of the nodes in the third category of
nodes with another one of the nodes in the third category of
nodes, or any combination of the foregoing.

18. The fabric manager of claim 1, wherein the service
chain creation module is configured to balance packet pro-
cessing efficiency and service intelligence when creating the
service chain.

19. The fabric manager of claim 1, wherein the service
chain creation module is configured to determine the service
chain based on prioritizing packet processing efficiency over
packet processing intelligence.

20. The fabric manager of claim 1, wherein the some of
the plurality of nodes in the service chain do not participate
in a traffic production.

21. The fabric manager of claim 1, wherein the processing
unit is integrated with a SDN controller.

22. A method of creating a network, comprising:

accessing a non-transitory medium storing information

regarding a plurality of nodes, the information indicat-
ing characteristics that represent packet processing
efficiency and packet processing intelligence for each
of the nodes of the plurality of nodes, wherein the
plurality of nodes includes a first node and a second
node, and the characteristics indicate that the first node
is at a first level of a hierarchy of packet processing
intelligence and at a second level of a hierarchy of
packet processing efficiency, the second node is at a
second level of the hierarchy of packet processing
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intelligence and at a first level of the hierarchy of
packet processing efficiency, the first level of the hier-
archy of packet processing intelligence corresponding
to more processing complexity than the second level of
the hierarchy of packet processing intelligence, and the
first level of the hierarchy of packet processing effi-
ciency corresponding to lower resource usage than the
second level of the hierarchy of packet processing
efficiency; and
creating a service chain that includes at least some of the
plurality of nodes using a processing unit, wherein the
processing unit includes a service chain creation mod-
ule configured to create virtual links to connect the
some of the plurality of nodes to create a service chain
based on the information indicating the characteristics
that represent packet processing efficiency and packet
processing intelligence for each of the nodes;

wherein the some of the plurality of nodes represent
respective network components of an auxiliary network
configured to obtain packets from a traffic production
network; and

wherein the service chain is configured to control an order

of the network components represented by the some of
the plurality of nodes packets are to traverse.

23. The method of claim 22, wherein the service chain is
flexible in a sense that it is modifiable and/or scalable.

24. The method of claim 22, wherein the service chain
creation module comprises an overlay module configured to
create the service chain using overlay technique.

25. The method of claim 24, wherein the overlay module
is configured to create multiple overlays over the traffic
production network, and wherein packets associated with
the respective overlays are isolated from each other.

26. The method of claim 22, wherein the auxiliary net-
work is configured to pass the packets obtained from the
traffic production network to one or more network monitor-
ing tools in an out-of-band manner.

27. The method of claim 22, wherein the plurality of
nodes are organized into different respective categories that
includes at least a first category of nodes, a second category
of nodes, and a third category of nodes.

28. The method of claim 27, wherein one of the nodes in
the first category of nodes represents a host-level virtual
switch.

29. The method of claim 27, wherein one of the nodes in
the second category of nodes represents a virtual machine.

30. The method of claim 27, wherein one of the nodes in
the third category of nodes represents a network switch
appliance configured to communicate with one or more
network monitoring tools.

31. The method of claim 27, wherein the nodes in the first
category of nodes are configured to provide a first category
of services, the nodes in the second category of nodes are
configured to provide a second category of services, and the
nodes in the third category of nodes are configured to
provide a third category of services.

32. The method of claim 31, wherein at least a part of the
service chain is created by connecting one of the nodes in the
first category of nodes to two or more of the nodes in the
second category of nodes to create a redundancy in the
second category of services.

33. The method of claim 31, wherein at least a part of the
service chain is created by connecting one of the nodes in the
second category of nodes to two or more of the nodes in the
third category of nodes to create a redundancy in the third
category of services.
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34. The method of claim 27, wherein at least a part of the
service chain is created by connecting one of the nodes in the
first category of nodes to one of the nodes in the third
category of nodes to bypass the nodes in the second category
of nodes.

35. The method of claim 27, wherein at least a part of the
service chain is created by connecting one of the nodes in the
first category of nodes to a network monitoring tool while
bypassing the nodes in the second category of nodes and the
nodes in the third category of nodes.

36. The method of claim 27, wherein at least a part of the
service chain is created by sequentially connecting at least
two of the nodes in the first category of nodes, sequentially
connecting at least two of the nodes in the second category
of nodes, sequentially connecting at least two of the nodes
in the third category of nodes, or any combination of the
foregoing.

37. The method of claim 27, further comprising modify-
ing the service chain by adding one or more of the nodes in
the first category of nodes to the service chain, adding one
or more of the nodes in the second category of nodes to the
service chain, adding one or more of the nodes in the third
category of nodes to the service chain, or any combination
of the foregoing.

38. The method of claim 27, further comprising modify-
ing the service chain by replacing one of the nodes in the first
category of nodes with another one of the nodes in the first
category of nodes, replacing one of the nodes in the second
category of nodes with another one of the nodes in the
second category of nodes, replacing one of the nodes in the
third category of nodes with another one of the nodes in the
third category of nodes, or any combination of the forego-
ing.

39. The method of claim 27, wherein the processing unit
is configured to balance packet processing efficiency and
service intelligence when creating the network.

40. The method of claim 27, wherein the created network
is based on prioritizing packet processing efficiency over
packet processing intelligence.

41. The method of claim 22, wherein the created network
does not participate in the traffic production.

42. The method of claim 22, wherein the processing unit
is integrated with a SDN controller.

43. An apparatus having a non-transitory medium storing
a set of instruction, an execution of which by a processing
unit causes a method to be performed, the method compris-
ing:

accessing a database storing information regarding a

plurality of nodes, the information indicating charac-
teristics that represent packet processing efficiency and
packet processing intelligence for each of the nodes of
the plurality of nodes, wherein the plurality of nodes
includes a first node and a second node, and the
characteristics indicate that the first node is at a first
level of a hierarchy of packet processing intelligence
and at a second level of a hierarchy of packet process-
ing efficiency, the second node is at a second level of
the hierarchy of packet processing intelligence and at a
first level of the hierarchy of packet processing effi-
ciency, the first level of the hierarchy of packet pro-
cessing intelligence corresponding to more processing
complexity than the second level of the hierarchy of
packet processing intelligence, and the first level of the
hierarchy of packet processing efficiency correspond-
ing to lower resource usage than the second level of the
hierarchy of packet processing efficiency; and
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creating a service chain that includes at least some of the
plurality of nodes, wherein the act of creating the
service chain comprises creating virtual links to con-
nect the some of the plurality of nodes based on the
information indicating the characteristics that represent
packet processing efficiency and packet processing
intelligence for each of the nodes;

wherein the some of the plurality of nodes represent
respective network components of an auxiliary network
configured to obtain packets from a traffic production
network; and

wherein the service chain is configured to control an order
of the network components represented by the some of
the plurality of nodes packets are to traverse.

#* #* #* #* #*
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