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(57) Hauptanspruch: Anzeigesteuervorrichtung (1), die in
einem Fahrzeug verbaut ist, wobei die Vorrichtung
umfasst:

eine Vielzahl von Abbildungsvorrichtungen (10), die an
dem Fahrzeug bereitgestellt sind, um eine voreingestellte
Vielzahl von Abbildungsregionen aufzunehmen, die das
Fahrzeug umgeben, durch Aufteilen der Abbildungsregio-
nen unter den jeweiligen Abbildungsvorrichtungen;

eine Bilderkennungseinheit (21), welche ein vorbestimm-
tes Objekt in Bildern erkennt, die von jeder der Vielzahl
von Abbildungsvorrichtungen (10) aufgenommen wurden;
eine Blickpunktkonversionseinheit (22), welche unter der
Vielzahl von Abbildungsvorrichtungen die Abbildungsvor-
richtung als eine Erkennungsabbildungsvorrichtung spezi-
fiziert, die ein Bild aufnimmt, welches das von der Bilder-
kennungseinheit erkannte Bild beinhaltet, und das
aufgenommene Bild zu einem blickpunktkonvertierten
Bild konvertiert, das von einem virtuellen Blickpunkt aus
gesehen wird, welcher vorangehend fir die Erkennungs-
abbildungsvorrichtung designiert wird;

eine Bildverbesserungseinheit (25), welche einen Bildbe-
reich des Objekts verbessert, der in dem blickpunktkonver-
tierten Bild enthalten ist, das von der Blickpunktkonver-
sionseinheit konvertiert wurde, und

eine Bildausgabeeinheit (26), welche das blickpunktkon-
vertierte Bild, das mit dem Bildbereich des Objekts verse-

hen ist, der von der Bildverbesserungseinheit verbessert
wurde, als ein Fahrunterstitzungsbild an eine in einem
Fahrzeug verbaute Anzeige (30) ausgibt, wobei

die Blickpunktkonversionseinheit eine Anzahlbeurteilungs-
einrichtung (S210 und S230) zum Beurteilen einer Anzahl
der Erkennungsabbildungsvorrichtungen;

eine Festlegeeinrichtung (S220) zum Festlegen des vir-
tuellen Blickpunkts unter Verwendung einer grundlegen-
den Entsprechungstabelle, welche jeder der Abbildungs-
vorrichtungen einen virtuellen Blickpunkt gemaR einer
Eins-zu-Eins-Entsprechung zuordnet, wenn die Anzahl-
beurteilungseinrichtung ermittelt, dass die Anzahl der
Erkennungsabbildungsvorrichtungen Eins ist, und

eine weitere Festlegeeinrichtung (S250) zum Festlegen
des virtuellen Blickpunkts unter Verwendung einer ergénz-
enden Entsprechungstabelle, die Kombinationsmustern
von Abbildungsvorrichtungen einen virtuellen Blickpunkt
gemaR einer Eins-zu-Eins-Entsprechung ...
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Beschreibung

[0001] Die Erfindung betrifft eine Anzeigesteuer-
technik zum Bereitstellen von Fahrunterstitzungsbil-
dern fur einen Fahrer eines Fahrzeugs, und bezieht
sich insbesondere auf eine Anzeigesteuertechnik,
welche einem Fahrer auf der Grundlage von von
einer Vielzahl von Abbildungsvorrichtungen erhalte-
nen Bilddaten Fahrunterstitzungsbilder bereitstellt,
wobei jede Abbildungsvorrichtung Bilder in jeder
von Regionen aufnimmt, die das Fahrzeug, in wel-
chem die Abbildungsvorrichtungen verbaut sind,
umgeben.

[0002] Konventionell bekannt ist eine Technik des
Steuerns einer fahrzeugeigenen Anzeige, welche
unter Verwendung von an dem Fahrzeug verbauten
Kameras Objekte in einem Umgebungsbereich des
Fahrzeugs erfasst. In diesen Techniken konvertiert
die Anzeigesteuerung ein Bild, welches ein Objekt
beinhaltet, zu einem Bild, das von einem virtuellen
Blickpunkt aus gesehen wird, und gibt das blick-
punktkonvertierte Bild als ein Fahrzeugunterstit-
zungsbild an die in dem Fahrzeug verbaute Anzeige
aus.

[0003] Eine konventionelle Technik, wie sie zum
Beispiel in der JP 5 681 569 B2 offenbart ist, schlagt
vor, dass ein Fahrzeug, welches sich einem Host-
bzw. Gastfahrzeug von einer Heckseite desselben
nahert, erfasst wird, mit zunehmender Nahe des
sich nahernden Fahrzeug zu dem Gastfahrzeug ein
virtueller Blickpunkt vergrofert wird, und eine Blick-
punktposition aus eine Position eines Fahrers des
sich nahernden Fahrzeugs festgelegt wird.

[0004] Ferner offenbart die US 7 307 655 B1 ein Ver-
fahren und Vorrichtung zur Anzeige eines syntheti-
sierten Bilds aus einem virtuellen Blickwinkel.
Gemal der US 7 307 655 B1 weist eine Bilderzeu-
gungsvorrichtung auf: eine Kamera oder eine Viel-
zahl von Kameras; eine Raumrekonstruktionsein-
richtung zum Abbilden des von der Kamera
eingegebenen Bilds in ein vorbestimmtes Raummo-
dell eines vorbestimmten dreidimensionalen Rau-
mes; eine Blickpunktumwandlungseinrichtung zum
Synthetisieren eines von einem beliebigen virtuellen
Blickpunkt in dem vorbestimmten dreidimensionalen
Raum betrachteten Bilds durch Bezugnahme auf die
durch die Raumrekonstruktionseinrichtung abgebil-
deten Raumdaten; und eine Anzeigeeinrichtung
zum Anzeigen des durch die Blickpunktumwand-
lungseinrichtung umgewandelten Bilds.

[0005] Jedoch nimmt in Ubereinstimmung mit der
konventionell vorgeschlagenen Technik, da es not-
wendig ist, einen komplexen Prozess zum Festlegen
des virtuellen Blickpunkts in Ubereinstimmung mit
der erfassten Position eines Objekts und einer Gast-
fahrzeugposition durchzufiihren, die Verarbeitungs-
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last zu, so dass daher Zeit benétigt wird, um das
blickpunktkonvertierte Bild zu generieren. Es wird
daher in Betracht gezogen, dass eine auf eine Fahr-
unterstitzung bezogene Echtzeit verlorengeht.

[0006] In Anbetracht der vorstehenden Probleme
liegt der Erfindung als eine Aufgabe zugrunde, eine
Anzeigesteuertechnik bereitzustellen, in welcher
blickpunktkonvertierte Bilder unter Verwendung
eines vereinfachten Prozesses generiert werden,
um eine Echtzeit-Fahrunterstitzung sicherzustellen.

[0007] Diese Aufgabe wird durch eine Anzeige-
steuervorrichtung mit den Merkmalen des Patentan-
spruchs 1, ein Anzeigesteuerverfahren mit den Merk-
malen des Patentanspruchs 3, eine
Verarbeitungsvorrichtung mit den Merkmalen des
Patentanspruchs 4 und ein Aufzeichnungsmedium
mit den Merkmalen des Patentanspruchs 6 gelost.
Vorteilhafte Weiterbildungen der Erfindung sind
Gegenstand der beigefligten Unteranspriiche.

[0008] Ein Aspekt der Erfindung ist eine Anzeige-
steuervorrichtung, die in einem Fahrzeug installiert
ist und eine Bilderkennungseinheit, eine Blickpunkt-
konversionseinheit, eine Bildverbesserungseinheit
und eine Bildausgabeeinheit aufweist. Die Bilderken-
nungseinheit erkennt vorbestimmte Objekte in Bil-
dern, die von einer Vielzahl von Abbildungsvorrich-
tungen aufgenommen wurden, die an einem
Fahrzeug verbaut sind, woraufhin jede Abbildungs-
vorrichtung eine Abbildungsregion in einem umgeb-
enden Bereich des Fahrzeugs aufnimmt.

[0009] Die Blickpunktkonversionseinheit spezifiziert
eine Abbildungsvorrichtung, die Bilder aufnimmt,
welche ein Objekt beinhalten, das von der Bilderken-
nungseinheit erkannt wurde, als eine Erkennungsab-
bildungsvorrichtung, und konvertiert die aufgenom-
menen Bilder zu blickpunktkonvertierten Bildern,
von welchen jedes von einem virtuellen Blickpunkt
aus gesehen wird, der der Erkennungsabbildungs-
vorrichtung vorab zugewiesen ist.

[0010] Die Bildverbesserungseinheit verbessert
einen Bildbereich des Objekts, das in einem blick-
punktkonvertierten Bild enthalten ist, das an der
Blickpunktkonversionseinheit konvertiert wurde. In
dieser Weise wird ein blickpunktkonvertiertes Bild
mit dem verbesserten, d.h. visuell prominenten bzw.
hervorgehobenen, Bildbereich des Objekts, welches
von der Bildverbesserungseinheit (25) durchgefuhrt
wird, von der Bildausgabeeinheit als ein Fahrunters-
tutzungsbild an eine in dem Fahrzeug verbaute
Anzeige ausgegeben.

[0011] In Ubereinstimmung mit der Konfiguration
kann, da der virtuelle Blickpunkt durch Spezifikation
nur der Abbildungsvorrichtung, welche das Objekt
aufnimmt, festgelegt werden kann, ein blickpunkt-
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konvertiertes Bild folglich durch einen vereinfachten
Prozess anstelle eines komplexen Prozesses, wie
beispielsweise konventionell vorgeschlagene Tech-
niken, generiert bzw. erzeugt werden. Infolge dessen
kann auch ein Beitrag einer echtzeitbezogenen Fahr-
unterstlitzung sichergestellt werden.

[0012] Da das blickpunktkonvertierte Bild mit einem
visuell verbesserten bzw. hervorgehobenen Objekt
als das Fahrunterstiitzungsbild ausgegeben wird,
kann das Vorhandensein zum Beispiel eines Ful-
gangers oder eines anderen Fahrzeugs in der Umge-
bung des Fahrzeugs einem Fahrer des Fahrzeugs
klarer bzw. deutlicher dargestellt werden.

[0013] Dariiber hinaus kann dieselbe Wirkung wie
bei dem vorangehenden Aspekt der Anzeigesteuer-
vorrichtung, die in einem Fahrzeug verbaut ist, aus
denselben, vorstehend erwahnten Grinden mit
einem Anzeigesteuerverfahren gemal einem ande-
ren Aspekt der Erfindung erhalten werden.

[0014] Es versteht sich, dass Symbole in der
Zusammenfassung und in den Anspriichen dazu ver-
wendet werden, eine entsprechende Beziehung zwi-
schen bestimmten Mitteln als einer in bevorzugten
Ausfiihrungsbeispielen beschriebenen Ausfiihrungs-
form aufzuzeigen, und eine technische Reichweite
der Erfindung nicht beschranken.

[0015] In den beigefligten Zeichnungen:

Fig. 1 ist ein Blockdiagramm, das eine Konfigu-
ration einer Anzeigesteuervorrichtung, die in
einem Fahrzeug verbaut ist, gemaf einem Aus-
fuhrungsbeispiel zeigt;

Fig. 2 ist eine beschreibende Zeichnung, die
jede Abbildungsregion einer Vielzahl von Kame-
ras, die an einem Gastfahrzeug verbaut sind,
gemal’ dem Ausflihrungsbeispiel zeigt;

Fig. 3 ist ein Blockdiagramm, das eine funktio-
nelle Konfiguration einer Anzeigesteuereinheit
gemal’ dem Ausflihrungsbeispiel zeigt;

Fig. 4 ist ein beschreibendes Diagramm, wel-
ches eine grundlegende Entsprechungstabelle
(in Figur (A)) und eine erganzende Entspre-
chungstabelle (in Figur (B)) beinhaltet;

Fig. 5 ist ein beschreibendes Diagramm, wel-
ches eine Beschreibung eines virtuellen Blick-
punkts in einer Front- und Heck-Richtung des
Gastfahrzeugs (in Figur (A)), eine Beschreibung
des virtuellen Blickpunkts in einer Links-Rechts-
Richtung (in Figur (B)) und ein beschreibendes
Diagramm des virtuellen Blickpunkts in einer
Neigungsrichtung des Gastfahrzeugs (gleiche
Figur (C)) beinhaltet;

Fig. 6 beinhaltet ein Bild, das ein synthetisiertes
Bild (in Figur (A)) zeigt, und ein Bild, das ein
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Fahrunterstitzungsbild mit einem zu diesem
hinzugeflgten verbesserten Bild zeigt;

Fig. 7 ist ein Ablaufdiagramm, das einen Festle-
geprozess eines virtuellen Blickpunkts des Aus-
fuhrungsbeispiels zeigt;

Fig. 8 ist ein Ablaufdiagramm, das einen verein-
fachten Tabellenauswahlprozess gemal® dem
Ausfiuihrungsbeispiel zeigt;

Fig. 9 ist ein Ablaufdiagramm, das beispielhaft
einen Uberblendungsverhaltnisfestiegeprozess
gemaf dem Ausflihrungsbeispiel darstellt; und

Fig. 10 ist ein beschreibendes Diagramm, das
ein Bild eines blickpunktkonvertierten Bildbe-
reichs eines Objekts auf der Grundlage eines
von einer Heckkamera (in Figur (A)), ein bei-
spielhaftes Bild des blickpunktkonvertierten
Bildbereichs des Objekts auf der Grundlage
des aufgenommenen Bilds einer rechtsseitigen
Kamera (in Figur (B)), ein beispielhaftes Bild
eines Uberlappenden Bildbereichs beider blick-
punktkonvertierter Bildbereiche, synthetisiert
bei einem Uberblendverhaltnis von 50% (in
Figur (C)) und ein beispielhaftes Bild des Uber-
lappenden Bildbereichs der beiden blickpunkt-
konvertierter Bildbereiche, synthetisiert bei
einem Uberblendverhaltnis von 70%:30% (in
Figur (D)) beinhaltet.

[0016] Nachstehend werden Ausflihrungsbeispiele
der Erfindung unter Bezugnahme auf Figuren
beschrieben.

[Erstes Ausfihrungsbeispiel]

[0017] Eine Anzeigesteuervorrichtung 1, die in
einem Fahrzeug verbaut ist, weist eine Vielzahl von
Kameras 10, eine Anzeigesteuereinheit 20 und eine
Anzeige 30 auf. Die in einem Fahrzeug verbaute
Anzeigesteuereinheit 1 mit einem fahrzeuginternen
Lokalbereichsnetzwerk (hierin als ein fahrzeugin-
ternes LAN bezeichnet) verbunden, obwohl dies in
den Figuren nicht gezeigt ist. Das LAN ist dazu kon-
figuriert, fahrzeugbezogene Information zu teilen,
zum Beispiel Information, die von jeder Sensorart
zwischen anderen elektronischen Steuereinheiten
(hierin als ECU bezeichnet), welche mit dem fahrzeu-
ginternen LAN verbunden sind, erfasst wurde.

[0018] Ein Fahrzeug, in welchem konfigurierende
Elemente verbaut sind, wird als ein Host- bzw. Gast-
fahrzeug bezeichnet. Es versteht sich, dass die
Anzeigesteuereinheit 20 in dem ersten Ausflhrungs-
beispiel eine Verarbeitungsvorrichtung ist, welche
Bilddaten verarbeitet, die von der Vielzahl von Kame-
ras 10 (im Einzelnen nachstehend beschrieben) auf-
genommen wurden.
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[0019] Es wird angemerkt, dass das fahrzeuginterne
LAN ein Lokalbereichsnetzwerk ist, das innerhalb
des Gastfahrzeugs genutzt wird. Das LAN verwendet
ein Funkkommunikationsprotokoll wie beispiels-
weise CAN (Controller Area Network), FlexRay, LIN
(Local Interconnect Network), MOST (Motor
Oriented Systems Transport Network), AVC-LAN
(Audio and Video Communication LAN), um zum Bei-
spiel jede Art von fahrzeugbezogener Information zu
Ubertragen. In dem ersten Ausflhrungsbeispiel wird
Information, die eine Fahrtrichtung des Gastfahr-
zeugs zeigt (zum Beispiel eine Schalthebelposition,
eine Lenkrichtung und andere manipulierte Variablen
wie beispielsweise eine Beschleunigerpedalva-
riable), als fahrzeugbezogene Information von einer
anderen ECU an die Anzeigesteuervorrichtung 1
Ubertragen, die in dem Fahrzeug verbaut ist.

[0020] Die Kameras 10 sind eine Vielzahl von an
dem Fahrzeug verbauten Abbildungsvorrichtungen,
die zum Abbilden der Umgebung des Gastfahrzeugs
verwendet werden. Genauer ist jede Kamera 10 an
einer jeweiligen vorderen, hinteren, linken und rech-
ten Position des Gastfahrzeugs angebracht. In dem
ersten Ausflihrungsbeispiel ist jede Kamera 10 in
Ubereinstimmung mit der Montageposition und der
Abbildungsregion jeder an dem Gastfahrzeug ver-
bauten Kamera allgemein als eine Frontkamera 2,
eine Heckkamera 4, eine Rechtsseitenkamera 6
und eine Linksseitenkamera 8 klassifiziert. Wie in
Fig. 2 gezeigt ist, ist die Frontkamera 2 an einem vor-
deren Abschnitt des Gastfahrzeugs (zum Beispiel in
einer Mitte des Frontabschnitts) angebracht und bil-
det eine Frontregion A1 des Gastfahrzeugs ab. Es
wird angemerkt, dass die Heckkamera 4 an einem
hinteren Abschnitt des Gastfahrzeugs (zum Beispiel
in einer Mitte des Heckabschnitts) angebracht ist und
eine Heckregion A2 des Gastfahrzeugs abbildet. Die
Rechtsseitenkamera 6 ist an einem rechtsseitigen
Abschnitt des Gastfahrzeugs (zum Beispiel einem
rechtseitigen Rickspiegelabschnitt) angebracht und
bildet eine Rechtsseitenregion A3 des Gastfahr-
zeugs ab. Die Linksseitenkamera 8 ist an einem
linksseitigen Abschnitt des Gastfahrzeugs (zum Bei-
spiel einem linksseitigen Ruckspiegelabschnitt)
angebracht und bildet eine Linksseitenregion A4
des Gastfahrzeugs ab.

[0021] Jede Kamera 10 ist so an dem Gastfahrzeug
verbaut, dass ein Teil jeder Abbildungsregion mit
einem Teil einer Abbildungsregion zumindest einer
anderen Kamera 10 Uberlappt (in der Spezifikation
der Erfindung hierin als eine Uberlappende Region
bzw. Uberlappungsregion bezeichnet). Zum Beispiel
beinhaltet, wie in Fig. 2 gezeigt, die Frontregion A1,
welche die Abbildungsregion der Frontkamera 2 ist,
eine vordere rechte Uberlappungsregion OA1 und
eine vordere linke Uberlappungsregion OA2. Die vor-
dere rechte Uberlappungsregion OA1 (iberlappt spe-
ziell mit einem Teil der Rechtsseitenregion A3, wel-
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che die Abbildungsregion der Rechtsseitenkamera 6
ist, und die vorderen linke Uberlappungsregion OA2
Uberlappt speziell mit einem Teil der Linksseitenre-
gion A4, welche die Abbildungsregion der Linkssei-
tenkamera 8 ist. In derselben Weise beinhaltet die
Heckregion A2, welche die Abbildungsregion der
Heckkamera 4 ist, eine hintere rechte Uberlappungs-
region OA3 und einen hinteren linken Uberlappungs-
bereich OA4. Die hintere rechte Uberlappungsregion
OA3 Uberlappt speziell mit einem Teil der Rechtssei-
tenregion A3, welche eine Abbildungsregion der
Rechtsseitenkamera 6 ist, und die hintere linke Uber-
lappungsregion OA4 Uberlappt speziell mit einem
Teil der Linksseitenregion A4, welche eine Abbil-
dungsregion der Linksseitenkamera 8 ist. Das heilt,
die Uberlappungsregionen sind Regionen, in wel-
chen zumindest eine der zwei Kameras 10 dazu
betreibbar ist, Bilder aufzunehmen.

[0022] Wie in Fig. 2 gezeigt ist, wird in der Frontre-
gion A1 eine andere Region als die vordere rechte
Uberlappungsregion OA1 und die vordere linke
Uberlappungsregion OA2 als eine vordere einzelne
Region bzw. Einzelregion SA1 bezeichnet. In der
Heckregion A2 wird eine andere Region als die hin-
tere rechte Uberlappungsregion OA3 und die hintere
linke Uberlappungsregion OA4 als eine hintere ein-
zelne Region SA2 bezeichnet. In derselben Weise
wird in der Rechtsseitenregion A3 eine andere
Region als die vordere rechte Uberlappungsregion
OA1 und die hintere rechte Uberlappungsregion
OA3 als eine rechtsseitige einzelne Region SA3
bezeichnet. In der Linksseitenregion A4 wird eine
andere Region als die vordere linke Uberlappungs-
region OA2 und die hintere linke Uberlappungsre-
gion OA4 als eine linksseitige einzelne Region SA4
bezeichnet. Das heil’t, ein Abbilden in der Frontre-
gion A1, welches nur durch die Frontkamera 2 durch-
geflhrt werden kann, wird als die vordere einzelne
Region SA1 bezeichnet, und ein Abbilden in der
Heckregion A2, welches nur durch die Heckkamera
durchgefiihrt werden kann, wird als die hintere ein-
zelne Region SA2 bezeichnet. Ferner wird ein Abbil-
den in der Rechtsseitenregion A3, welches nur durch
die Rechtsseitenkamera 6 durchgeflihrt werden
kann, als die rechtsseitige einzelne Region SA3
bezeichnet, und wird ein Abbilden in der Linksseiten-
region A4, welches nur durch die Linksseitenkamera
8 durchgefihrt werden kann, als die linksseitige ein-
zelne Region SA4 bezeichnet.

[0023] Die Anzeige 30 ist in dem Gastfahrzeug als
zum Beispiel als eine Anzeigevorrichtung installiert.
Zum Beispiel ist die Anzeige 30 aus einer Flissigkris-
tallanzeige, einer Blickfelddarstellungsanzeige bzw.
Head-Up-Anzeige, oder beiden der erwahnten
Anzeigen kombiniert, konfiguriert und an einer Posi-
tion verbaut, welche von dem Fahrer des Gastfahr-
zeugs leicht einsehbar ist.
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[0024] Die Anzeigesteuereinheit 20, das heil3t, eine
Verarbeitungsvorrichtung, ist hauptsachlich aus
einem bekannten Mikrocomputer und einer fahrzeu-
ginternen  LAN-Kommunikationssteuereinrichtung
konfiguriert. Der Mikrocomputer weist eine CPU 12
(zentrale Verarbeitungseinheit) und ein RAM 14A
(Direktzugriffsspeicher), ein ROM 14B (Nurlesespei-
cher) und einen Halbleiterspeicher 14C wie bei-
spielsweise einen Flash-Speicher auf. Das jeweilige
RAM 14A, ROM 14B und der Halbleiterspeicher 14C
werden hierin der Einfachheit halber als ein ,Speicher
14 bezeichnet. Die CPU 12 fihrt jede Art von Pro-
zess auf der Grundlage eines in dem Speicher 14
gespeicherten digitalen Computerprogramms aus.
Genauer fihrt dieses Programm ein Verfahren ent-
sprechend zum Beispiel einem Anzeigesteuerpro-
gramm aus.

[0025] Es versteht sich, dass ein Mikrocomputer
oder eine Vielzahl von Mikrocomputern in der Anzei-
gesteuereinheit 20 bereitgestellt sein kdnnen, wobei
jeder Anbringungsort des einzelnen oder der mehre-
ren Mikrocomputer(s) beliebig irgendwo innerhalb
des Gastfahrzeugs bereitgestellt sein kann. Es wird
ebenfalls angemerkt, dass das ROM 14B des Spei-
chers 14 als ein nicht fliichtiges Speichermedium
arbeitet.

[0026] Die Anzeigesteuereinheit 20 ist funktionell
mit einer Bilderkennungseinheit 21, einer Blickpunk-
konversionseinheit 22, einer Bildsyntheseeinheit 23,
einer Bildfestlegeeinheit 24, einer Bildverbesse-
rungseinheit 25 und einer Bildausgabeeinheit 26 ver-
sehen, welche durch Ausfiihrung jeder von der CPU
12 durchgefiihrten Prozessart funktionell aktualisiert
wird. Die Anzeigesteuereinheit 20 kann dariber
hinaus konfigurierte Hardware zum Ausflihren dieser
Funktion in Teilen oder insgesamt unter Verwendung
einer oder mehrerer elektronischer Schaltungen(en),
zum Beispiel logischer Schaltungen oder integrierter
bzw. IC-Schaltungen, sein.

[0027] Die Bilderkennungseinheit 21 ist mit einer
Funktion versehen zum Erkennen vorbestimmter
Objekte in jedem Bild. Das Objekt ist zum Beispiel
ein FuBganger oder ein anderes Fahrzeug. Es
kommt in Betracht, dass der Fahrer des Gastfahr-
zeugs in Anbetracht einer Fahrunterstitzung in
erwlnschter Weise (ber das Vorhandensein des
Objekts informiert wird. Die Erkennung eines Objekts
beinhaltet einen Prozess, in welchem zum Beispiel
die Berechnung eines Kandidatenwerts, der eine
Wahrscheinlichkeit des Objekts als ein Kandidaten-
objekt angibt (eines Werts, welcher eine Erken-
nungswahrscheinlichkeit des Objekts angibt), und
eines Bewegungswerts, der die Geschwindigkeit
des Kandidatenobjekts angibt, durch Erfassung und
Nachverfolgung des Kandidatenobjekts durchgefiihrt
wird.
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[0028] Die Erfassung des Kandidatenobjekts zieht
die Erfassung eines Teils eines Objekts nach sich,
welcher in einem Bild einem kennzeichnenden Ele-
ment genugt, das fir jedes Objekt vorbestimmt ist.
Eine kennzeichnende Grolke, die eine qualitative
und eine quantitative Ebene des kennzeichnenden
Elements bis zu einem Grad des erfassten Kandida-
tenobjekts angibt, wird in dem Speicher 14 gespei-
chert. Das Nachverfolgen des Kandidatenobjekts
wird zum Beispiel unter Verwendung einer Vielzahl
von Bildern, die zeitseriell kontinuierlich aufgenom-
men wurden, durchgeflhrt, um einen optischen
Flusswert zu erhalten, der als ein Bewegungsvektor
des Kandidatenobjekts in den kontinuierlich aufge-
nommenen Bildern dargestellt ist, wodurch der der
optische Flusswert als der Bewegungswert des Kan-
didatenobjekts in dem Speicher 14 gespeichert wird.
Genauer wird das Kandidatenobjekt als das Objekt
erkannt, wenn vorbestimmte Bedingungen auf der
Grundlage der Information erflllt sind. Es wird ange-
merkt, dass ein Erkennungsverfahren eines Objekts
ein dem Fachmann bekanntes Verfahren ist, so dass
daher eine detaillierte Erklarung weggelassen wird.

[0029] Identifizierungsinformation, welche ein auf-
genommenes Bild, welches ein erkanntes Objekt
beinhaltet, aus anderen aufgenommenen Bildern
identifiziert, und Information einer Bildposition, wel-
che eine Position mit Bezug zu dem erkannten
Objekt in einem Bild angibt, zum Beispiel, wird in
dem Speicher 14 gespeichert. Es wird angemerkt,
die Bildpositionsinformation Information beinhaltet,
die zumindest eine der einzelnen Regionen SA1 bis
SA4 und der Uberlappungsregionen OA1 bis OA4 als
eine Abbildungsregion spezifiziert, welche ein von
der Bilderkennungseinheit erkanntes Bild beinhaltet.

[0030] Die Blickpunktkonversionseinheit 22 spezifi-
ziert eine oder eine Vielzahl von Kamera(s) 10, wel-
che Bilder mit einem erkannten Objekt, das von der
Bilderkennungseinheit erkannt wurde, aufnimmt, als
eine Bilderkennungsvorrichtung (hierin auch als eine
Erkennungskamera bezeichnet). Die Blickpunktkon-
versionseinheit 22 weist eine Funktion zum Umwan-
deln bzw. Konvertieren eines aufgenommenen Bilds
in ein von einem virtuellen Blickpunkt aus gesehenes
Blickpunktbild, welches fir die Erkennungskamera
vordesigniert ist. Es wird angemerkt, dass ein Pro-
zess, welcher eine Funktion zur Spezifikation der
Erkennungskamera und Festlegen des virtuellen
Blickpunkts aktualisiert, nachstehend beschrieben
wird. Die Blickpunktkonversionseinheit 22 gemaf
dem ersten Ausfiihrungsbeispiel konvertiert aufge-
nommene Bilder von allen der Kameras 10 als blick-
punktkonvertierte Kandidatenbilder, und jedes blick-
punktkonvertierte Bild wird dann der
Bildsyntheseeinheit 23 zugefihrt.

[0031] Das blickpunktkonvertierte Bild kann auch
als ein Koordinatenkonversionsbild bezeichnet wer-
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den. Das Koordinatenkonversionsbild ist ein aufge-
nommenes Bild, das aus einem Blickpunkt der
Kamera 10 gesehen wird, welche Koordinaten hat,
die zu dem virtuellen Kamerablickpunkt konvertiert
wurden. Zum Beispiel werden dann, wenn eine opti-
sche Achse einer Kamerakoordinate als Referenz
herangezogen wird, Koordinatenpositionen aller
Punkte in einem Bild durch einen Winkel und einen
Abstand der Punkte von der optischen Achse
berechnet, so dass daher die Blickpunktkonversion
des Bilds durch Drehung und Verschiebung der
Koordinatenpositionen auf der Grundlage der opti-
schen Achse der virtuellen Kamera durchgefuhrt
werden kann. Genauer kann dann, wenn die Position
und die Richtung des virtuellen Blickpunkts als die
optische Achse der virtuellen Kamera festgelegt ist,
ein gewulnschtes blickpunktkonvertiertes Bild erhal-
ten werden.

[0032] Es wird angemerkt, dass eine detaillierte
Beschreibung weggelassen wird, da Blickpunktkon-
versionstechniken bekannt sind.

[0033] Eine Entsprechungstabelle, welche vorab in
dem Speicher 14 gespeichert wird, wird dazu ver-
wendet, eine Position und eine Richtung der virtuel-
len Blickpunkte festzulegen. Diese Tabelle wird in
eine grundlegende Entsprechungstabelle bzw. Grun-
dentsprechungstabelle und eine erganzende Ent-
sprechungstabelle bzw. Erganzungsentsprechungs-
tabelle aufgeteilt. Die grundlegende
Entsprechungstabelle stelle jede Kamera 10 und
den relativen virtuellen Blickpunkt in einer Eins-zu-
Eins-Entsprechung bereit, wie beispielhaft in Fig. 4
(A) dargestellt. Die grundlegende Entsprechungsta-
belle ermoglicht folglich eine eindeutige Festlegung
des virtuellen Blickpunkts, wenn eine der Kameras
10 als die Erkennungskamera spezifiziert ist.

[0034] Demgegeniber stellt, wie in Fig. 4(B) gezeigt
ist, die erganzende Tabelle eine Eins-zu-Eins-Ent-
sprechung jeder Kombination der Kameras 10 und
eines virtuellen Blickpunkts bereit. Zum Beispiel
haben die Kameras 10 vier Kombinationsmuster,
welche beinhalten: Eine Kombination der Frontka-
mera 2 und der Rechtsseitenkamera 6 (vgl. Fig. 5
(C), virtueller Blickpunkt E5), eine Kombination der
Frontkamera 2 und der Linksseitenkamera 8 (vgl.
Fig. 5(C), virtueller Blickpunkt E6), eine Kombination
der Heckkamera 4 und der Rechtsseitenkamera 6
(vgl. Fig. 5(C) und den virtuellen Blickpunkt E7),
und eine Kombination der Heckkamera 4 und der
Linksseitenkamera 8 (vgl. Fig. 5(C) und den virtuel-
len Blickpunkt E8). Das heildt, die erganzende
Tabelle ermdglicht eine eindeutige Festlegung des
virtuellen Blickpunkts fir die spezifizierte Kamera
10 als die Erkennungskamera in zumindest einem
der vorstehend erwahnten Kombinationsmuster. Es
wird angemerkt, dass jede der vier Kombinationen
dieselbe ist wie die beiden Kameras 10, die zum

7/25

Beschreiben der Uberlappungsregionen verwendet
werden.

[0035] Genauer wird dann, wenn nur die Frontka-
mera 2 als die Erkennungsvorrichtung spezifiziert
ist, der virtuelle Blickpunkt E1 unter Verwendung
der grundlegenden Entsprechungstabelle festgelegt.
Der virtuelle Blickpunkt E1 ist ein vorbestimmter Win-
kel ausgehend von einem Punkt auf der Heckseite,
schrag oberhalb des Fahrzeugs, zu der Frontseite,
schrag hin zu einem unteren Teil desselben, welcher
das Gastfahrzeug beinhaltet (vgl. Fig. 5(A)). In einem
Fall dann, wenn nur die Heckkamera 4 als die Erken-
nungsvorrichtung spezifiziert ist, wird der virtuelle
Blickpunkt E2 als ein vorbestimmter Winkel festge-
legt, ausgehend von einem Punkt an der Frontseite,
schrag oberhalb des Fahrzeugs, zu der Rickseite,
schrag hin zu einem unteren Teil desselben, welcher
das Gastfahrzeug beinhaltet (vgl. Fig. 5(A)).

[0036] In derselben Weise wird dann, wenn die spe-
zifizierte Kamera 10 nur die Rechtsseitenkamera 6
ist, der virtuelle Blickpunkt E3 als ein vorbestimmter
Winkel festgelegt, ausgehend von einem Punkt auf
der linken Seite schrag oberhalb des Fahrzeugs zu
der rechten Seite schrag hin zu einem unteren Teil
desselben, welcher das Gastfahrzeug beinhaltet.
Daruber hinaus wird dann, wenn nur die Linksseiten-
kamera 8 als die Erkennungsvorrichtung spezifiziert
ist, der virtuelle Blickpunkt E4 als ein Winkel festge-
legt, ausgehend von einem Punkt auf der rechten
Seite, schrag oberhalb des Gastfahrzeugs, zu der lin-
ken Seite, schrag hin zu einem unteren Teil, welcher
das Fahrzeug beinhaltet (vgl. Fig. 5 (B)).

[0037] Auch die Festlegung eines virtuellen Blick-
punkts unter Verwendung der Erganzungstabelle
entspricht der Festlegung des virtuellen Blickpunkts
unter Verwendung der grundlegenden Entspre-
chungstabelle. Das heif3t, durch Festlegen der Blick-
punkte unter Verwendung der Entsprechungstabel-
len, speziell der grundlegenden
Entsprechungstabelle und der erganzenden Ent-
sprechungstabelle, werden die virtuellen Blickpunkte
ES bis E8 jeder als die vorbestimmten Winkel von
einer Position schrag oberhalb der Erkennungska-
mera auf einer gegeniiberliegenden Seite derselben
schrag hin zu einem tiefer liegenden Teil der Seite
der Erkennungskamera festgelegt.

[0038] Es versteht sich, dass eine Richtung des vir-
tuellen Blickpunkts als ein vorbestimmter Winkel
innerhalb eines Bereichs (zum Beispiel zwischen 0
und 80°) voreingestellt ist, der in zumindest einer
Fahrzeughohenrichtung des Gastfahrzeugs einem
rechten Winkel (das heif3t, einer dazu senkrechten
Richtung) nicht genligt. Der Grund firr derartige Win-
kelfestlegungen besteht darin, dass dann, wenn ein
blickpunktkonvertiertes Bild als ein Vogelperspekti-
venansichtsbild mit dem in einer senkrechten Rich-
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tung (das heildt 90°) bereitgestellten virtuellen Blick-
punkt produziert wird, die Neigung des Objekts in
dem Bild, sich in einer vertikalen Richtung zu deh-
nen, wenn sich das Objekt von einer Mitte des Bilds
wegbewegt, hochgradig erhéht wird. Demgegenuber
wird dann, wenn die Richtung des virtuellen Blick-
punkts eine flache Richtung (das heif3t 0°) ist, wird
eine Blindfleckregionsgréfle, die von dem Gastfahr-
zeug in dem Bild verursacht wird, maximiert. Daher
liegt in dem ersten Ausflhrungsbeispiel ein festge-
legter Winkel mit Bezug zu der Richtung des virtuel-
len Blickpunkts innerhalb eines Winkelbereichs, in
welchem eine senkrechte Richtung oder eine flache
Richtung des Gastfahrzeugs nicht erfillt wird (zum
Beispiel ein Bereich zwischen 10 und 80°).

[0039] Die Bildsyntheseeinheit 23 ist mit einer Funk-
tion des Erzeugens bzw. Generierens eines zusam-
mengesetzten bzw. synthetisierten Bilds versehen.
Das synthetisierte Bild wird unter Verwendung jedes
von der Blickpunktkonversionseinheit 22 partiell
Uberlappend zusammengefiigt gelieferten Blick-
punktbilds generiert. In dem ersten Ausfiihrungsbei-
spiel ist eine Region, welche einen zusammengefig-
ten Abschnitt in dem synthetisierten Bild beinhaltet,
eine uUberlappende Bildregion. Genauer werden eine
Uberlappende Bildregion, welche die teilweise Uber-
lappten blickpunktkonvertierten Bilder jeweils der
Frontkamera 2 und der Rechtsseitenkamera ist, und
eine Uberlappende Bildregion, welche die teilweise
Uberlappten blickpunktkonvertierten Bilder jeweils
der Frontkamera 2 und der Linksseitenkamera 8 ist,
erzeugt. Darlber hinaus wird eine Uberlappende
Bildregion, welche die teilweise Uberlappten blick-
punktkonvertierten Bilder jeweils der Heckkamera 4
und der Rechtsseitenkamera 6 ist, und eine tberlap-
pende Bildregion, welche die teilweise uberlappten
blickpunktkonvertierten Bilder jeweils der Heckka-
mera 4 und der Linksseitenkamera 8 ist, erzeugt.
Die vorstehend beschriebenen Uberlappungsregio-
nen sind folglich die Regionen, welche die zusam-
mengefiigten Abschnitte der blickpunktkonvertierten
Bilder in dem synthetisierten Bild beinhalten.

[0040] Es versteht sich, dass jede Uberlappungsre-
gion den Uberlappungsregionen OA1 bis OA4 (vgl.
Fig. 2) der Abbildungsregionen jeder Kamera 10 ent-
spricht.

[0041] Die Bildsyntheseeinheit 23 ist mit der Funk-
tion des Zusammensetzens bzw. Synthetisierens
jedes blickpunktkonvertierten Bilds der Uiberlappen-
den Bildregion unter Verwendung eines voreinge-
stellten Uberblendverhaltnisses (Prozentsatz) verse-
hen, wenn das synthetisierte Bild generiert wird. Der
Grund dafir besteht darin, dass durch Synthetisieren
jedes blickpunktkonvertierten Bilds der Uberlappen-
den Bildregion, die in dem zusammengefligten
Abschnitt des synthetisierten Bilds enthalten ist, die
zusammengefiigten Abschnitte in dem synthetisier-
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ten Bild weniger offensichtlich werden, so dass
daher ein unnatlrliches Aussehen, zum Beispiel
eine Verzerrung der zusammengefiigten Abschnitte,
reduziert werden kann.

[0042] Es wird angemerkt, dass in dem ersten Aus-
fuhrungsbeispiel, da ein synthetisiertes Bild mit den
gesamten, durch partielles Uberlappen zusammen-
gefugten Blickpunktbildern jeder Kamera 10 erzeugt
wird, ein Rundumsichtbild mit verringerter Verzer-
rung produziert werden kann. Das Rundumsichtbild
ist, wie in Fig. 6 (A) gezeigt ist, ein Bild, welches
einen gesamten umgebenden Bereich des Gastfahr-
zeugs zusatzlich zu dem Gastfahrzeug selbst anzei-
gen kann.

[0043] Die Bildfestlegeeinheit 24 ist mit einer Funk-
tion des Festlegens des Uberblendverhéltnisses
(Prozentsatz) jedes blickpunktkonvertierten Bilds
(hierin auch als ein Uberlappender Bildregionsbe-
reich bzw. Uberlappungsbildregionsbereich bezeich-
net) der Uberlappenden Bildregionen auf der Grund-
lage des Erkennungsergebnisses eines von der
Bilderkennungseinheit erkannten Objekts versehen.
Das von der Bildfestlegeeinheit 24 festgelegte Uber-
blendverhaltnis wird fir die Synthese der Uberlapp-
enden Bildregionsbereiche verwendet, die von der
Bildsyntheseeinheit 23 durchgeflihrt wird. Es ver-
steht sich, dass ein Prozess, welcher eine Funktion
der Bildfestlegeeinheit 24 aktualisiert (hierin als ein
Uberblendverhaltnisfestlegeprozess  bezeichnet),
nachstehend im Einzelnen beschrieben wird.

[0044] Die Bildverbesserungseinheit 25 ist mit einer
Funktion des visuellen Verbesserns eines Bildbe-
reichs eines Objekts (hierin als ein Objektbildbereich
bezeichnet), der in dem von der Blickpunktkonver-
sionseinheit 22 konvertierten blickpunktkonvertierten
Bild enthalten ist, versehen. Genauer wird in dem
ersten Ausflihrungsbeispiel ein Prozess zum visuel-
len Verbessern des Objektbildbereichs des an der
Bildsyntheseeinheit 23 generierten synthetisierten
Bilds durchgeflhrt. Der Prozess wird durch Spezifi-
zieren einer Bildposition des Objekts auf der Grund-
lage der in dem Speicher 14 gespeicherten Bildposi-
tionsinformation verwirklicht. Bezliglich der visuellen
Verbesserung eines Objektbildbereichs kann zum
Beispiel ein ein Objekt umgebendes Bild oder ein
verbessertes Bild, welches ein Objekt in dem Bild
visuell verbessert, zu dem synthetisierten Bild hinzu-
gefuigt werden. Ein Prozess, in welchem eine Hellig-
keit des Objektbildbereichs auf héher als die anderer
umgebender Bildbereiche erhdht werden kann, oder
ein Kontrast zumindest eines des Objektbildbereichs
und des synthetisierten Bilds kdnnen ebenfalls gean-
dert werden.

[0045] Die Bildausgabeeinheit 26 ist mit einer Funk-
tion des Ausgebens eines synthetisierten Bilds, wel-
ches durch die Uberlappenden Bildregionsbereiche
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unter Verwendung der Bildsyntheseeinheit 23 syn-
thetisiert wird, versehen. Das synthetisierte Bild hat
ein an der Bildfestlegeeinheit 24 festgelegtes Uber-
blendverhaltnis und wird als das Fahrunterstitzungs-
bild an die Anzeige 30 ausgegeben. Das Fahrunters-
tutzungsbild ist ein Anzeigebild, welches den Fahrer
Uber ein existierendes Objekt, zum Beispiel ein ande-
res Fahrzeug oder einen Fuldganger, benachrichtig,
so dass daher das Fahrunterstiitzungsbild ein ange-
zeigtes Bild ist, welches das Fahren des Gastfahr-
zeugs unterstitzt.

[Prozess]
[Virtuellblickpunktfestlegeprozess]

[0046] Als Nachstes wird ein Virtuellblickpunktfest-
legeprozess, der von der CPU 12 ausgefiihrt wird,
um eine teilweise Funktion der Blickpunktkonver-
sionseinheit 22 zu verwirklichen, unter Verwendung
eines in Fig. 7 gezeigten Ablaufdiagramms beschrie-
ben. Es versteht sich, dass der Prozess in einem vor-
bestimmten Zeitverhalten fiir jede Funktion innerhalb
der Anzeigesteuereinheit 20 wahrend einer Zeit-
spanne, in welcher ein (nicht gezeigter) Schalter der
Anzeigesteuervorrichtung 1, die in einem Fahrzeug
verbaut ist, eingeschaltet ist, wiederholt wird.

[0047] Wenn der Prozess startet, werden zunachst
an der Blickpunktkonversionseinheit 22 aufgenom-
mene Bilder von allen der Kameras 10 zugeflihrt,
und wird in Schritt S110 eine Ermittlung, ob ein auf-
genommenes Bild ein Objekt aufweist, von der Bil-
derkennungseinheit durchgefiihrt. Die Ermittlung
wird zum Beispiel auf der Grundlage dessen durch-
gefiihrt, ob Identifikationsinformation in dem Spei-
cher 14 gespeichert ist. Falls ermittelt wird, dass ein
aufgenommenes Bild, welches ein Objekt in dem Bild
beinhaltet (unter den aufgenommenen Bildern) exis-
tiert, schreitet der Prozess zu Schritt S120 fort, und
falls ermittelt wird, dass ein solches Bild nicht exis-
tiert, schreitet der Prozess zu Schritt S150 fort.

[0048] In Schritt S120 wird ein Prozess des Aus-
wahlens entweder der grundlegenden Entspre-
chungstabelle oder der erganzenden Entspre-
chungstabelle, die dazu verwendet wird, den
virtuellen Blickpunkt festzulegen, durchgefihrt (der
Prozess wird hierin als ein vereinfachter Tabellen-
auswahlprozess bezeichnet), und der Prozess
schreitet zu Schritt S130 fort. Es wird angemerkt,
dass auch die Erkennungskamera spezifiziert wird,
wenn entweder die grundlegende Entsprechungsta-
belle oder die erganzende Entsprechungstabelle in
dem vereinfachten Tabellenauswahlprozess ausge-
wahlt wird. Der vereinfachte Tabellenauswahlpro-
zess wird nachstehend im Einzelnen beschrieben.

[0049] In Schritt S130 wird ermittelt, ob die Auswahl
von entweder der grundlegenden Entsprechungsta-
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belle oder der erganzenden Entsprechungstabelle in
Schritt S120 durchgefihrt wurde. Die hier erwahnte
Auswahl wird unter Verwendung des vereinfachten
Tabellenauswahlprozesses durchgefihrt. In Schritt
S130 schreitet dann, wenn ermittelt wird, dass
irgendeine der Entsprechungstabellen ausgewahlt
ist, der Prozess zu Schritt S140 fort, und schreitet
demgegenuber dann, wenn keine der Entspre-
chungstabellen ausgewahlt sind, der Prozess zu
Schritt S150 fort.

[0050] In Schritt S140 wird der virtuelle Blickpunkt
unter Verwendung der in Schritt S120 durch den ver-
einfachten Tabellenauswahlprozess ausgewahlten
Entsprechungstabelle festgelegt, und wird der Pro-
zess abgeschlossen. Es wird angemerkt, dass in
dem ersten Ausflihrungsbeispiel der virtuelle Blick-
punkt als ein vorbestimmter Winkel von einer Posi-
tion schrdg oberhalb der Erkennungskamera auf
einer gegenuberliegenden Seite derselben und
schrag hin zu einem tiefer liegenden Teil der Erken-
nungskameraseite festgelegt.

[0051] Demgegeniiber wird in Schritt S150 eine
Kamera mit dem hdchsten Prioritatsniveau bzw. der
hdchsten Prioritdtsebene durch ein Verfahren ausge-
wabhlt, welches sich von dem vereinfachten Tabellen-
prozess von Schritt S120 unterscheidet. Ein Pro-
zess, welcher die ausgewahlte Prioritdtskamera als
die Erkennungskamera spezifiziert (hierin als ein
,Erkennungskameraprioritdtsprozess‘ bezeichnet),
wird durchgefihrt, und der Prozess schreitet zu
Schritt S160 fort. Genauer wird fir jeden Grund,
aus dem die erkannte Kamera nicht erkannt werden
konnte, eine Prioritatskamera unter Verwendung
eines anderen Verfahrens ausgewahit.

[0052] Das heildt, dass in dem vorliegenden Ausfiih-
rungsbeispiel in einem Fall des Ermittelns in Schritt
S110, dass kein Objekt in den Bildern existiert, eine
oder zwei Kameras als Prioritatskameras ausge-
wahlt werden. Es wird angemerkt, dass eine Fahrt-
richtung des Gastfahrzeugs auf der Grundlage von
Fahrzeuginformation spezifiziert wird, die zum Bei-
spiel durch bzw. Uber das fahrzeuginterne LAN von
anderen ECUs Ubertragen wird. In einem anderen
Beispiel wird dann, wenn die Anzahl von Erken-
nungskameras 3 oder mehr betragt, oder falls es
zwei  Erkennungskameras und nachstehend
beschriebene Abbildungsregionsbedingungen gibt,
die nicht erflllt sind, eine Prioritdtskamera 10 wie
nachstehend beschrieben als die Prioritdtskamera
ausgewahlt. Das heil3t, die Prioritatskamera in die-
sem Fall ist zum Beispiel die Kamera 10, welche ein
Bild mit der héchsten Anzahl von Objekten aufnimmt,
die Kamera 10, welche Bilder einschlieflich eines
Objekts in einer Abbildungsregion entsprechend der
Fahrtrichtung des Gastfahrzeugs aufnimmt, und die
Kamera 10, welche zu zwei von drei Kameras 10 mit
einem aufgenommenen Bild mit einem in dem Bild
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enthaltenen Objekt benachbart ist. Die Prioritatska-
mera wird auf der Grundlage der Identifikationsinfor-
mation und der Bildpositionsinformation, gespeichert
in dem Speicher 14, spezifiziert.

[0053] In Schritt S160 wird irgendeine der ent-
sprechenden Tabellen unter der grundlegenden Ent-
sprechungstabelle und der erganzenden Entspre-
chungstabelle in Ubereinstimmung mit der in Schritt
S150 durch den Erkennungskameraprioritatspro-
zess spezifizierten Prioritdtskamera ausgewahlt.
Danach wird der virtuelle Blickpunkt unter Verwen-
dung der ausgewahlten Entsprechungstabelle fest-
gelegt, und endet der Prozess. Das heil’t, dass in
dem ersten Ausfiihrungsbeispiel, da die spezifizierte
Priorititskamera die Erkennungskamera ist, ein vir-
tueller Blickpunkt als der vorbestimmte Winkel von
einer Position schrag oberhalb der Erkennungska-
mera auf einer gegenliberliegenden Seite derselben
und schrag hin zu einem tiefer liegenden Teil der
Erkennungskameraseite festgelegt.

[Vereinfachter Tabellenauswahlprozess]

[0054] Als Nachstes wird der von der CPU 12 in
Schritt S120 ausgefiihrte vereinfachte Tabellenpro-
zess unter Verwendung des in Fig. 8 gezeigten
Ablaufdiagramms beschrieben.

[0055] In Schritt S210 wird, nachdem der Prozess
begonnen ist, zunachst die Erkennungskamera an
der Blickpunktkonversionseinheit 22 auf der Grund-
lage der in dem Speicher 14 gespeicherten ldentifi-
kationsinformation spezifiziert, und wird ermittelt, ob
die spezifizierte Kamera nur eine Kamera oder mehr
als eine Kamera ist. Falls eine Erkennungskamera
ermittelt wird, schreitet der Prozess zu Schritt S220
fort, wird die grundlegende Entsprechungstabelle
ausgewahlt, und endet der Prozess. Demgegentber
schreitet dann, wenn die Erkennungskamera als
nicht nur 1 Kamera ermittelt wird (in dem ersten Aus-
fihrungsbeispiel ist die Erkennungskamera zwei
oder mehr), der Prozess zu Schritt S230 fort, und
wird ermittelt, ob die Anzahl spezifizierter Kameras
2 Kameras ist. Ferner schreitet dann, wenn die
Anzahl spezifizierter Kameras als zwei ermittelt
wird, der Prozess zu Schritt S240 fort, jedoch endet
der Prozess, wenn die spezifizierte Kamera als 3
oder mehr Kameras ermittelt wird. Es wird ange-
merkt, dass die jeweiligen Schritte S210 und S230
eine Anzahlermittlung konfigurieren zum Ermitteln
der Anzahl von Erkennungskameras durch funktion-
elles Verwenden eines von der CPU 12 ausgefihrten
Prozesses.

[0056] Eine abgebildete Region, welche ein von der
Bilderkennungseinheit 21 erkanntes Objekt beinhal-
tet, ist eine objekt-abgebildete Region. In Schritt
S240 wird ermittelt, ob vorbestimmte Bildregionsbe-
dingungen der objekt-abgebildeten Region erflllt

sind. Falls ermittelt wird, dass die Abbildungsre-
gionsbedingungen erfiillt sind, schreitet der Prozess
zu Schritt S250 fort, wird die erganzende Entspre-
chungstabelle ausgewahlt, und endet der Prozess.
Falls ermittelt wird, dass die Abbildungsregionsbe-
dingungen nicht erfillt sind, endet der Prozess ohne
Auswahl einer Entsprechungstabelle. Genauer wird
in dem ersten Ausfiihrungsbeispiel die objekt-abge-
bildete Region auf der Grundlage der in dem Spei-
cher 14 gespeicherten Bildpositionsinformation spe-
zifiziert.

[0057] Zum Beispiel kann eine der Uberlappenden
Regionen unter den Uberlappenden Regionen OA1
bis OA4 eine objekt-abgebildete Regionsbedingung
sein. Das heift, falls ein von der Bilderkennungsein-
heit 21 erkanntes Objekt in einer der tGberlappenden
Regionen OA1 bis OA4 auch in einem Fall existiert,
in dem zwei Erkennungskameras spezifiziert sind,
kann ein virtueller Blickpunkt, welcher den beiden
kombinierten Erkennungskameras entspricht, fest-
gelegt werden. Dies kann durch Auswahl der erganz-
enden Tabelle durchgefiihrt werden, da beide Erken-
nungskameras das Objekt aufnehmen.

[0058] In einem anderen Beispiel kénnen auch zwei
der einzelnen Regionen SA1 bis SA4, die beide zu
einer der Uberlappenden Regionen OA1 bis OA4
benachbart sind, eine Abbildungsregionsbedingung
erfillen. Das heildt, falls zwei oder mehr Objekte als
in zwei der einzelnen Regionen SA1 bis SA4 verteilt
erkannt werden, zwischenliegend zwischen einer der
Uberlappenden Regionen OA1 bis OA4, welche
unterschiedliche Abbildungsregionen sind, kann ein
virtueller Blickpunkt entsprechend zwei der Kameras
kombiniert festgelegt werden.

[0059] Es wird angemerkt, dass die Abbildungsre-
gionsbedingungen nicht auf das beispielhafte Aus-
fuhrungsbeispiel beschrankt sind, und dass eine
Vielzahl von Bedingungen vorbestimmt sein kann.

[Uberblendverhaltnisfestlegeprozess]

[0060] Als Nachstes wird ein von der CPU 12 zum
Verwirklichen der Funktion der Bildfestlegeeinheit 24
durchgefuhrter Virtuellblickpunktfestlegeprozess
unter Bezugnahme auf das in Fig. 9 gezeigte Ablauf-
diagramm beschrieben. Es wird angemerkt, dass der
Prozess zu vorbestimmten Zeitpunkten fur jede
Funktion der Anzeigesteuereinheit 20 wiederholt ini-
tiilert bzw. begonnen wird.

[0061] Nachdem der Prozess startet, wird zunachst
in Schritt S310 an der Bildfestlegeeinheit 24 ermittelt,
ob das von der Bilderkennungseinheit 21 erkannte
Objekt in einer der Uberlappenden Regionen OA1
bis OA4 existiert. Die Ermittlung kann zum Beispiel
auf der Grundlage der in dem Speicher 14 gespei-
cherten Bildpositionsinformation durchgefuhrt wer-
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den. Wenn ermittelt wird, dass ein Objekt in einer der
Uberlappenden Bereiche OA1 bis OA4 existiert,
schreitet die Prozedur zu Schritt S320 fort.

[0062] Demgegeniber schreitet dann, wenn ermit-
telt wird, dass ein Objekt an den Uberlappenden
Regionen OA1 bis OA4 nicht existiert, der Prozess
zu Schritt S360 fort, wird eine anfangliche Festle-
gung von 50% Uberblendverhaltnis fortwahrend fiir
jeden blickpunktkonvertierten Bildbereich fir die
gesamten Uberlappenden Bildregionen festgelegt,
und endet der Prozess. Das Uberblendverhaltnis ist
ein Synthetisierungsprozentsatz eines Pixelwerts
(zum Beispiel RGB-Werts) jedes blickpunktkonver-
tierten Bildbereichs in den Uberlappten Abbildungs-
regionen. Infolge dessen werden dann, wenn das
Uberblendverhaltnis auf 50% fir jedes blickpunkt-
konvertierte Bild festgelegt ist, und jeder blickpunkt-
konvertierte Bildbereich als der jeweilige Bildbereich
B1 und Bildbereich C1 gegeben ist, bevor die Gber-
lappenden Bildregionen synthetisiert werden, jeweils
ein Bildbereich B2 jedes den Bildbereich B1 konfigu-
rierenden Pixelwerts multipliziert mit 50% und ein
Bildbereich C2 jedes den Bildbereich C1 konfigurier-
enden Pixelwerts multipliziert mit 50% hinzugeflgt.

[0063] In Schritt S320 werden die Erkennungser-
gebnisse eines als existierend ermittelten Objekts
beschafft, und schreitet der Prozess zu Schritt S330
fort. Genauer kénnen in dem vorliegenden Ausfiih-
rungsbeispiel die Erkennungsergebnisse eines
Objekts durch Lesen zum Beispiel eines Kandidaten-
werts und eines optischen Flussvektorwerts, die
Bezug zu dem bzw. einem in dem Speicher 14
gespeicherten Objekt haben, erhalten werden.

[0064] In Schritt S330 wird eine Region, welche in
Schritt 310 als ein zwischen bzw. unter den Gberlapp-
enden Regionen OA1 bis OA4 existierendes Objekt
habend ermittelt wird, als eine objektiiberlappende
Region definiert. Eine Erkennungsgenauigkeit eines
Objekts in jedem aufgenommenen Bild der zwei
Kameras 10, welche Bilder in diesen Regionen auf-
nehmen, wird verglichen. Genauer wird die Erken-
nungsgenauigkeit eines Objekts in jeder der objekt-
Uberlappenden Regionen, aufgenommen durch die
beiden Kameras 10, verglichen. In Schritt S330 wird
ermittelt, ob die Erkennungsgenauigkeit eines
Objekts in beiden aufgenommenen Bildern unter-
schiedlich ist. Genauer kann in dem vorliegenden
Ausfiihrungsbeispiel ermittelt werden, dass ein
Objekt mit einem gréReren Kandidatenwert in dem
in Schritt S320 beschafften Erkennungsergebnis
eine héhere Erkennungsgenauigkeit hat.

[0065] In dieser Weise schreitet dann, wenn ermit-
telt wird, dass sich die Erkennungsgenauigkeit von
Objekten zwischen jedem aufgenommenen Bild
andert, die Prozedur zu Schritt S370 fort. In Schritt
S370 wird das Uberblendverhéltnis der tiberlappen-

den Bildregion, in welcher ein Objekt verteilt ist, ein-
stellbar festgelegt, und endet der Prozess. Genauer
wird unter den blickpunktkonvertierten Bildern in den
Uberlappenden Regionen das Uberblendverhaltnis
eines blickpunktkonvertierten Bildbereichs fiir ein
aufgenommenes Bild mit der hdchsten Erkennungs-
genauigkeit auf héher als das Uberblendverhéltnis
anderer blickpunktkonvertierter Bildbereiche festge-
legt. Zum Beispiel kann in dem vorliegenden Ausfuh-
rungsbeispiel in Ubereinstimmung mit der Erken-
nungsgenauigkeit jedes Objekts in beiden
aufgenommenen Bildbereichen das Uberblendver-
haltnis umso grof3er festgelegt werden, je hdher die
Erkennungsgenauigkeit ist.

[0066] Das heildt, dass es bei den beschriebenen
Festlegungen notwendig ist, das Uberblendverhalt-
nis so festzulegen, dass das Uberblendverhaltnis
beider aufgenommener Bilder zusammenaddiert
100% ergibt. Zum Beispiel kénnen der Bildbereich
B2, bei dem jeder Pixelwert, welcher den Bildbereich
B1 konfiguriert, mit 70% multipliziert wird, und der
Bildbereich C2, bei dem jeder Pixelwert, welcher
den Bildbereich C1 konfiguriert, mit 30% multipliziert
wird, zusammenaddiert werden. In diesem Fall ist
unter jedem blickpunktkonvertierten Bildbereich in
den Uberlappenden Bereichen der Bildbereich B1
der Abbildungsbereich, welcher die hochste Erken-
nungsgenauigkeit hat, und ist der Bildbereich C1
der Abbildungsbereich, welcher die niedrigste Erken-
nungsgenauigkeit hat.

[0067] Demgegeniiber schreitet dann, wenn ermit-
telt wird, dass sich die Erkennungsgenauigkeit
eines Objekts zwischen jedem der aufgenommenen
Bilder nicht unterscheidet, die Prozedur zu Schritt
S340 fort. In Schritt S340 wird flr jede Objektlber-
lappungsregion ein Warnprioritatsniveau bzw. eine
Warnprioritdtsebene eines Objekts in jedem aufge-
nommenen Bild der beiden Kameras 10, welche
diese Regionen aufnehmen, verglichen und wird
ermittelt, ob die Warnprioritadtsebene der Objekte in
beiden Bildern verschieden ist. Genauer kann in
dem vorliegenden Ausflihrungsbeispiel unter den
erkannten Ergebnissen, die in Schritt S320 beschafft
wurden, ermittelt werden, dass die Warnprioritats-
ebene umso hoéher ist, je hdher der auf ein Objekt
bezogene optische Flusswert ist.

[0068] Es wird angemerkt, dass der Vergleich der
Warnprioritdtsebenen nicht auf das vorstehend
beschriebene Verfahren beschrankt ist. Das heilt,
die Warnprioritatsebene kann zum Beispiel durch
eine Objektart bzw. einen Objekttyp in dem Bild und
andere Indikatoren ermittelt werden.

[0069] In dieser Weise schreitet auch dann, wenn
ermittelt wird, dass sich die Warnprioritatsebene
eines Objekts zwischen Bildern unterscheidet, die
Prozedur zu Schritt S370 fort, wird das Uberblend-
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verhaltnis des Uberlappenden Bildregionsbereichs,
in welchem das Objekt in dem Bild positioniert ist,
eingestellt, und endet der Prozess. Genauer wird
fur ein aufgenommenes Bild, welches unter jedem
der blickpunktkonvertierten Bilder in den Gberlappen-
den Bildregionen die hdchste Warnprioritatsebene
hat, das Uberblendverhaltnis des blickpunktkonver-
tierten Bildbereichs auf hdher festgelegt bzw. einge-
stellt als das Uberblendverhéltnis anderer blickpunkt-
konvertierter Bilder. Zum Beispiel kann in dem
vorliegenden Ausfiihrungsbeispiel in Ubereinstim-
mung mit jeder Warnprioritdtsebene eines Objekts
in beiden aufgenommenen Bildbereichen das Uber-
blendverhaltnis umso hdéher festgelegt werden, je
héher die Warnprioritatsebene ist.

[0070] Demgegeniber schreitet dann, wenn ermit-
telt wird, dass sich die Warnprioritatsebene eines
Objekts zwischen jedem aufgenommenen Bild nicht
unterscheidet, der Prozess zu Schritt S350 fort und
wird die Bildposition des Objekts zwischen jedem
aufgenommenen Bildbereich der beiden Kameras
10, die Abbildungsregionen der aufgenommenen Bil-
der zugewiesen bzw. fir diese designiert sind, vergli-
chen. In Schritt S350 wird bezogen auf die Position
des Objekts ermittelt, ob einer der aufgenommenen
Bildbereiche unter den beiden aufgenommenen
Bereichen die vorbestimmten Objektpositionsbedin-
gungen erflllt. Genauer wird in dem vorliegenden
Ausfihrungsbeispiel fur die Position des Objekts in
dem Bild eine Entfernung von einer Mitte des Bilds
auf der Grundlage der in dem Speicher 14 gespei-
cherten Bildpositionsinformation verglichen. Zum
Beispiel kann als ein Erfordernis zum Erfillen der
Objektpositionsbedingungen ermittelt werden, dass
die Entfernung kleiner ist als ein vorbestimmter
Schwellenwert.

[0071] Die Objektpositionsbedingungen sind nicht
auf die vorstehend beschriebenen Beispiele
beschrankt, das heil’t, Bedingungen mit Bezug zu
einer tatsachlichen Position eines Objekts und einer
Position eines Objekts in dem Bild kdnnen ebenfalls
vorgeschrieben sein.

[0072] Die Implementierung von Bedingungen, wel-
che direkt die Position des Objekts auf der Grundlage
einer Position in dem Bild ermitteln kann, kann die
Last des Durchfiihrens eines Prozesses verringern.

[0073] In dieser Weise schreitet auch dann, wenn
unter bzw. in jedem der aufgenommenen Bilder das
Vorhandensein eines aufgenommenen Bildbereichs,
welcher die Objektpositionsbedingung erfillt, ermit-
telt wird, der Prozess zu Schritt S370 fort, wird das
Uberblendverhaltnis der iberlappenden Bildregions-
bereiche, in welchen das Objekt positioniert ist, ein-
stellbar festgelegt, und endet der Prozess. Genauer
wird unter bzw. in jedem der blickpunktkonvertierten
Bilder der Uberlappenden Bildregionen ein blick-

punktkonvertierter Bildbereich, der fir auf einem
Bild mit erfillten Objektpositionsbedingungen ist, so
festgelegt, dass er ein héheres Uberblendverhaltnis
hat als die anderen blickpunktkonvertierten Bildbe-
reiche. Zum Beispiel kann in dem ersten Ausfiuh-
rungsbeispiel in Ubereinstimmung mit der Bildposi-
tion des Objekts in beiden aufgenommenen Bildern
das Uberblendverhéltnis umso héher festgelegt wer-
den, je kurzer der Abstand des Objekts von der Mitte
jedes aufgenommenen Bilds ist.

[0074] Wenn ermittelt wird, dass aufgenommene
Bildbereiche, welche die Objektpositionsbedingung
erfullen, zwischen jedem der aufgenommenen Bilder
nicht existieren, schreitet die Prozedur zu Schritt
S360 fort, wird die anfangliche Einstellung bzw. Fest-
legung, in welcher das Uberblendverhaltnis (%)
jedes blickpunktkonvertierten Bilds auf 50% festge-
legt ist, fUr alle der Uberlappenden Bildregionen bei-
behalten bzw. fortgesetzt, und endet der Prozess.

[0075] In dieser Weise wird das Uberblendverhaltnis
jedes blickpunktkonvertierten Bildbereichs der Gber-
lappenden Bildregion in Ubereinstimmung mit der
Erkennungsgenauigkeit, der Warnprioritatsebene
und den Objektpositionsbedingungen in dem vorste-
hend beschriebenen Prozess festgelegt. Fig. 10
zeigt eine Situation, in welcher ein FuRganger von
der Heckkamera 4 und der Rechtsseitenkamera 6
als das Objekt aufgenommen wird. Das heilt,
Fig. 10 zeigt eine Situation, in welcher die Heckka-
mera 4 (vgl. Fig. 10(A)) eine hdhere Erkennungsge-
nauigkeit beider aufgenommener Bilder hat als die
Rechtsseitenkamera 6 (Fig. 10(B)). Unter Bezug-
nahme auf Fig. 10(B) verschlechtern sich in diesem
Beispiel dann, wenn das Uberblendverhaltnis (%) auf
50% fur jeden blickpunktkonvertierten Bildbereich
der Uberlappenden Bildregionen festgelegt ist, die
Fahrunterstiitzungsbilder visuell leicht, wenn bzw.
da der FuRganger synthetisiert und in beiden blick-
punktkonvertierten Bildern mit demselben Uber-
blendverhaltnis gezeigt wird. Demgegeniber wird
dann, wenn das Uberblendverhéltnis auf 70% fiir
die Heckkamera 4, welche eine hohe Erkennungsge-
nauigkeit hat, festgelegt wird, und auf 30% fir die
Rechtsseitenkamera 6, welche eine geringe Erken-
nungsgenauigkeit hat, die visuelle Verschlechterung
der Sichtbarkeit bzw. Erkennbarkeit des Fahrunters-
tutzungsbilds unterdriickt, wenn bzw. da das Bild mit
der hohen Erkennungsgenauigkeit so synthetisiert
wird, dass der FulRganger in dem Bild hervortritt

(vgl. Fig. 10(D)).
[Wirkungen]
[0076] Die folgenden Wirkungen werden in Uberein-

stimmung mit dem vorstehend beschriebenen, ers-
ten Ausfiihrungsbeispiel erhalten.
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[0077] Da der virtuelle Blickpunkt durch Spezifika-
tion der Erkennungskamera festgelegt wird, welche
das Objekt aufnimmt, kann das blickpunktkonver-
tierte Bild unter Verwendung eines einfachen Pro-
zesses anstelle eines komplexen Prozesses gene-
riert bzw. erzeugt werden. Daher kann eine
Ausgabezeit des Fahrunterstitzungsbilds friher lie-
gen, und kann auch ein Beitrag zur Sicherstellung
eines Echtzeitbezugs zu der Fahrunterstitzung
erzielt werden. Dartber hinaus kénnen, da ein blick-
punktkonvertiertes Bild mit einem visuell verbesser-
ten Objekt als das Fahrunterstitzungsbild ausgege-
ben wird, zum Beispiel FuRganger und andere
Fahrzeuge, die in der Umgebung des Gastfahrzeugs
existieren, dem Fahrer klarer angezeigt werden.

[0078] In dem vereinfachten Tabellenauswahlpro-
zess wird die grundlegende Tabelle bzw. Grundta-
belle dazu verwendet, die Kamera und den virtuellen
Blickpunkt in dem Fall einer Erkennungskamera Eins
zu Eins in Beziehung bzw. Entsprechung zu setzen,
so dass folglich eine Verarbeitungslast mit Bezug zu
dem Festlegen des virtuellen Blickpunkts verringert
werden kann.

[0079] Dariiber hinaus wird im Falle zweier Erken-
nungskameras der virtuelle Blickpunkt unter Verwen-
dung der erganzenden Entsprechungstabelle bzw.
Erganzungsentsprechungstabelle festgelegt, falls
eine vorbestimmte Abbildungsregionsbedingung
des erkannten Objekts, welches in der Abbildungsre-
gion enthalten ist, erkannt durch die Bilderkennungs-
einheit 21, erflllt ist. Die ergadnzende Entsprechungs-
tabelle entspricht dem Kamerakombinationsmuster
und dem Blickpunkt Eins zu Eins. Infolge dessen
kann die Verfligbarkeit der Virtuellblickpunktfestle-
gung in gewtlinschter Weise erhéht werden.

[0080] Dariiber hinaus kann, da es erforderlich ist,
dass die Abbildungsregion, welche ein erkanntes
Objekt beinhaltet, das von der Bilderkennungseinheit
erkannt wurde, eine uberlappende Region bzw.
Uberlappungsregion ist, in welcher jede von zwei
Kameras Bilder aufnehmen kann, um die Abbil-
dungsregionsbedingungen in dem vereinfachten
Tabellenauswahlprozess zu erfiillen, eine Last mit
Bezug zu dem Festlegen des virtuellen Blickpunkt
auch in einem Fall zweier Erkennungskameras in
gewlnschter Weise verringert werden.

[Andere Ausflihrungsbeispiele]

[0081] Ein bevorzugtes Ausfuhrungsbeispiel der
Erfindung ist hierin vorstehend beschrieben, jedoch
ist die Erfindung nicht auf das bevorzugte Ausfuh-
rungsbeispiel beschrankt und kénnen andere ver-
schiedenartige Ausflihrungsformen angepasst wer-
den.

[0082] In d-m bevorzugten Ausfiihrungsbeispiel
synthetisieren die aufgenommenen Bilder jeder
Kamera 10 blickpunktkonvertierte Bilder mit konver-
tierten Blickpunkten, und werden die synthetisierten
Bilder als das Fahrunterstitzungsbild ausgegeben,
jedoch ist das Fahrunterstiitzungsbild nicht auf den
vorstehend beschriebenen Prozess beschrankt.
Zum Beispiel kann zumindest ein aufgenommenes
Bild aus jeder Kamera 10 zu einem blickpunktkonver-
tierten Bild konvertiert und als das Fahrunterstit-
zungsbild ausgegeben werden.

[0083] Ein konfigurierendes Element des bevorzug-
ten Ausflihrungsbeispiels mit einer Vielzahl von
Funktionen kann durch eine Vielzahl von Elementen
verwirklicht sein, und eine Vielzahl von konfigurieren-
den Elementen, die mit einer Funktion versehen sind,
kann zu einem Element vereint sein. Manche der
konfigurierenden Elemente des bevorzugten Ausfuh-
rungsbeispiels koénnen weggelassen sein, und
zumindest einige der konfigurierenden Elemente
des bevorzugten Ausfuhrungsbeispiels kénnen zu
den anderen Ausfihrungsbeispielen hinzugefugt
oder durch ein anderes Element ersetzt sein. Es ver-
steht sich, dass alle in der durch den Schutzbereich
der Anspriiche spezifizierten technischen Idee ent-
haltenen Ausfuhrungsformen die Ausfuhrungsbei-
spiele der Erfindung sind.

[0084] Zusatzlich zu der in einem Fahrzeug instal-
lierten Anzeigesteuervorrichtung 1 kénnen in Uber-
einstimmung mit der Erfindung zum Beispiel ein die
Anzeigesteuervorrichtung 1 konfigurierendes Sys-
tem, ein oder mehrere Programme zum Konfigurie-
ren eines Computers dazu, als die Anzeigesteuer-
vorrichtung 1 zu arbeiten, ein oder mehrere
Aufzeichnungsmedien (genauer ein nicht fliichtiges
Aufzeichnungsmedium, zum Beispiel ein Halbleiter-
speicher) und ein Anzeigesteuerverfahren durch
eine Vielzahl von Ausflihrungsformen verwirklicht
werden.

[Symbole]
1 Anzeigesteuervorrichtung,
installiert in einem Fahrzeug
2 Frontkamera
4 Heckkamera
6 Rechtsseitenkamera
8 Linksseitenkamera
10 Kamera
12 CPU
14 Speicher
20 Anzeigesteuereinheit
21 Bilderkennungseinheit
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22 Blickpunktkonversionseinheit

23 Bildsyntheseeinheit

24 Bildfestlegeeinheit

25 Bildverbesserungseinheit

26 Bildausgabeeinheit

30 Anzeige

A1 Frontregion

A2 Heckregion

A3 rechtsseitige Region

A4 linksseitige Region

E1 bis E8 virtuelle Blickpunkte

OA1 vordere rechtsseitige Uberlap-
pungsregion

OA2 vordere linksseitige Uberlap-
pungsregion

OA3 hintere rechtsseitige Uberlap-
pungsregion

OA4 hintere linksseitige Uberlap-
pungsregion

SA1 vordere einzelne Region

SA2 hintere einzelne Region

SA3 rechtsseitige einzelne Region

SA4 linksseitige einzelne Region

Patentanspriiche

1. Anzeigesteuervorrichtung (1), die in einem
Fahrzeug verbaut ist, wobei die Vorrichtung
umfasst:
eine Vielzahl von Abbildungsvorrichtungen (10), die
an dem Fahrzeug bereitgestellt sind, um eine vor-
eingestellte Vielzahl von Abbildungsregionen aufzu-
nehmen, die das Fahrzeug umgeben, durch Auftei-
len der Abbildungsregionen unter den jeweiligen
Abbildungsvorrichtungen;
eine Bilderkennungseinheit (21), welche ein vorbe-
stimmtes Objekt in Bildern erkennt, die von jeder der
Vielzahl von Abbildungsvorrichtungen (10) aufge-
nommen wurden;
eine Blickpunktkonversionseinheit (22), welche
unter der Vielzahl von Abbildungsvorrichtungen die
Abbildungsvorrichtung als eine Erkennungsabbil-
dungsvorrichtung spezifiziert, die ein Bild aufnimmt,
welches das von der Bilderkennungseinheit
erkannte Bild beinhaltet, und das aufgenommene
Bild zu einem blickpunktkonvertierten Bild konver-
tiert, das von einem virtuellen Blickpunkt aus gese-
hen wird, welcher vorangehend fir die Erkennungs-
abbildungsvorrichtung designiert wird;
eine Bildverbesserungseinheit (25), welche einen
Bildbereich des Objekts verbessert, der in dem

blickpunktkonvertierten Bild enthalten ist, das von
der Blickpunktkonversionseinheit konvertiert wurde,
und

eine Bildausgabeeinheit (26), welche das blick-
punktkonvertierte Bild, das mit dem Bildbereich des
Objekts versehen ist, der von der Bildverbesse-
rungseinheit verbessert wurde, als ein Fahrunters-
tutzungsbild an eine in einem Fahrzeug verbaute
Anzeige (30) ausgibt, wobei

die Blickpunktkonversionseinheit eine Anzahlbeur-
teilungseinrichtung (S210 und S230) zum Beurteilen
einer Anzahl der Erkennungsabbildungsvorrichtun-
gen;

eine Festlegeeinrichtung (S220) zum Festlegen des
virtuellen Blickpunkts unter Verwendung einer
grundlegenden Entsprechungstabelle, welche jeder
der Abbildungsvorrichtungen einen virtuellen Blick-
punkt gemaly einer Eins-zu-Eins-Entsprechung
zuordnet, wenn die Anzahlbeurteilungseinrichtung
ermittelt, dass die Anzahl der Erkennungsabbil-
dungsvorrichtungen Eins ist, und

eine weitere Festlegeeinrichtung (S250) zum Fest-
legen des virtuellen Blickpunkts unter Verwendung
einer erganzenden Entsprechungstabelle, die Kom-
binationsmustern  von  Abbildungsvorrichtungen
einen virtuellen Blickpunkt gemaR einer Eins-zu-
Eins-Entsprechung zuordnet, wenn vorbestimmte
Abbildungsregionsbedingungen mit Bezug zu der
Abbildungsregion, welche das Objekt beinhaltet,
das von der Bilderkennungseinheit erkannt wurde,
erfullt sind, und die Anzahlbeurteilungseinrichtung
ermittelt, dass die Anzahl von Erkennungsabbil-
dungsvorrichtungen Zwei ist, aufweist.

2. Anzeigesteuervorrichtung (1), die in einem
Fahrzeug verbaut ist, nach Anspruch 1, wobei:
die Blickpunktkonversionseinheit ein Erfiillungserfor-
dernis als die Abbildungsregionsbedingung haben
muss, wobei das Erfillungserfordernis darin
besteht, dass die Abbildungsregion, welche das
Objekt beinhaltet, das von der Bilderkennungsein-
heit erkannt wurde, eine Uberlappende Region ist,
in welcher beide zweier Abbildungsvorrichtungen
Bilder aufnehmen.

3. Anzeigesteuerverfahren fir ein Fahrzeug,
wobei das Verfahren umfasst:
einen Bilderkennungsschritt (21) zum Erkennen vor-
bestimmter Objekte in aufgenommenen Bildern, die
von einer Vielzahl von Abbildungsvorrichtungen (10)
aufgenommen wurden, die zum Aufnehmen von
Abbildungsregionen, welche das Fahrzeug umge-
ben, an dem Fahrzeug verbaut sind;
einen Blickpunktkonversionsschritt (22) zum Spezifi-
zieren einer Abbildungsvorrichtung, welche ein Bild
mit einem in dem Bild enthaltenen Objekt aufnimmt,
das von dem Bilderkennungsschritt erkannt wurde,
als eine Erkennungsabbildungsvorrichtung, unter
der Vielzahl von Abbildungsvorrichtungen, und das
aufgenommene Bild zu einem blickpunktkonvertier-
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ten Bild konvertiert, das von einem virtuellen Blick-
punkt aus gesehen wird, der fir die Erkennungsab-
bildungsvorrichtung vorbestimmt ist;

einen Bildverbesserungsschritt (25) zum Verbessern
eines Bildbereichs des Objekts, das in dem blick-
punktkonvertierten Bild enthalten ist, das durch den
Blickpunktkonversionsschritt konvertiert wurde; und
einen Bildausgabeschritt (26) zum Ausgeben des
blickpunktkonvertierten Bilds, welches von dem Bild-
verbesserungsschritt verbessert wurde, als ein
Fahrunterstitzungsbild an eine Anzeigevorrichtung
(30), die in dem Fahrzeug verbaut ist, wobei

der Bildpunktkonversionsschritt einen Anzahlbeur-
teilungsschritt (S210 und S230) zum Beurteilen
einer Anzahl der Erkennungsabbildungsvorrichtun-
gen;

einen Festlegeschritt (S220) zum Festlegen des vir-
tuellen Blickpunkts unter Verwendung einer grund-
legenden Entsprechungstabelle, welche jeder der
Abbildungsvorrichtungen einen virtuellen Blickpunkt
gemal einer Eins-zu-Eins-Entsprechung zuordnet,
wenn der Anzahlbeurteilungsschritt ermittelt, dass
die Anzahl der Erkennungsabbildungsvorrichtungen
Eins ist, und

einen weiteren Festlegeschritt (S250) zum Festle-
gen des virtuellen Blickpunkts unter Verwendung
einer erganzenden Entsprechungstabelle, die Kom-
binationsmustern  von  Abbildungsvorrichtungen
einen virtuellen Blickpunkt gemaR einer Eins-zu-
Eins-Entsprechung zuordnet, wenn vorbestimmte
Abbildungsregionsbedingungen mit Bezug zu der
Abbildungsregion, welche das Objekt beinhaltet,
das von dem Bilderkennungsschritt erkannt wurde,
erfullt sind, und der Anzahlbeurteilungsschritt ermit-
telt, dass die Anzahl von Erkennungsabbildungsvor-
richtungen Zwei ist, aufweist.

4. Verarbeitungsvorrichtung, wobei die Verarbei-
tungsvorrichtung umfasst:
eine Bilderkennungseinheit (21), welche vorbe-
stimmte Objekte in aufgenommenen Bildern
erkennt, die von einer Vielzahl von Abbildungsvor-
richtungen (10) aufgenommen wurden, die an
einem Fahrzeug verbaut sind zum Abbilden einer
Vielzahl von vorbestimmten Abbildungsregionen,
die das Fahrzeug umgeben, durch Aufteilen der
Abbildungsregionen unter den jeweiligen Abbil-
dungsvorrichtungen;
eine Blickpunktkonversionseinheit (22), welche eine
Abbildungsvorrichtung, die ein Bild aufnimmt, wel-
ches ein Objekt in dem Bild enthalten hat, das von
der Bilderkennungseinheit erkannt wurde, als eine
Erkennungsabbildungsvorrichtung unter der Vielzahl
von Abbildungsvorrichtungen spezifiziert und das
aufgenommene Bild zu einem blickpunktkonvertier-
ten Bild konvertiert, das von einem virtuellen Blick-
punkt aus gesehen wird, der fir die Erkennungsab-
bildungsvorrichtung vorbestimmt ist;
eine Bildverbesserungseinheit (25), welche einen
Bildbereich des Objekts verbessert, der in dem

blickpunktkonvertierten Bild enthalten ist, das von
der Blickpunktkonversionseinheit konvertiert wurde,
und

eine Bildausgabeeinheit (26), welche das blick-
punktkonvertierte Bild, das von der Bildverbesse-
rungseinheit verbessert wurde, als ein Fahrunters-
tutzungsbild an eine in einem Fahrzeug verbaute
Anzeigevorrichtung (30) ausgibt, wobei

die Blickpunktkonversionseinheit eine Anzahlbeur-
teilungseinrichtung (S210 und S230) zum Beurteilen
einer Anzahl der Erkennungsabbildungsvorrichtun-
gen;

eine Festlegeeinrichtung (S220) zum Festlegen des
virtuellen Blickpunkts unter Verwendung einer
grundlegenden Entsprechungstabelle, welche jeder
der Abbildungsvorrichtungen einen virtuellen Blick-
punkt gemdal einer Eins-zu-Eins-Entsprechung
zuordnet, wenn die Anzahlbeurteilungseinrichtung
ermittelt, dass die Anzahl der Erkennungsabbil-
dungsvorrichtungen Eins ist, und

eine weitere Festlegeeinrichtung (S250) zum Fest-
legen des virtuellen Blickpunkts unter Verwendung
einer erganzenden Entsprechungstabelle, die Kom-
binationsmustern  von  Abbildungsvorrichtungen
einen virtuellen Blickpunkt gemaR einer Eins-zu-
Eins-Entsprechung zuordnet, wenn vorbestimmte
Abbildungsregionsbedingungen mit Bezug zu der
Abbildungsregion, welche das Objekt beinhaltet,
das von der Bilderkennungseinheit erkannt wurde,
erfullt sind, und die Anzahlbeurteilungseinrichtung
ermittelt, dass die Anzahl von Erkennungsabbil-
dungsvorrichtungen Zwei ist, aufweist.

5. Verarbeitungsvorrichtung nach Anspruch 4,
wobei:
die Blickpunktkonversionseinheit ein Erfullungserfor-
dernis als die Abbildungsregionsbedingung haben
muss, wobei das Erfillungserfordernis darin
besteht, dass die Abbildungsregion, welche das
Objekt beinhaltet, das von der Bilderkennungsein-
heit erkannt wurde, eine Uberlappende Region ist,
in welcher beide zweier Abbildungsvorrichtungen
Bilder aufnehmen.

6. Aufzeichnungsmedium (14), in welchem digi-
tale Programmdaten gespeichert sind, wobei die
Programmdaten von einer CPU lesbar sind, wobei
die CPU die Programmdaten von dem Aufzeich-
nungsmedium liest und die gelesenen Programmda-
ten ausfihrt, um die CPU in die Lage zu versetzen,
zu funktionieren als:
eine Bilderkennungseinheit (21), welche vorbe-
stimmte Objekte in aufgenommenen Bildern
erkennt, die von einer Vielzahl von Abbildungsvor-
richtungen (10) aufgenommen wurden, die an
einem Fahrzeug verbaut sind zum Abbilden einer
Vielzahl von vorbestimmten Abbildungsregionen,
die das Fahrzeug umgeben, durch Aufteilen der
Abbildungsregionen unter den jeweiligen Abbil-
dungsvorrichtungen;
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eine Blickpunktkonversionseinheit (22), welche eine
Abbildungsvorrichtung, die ein Bild aufnimmt, wel-
ches ein Objekt in dem Bild enthalten hat, das von
der Bilderkennungseinheit erkannt wurde, als eine
Erkennungsabbildungsvorrichtung unter der Vielzahl
von Abbildungsvorrichtungen spezifiziert und das
aufgenommene Bild zu einem blickpunktkonvertier-
ten Bild konvertiert, das von einem virtuellen Blick-
punkt aus gesehen wird, der fir die Erkennungsab-
bildungsvorrichtung vorbestimmt ist;

eine Bildverbesserungseinheit (25), welche einen
Bildbereich des Objekts verbessert, der in dem
blickpunktkonvertierten Bild enthalten ist, das von
der Blickpunktkonversionseinheit konvertiert wurde,
und

eine Bildausgabeeinheit (26), welche das blick-
punktkonvertierte Bild, das von der Bildverbesse-
rungseinheit verbessert wurde, als ein Fahrunters-
titzungsbild an eine in einem Fahrzeug verbaute
Anzeige (30) ausgibt, wobei

die Blickpunktkonversionseinheit eine Anzahlbeur-
teilungseinrichtung (S210 und S230) zum Beurteilen
einer Anzahl der Erkennungsabbildungsvorrichtun-
gen;

eine Festlegeeinrichtung (S220) zum Festlegen des
virtuellen Blickpunkts unter Verwendung einer
grundlegenden Entsprechungstabelle, welche jeder
der Abbildungsvorrichtungen einen virtuellen Blick-
punkt gemal einer Eins-zu-Eins-Entsprechung
zuordnet, wenn die Anzahlbeurteilungseinrichtung
ermittelt, dass die Anzahl der Erkennungsabbil-
dungsvorrichtungen Eins ist, und

eine weitere Festlegeeinrichtung (S250) zum Fest-
legen des virtuellen Blickpunkts unter Verwendung
einer erganzenden Entsprechungstabelle, die Kom-
binationsmustern  von  Abbildungsvorrichtungen
einen virtuellen Blickpunkt gemaR einer Eins-zu-
Eins-Entsprechung zuordnet, wenn vorbestimmte
Abbildungsregionsbedingungen mit Bezug zu der
Abbildungsregion, welche das Objekt beinhaltet,
das von der Bilderkennungseinheit erkannt wurde,
erfullt sind, und die Anzahlbeurteilungseinrichtung
ermittelt, dass die Anzahl von Erkennungsabbil-
dungsvorrichtungen Zwei ist, aufweist.

Es folgen 9 Seiten Zeichnungen
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FIG.10
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