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METHOD AND APPARATUS FOR USAGE 
ESTMATION AND PREDCTION IN 

TWO-WAY COMMUNICATION NETWORKS 

TECHNICAL FIELD 

0001. This invention relates to detection and prediction of 
usage, such as web site hits by nodes in a network, and 
real-time scheduling of the addition and deletion of content 
into a broadcast data stream based upon usage statistics. 

BACKGROUND ART 

0002. Two-way communication networks typically 
employ a transactional communication protocol. Under Such 
a protocol, one connects to something, makes a request, and 
one receives a response. TCP/IP. SQL, and http all use this 
principle. Even file access across networks is based upon this 
principle. Two-way networks face Some fundamental prob 
lems, among them, how a content source responds to a sudden 
increase, known hereafter as a spike, in requests to that 
Source. One drawback of the standard approaches to solving 
this problem is that they render the content source inoperable 
when the requests pass the content source's response limits. 
0003. The development and deployment of residential 
broadband systems has enabled millions of users to receive 
hundreds of television channels. Thus, there are known Suc 
cessful merges of at least partial two-way communications 
and residential broadband delivery, such as the Advanced 
Television Enhancement Forum (ATVEF). 
0004 All of these systems and network solutions face a 
central problem when the two-way communications net 
works overload from spikes in use. Broadcast content provid 
ers lose the use of their web sites when they are most needed. 
The two-way networks are often clogged with redundant 
transfers which are better done through a broadcast mecha 
1S. 

0005 Additionally, there are problems in determining 
when these usage spikes occur. The web site being overloaded 
is in a poor position to call for help and the prior art does not 
provide an external mechanism to determine web site hits. 
0006. One approach to determining when usage spikes 
would occur involves the use of packet analysis. However, 
known applications of packet analysis are invasive of either 
privacy or traffic flow. The router/bridge/firewall applications 
often alter not only the packets themselves but control how 
and where they are, or are not, permitted to be sent. Surveil 
lance of network packet traffic can possibly violate the pri 
vacy of those communicating on the network. 
0007 Another problem with the state of the art is that 
two-way communication networks are inherently unreliable 
because access to any content source and/or broadcast data 
Source can fail from too many access requests. This is a major 
problem to many content providers. Companies paying for 
advertising seen by millions of people during peak coverage 
events, such as sporting events, lose an expensive opportu 
nity. Exactly when the most people are interested in finding 
out about a product or company, their web-site goes down. 
0008 Network nodes, e.g. can also fail for basically the 
same sort of reasons. Consider what happens if a large num 
ber of clients simultaneously try to multiple receive streaming 
video web sites. The nodes involved are likely to fail for 
essentially the same reason. 
0009 What is needed is a method and/or apparatus for 
improving a network's ability to withstand concentrated 
spikes, for example, of web-site hits in the two-way commu 
nications part of Such networks. 
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SUMMARY OF THE INVENTION 

0010. The invention comprises a method and apparatus for 
usage estimation and prediction in two-way communications 
networks. 

0011. One embodiment of the invention which concerns a 
network, Such as the Internet, and web sited associated there 
with, the system first broadcasts a URL broadcast list con 
taining the broadcast URLs and the broadcast source address, 
from the broadcast source address to clients. The client exam 
ines the URL broadcast list for the desired URL, and if it 
belongs to the URL broadcast list, connects to the broadcast 
source address to receive the combined content of the URLs. 
Otherwise, if the desired URL does not belong to the URL 
broadcast list, the client can use a two-way communications 
protocol to access the desired URL, subject to the traffic 
constraints of the employed two-way communications 
mechanism. 

0012. The client may request a URL which may or may not 
be broadcast, or is soon to be broadcast, and the herein dis 
closed technique resolves where to direct the client to receive 
either the broadcast URL content, or if supported, where to 
receive the requested URL via two-way communications. 
0013 The invention also provides a technique for deter 
mining when rapid increases in web site hits occur, for trans 
ferring such web site content for broadcast content inclusion, 
and for directing the recipient sites that request that web site 
to that broadcast content. 
0014. The invention also provides a technique for using a 
broadcast delivery system, based upon interactions with a 
two-way communications network as follows: A client 
accesses a two-way network address to receive broadcast 
delivery directions. The client accesses the broadcast delivery 
system based upon the broadcast delivery directions for 
reception of the two-way network address content. 
0015 The preferred embodiment of the invention uses a 
naming system that provides content developers with a uni 
fied approach to specifying content to be delivered in either 
the two-way communications paradigm or in broadcast deliv 
ery paradigm. This creates deliverable content for either 
broadcast communication and/or two-way communications 
without having to be concerned with its specific delivery 
vehicle. 
0016. The invention also provides a technique for deciding 
when to place content into a broadcast stream provided by a 
broadcast data stream server. 

0017. The invention also provides a technique for deter 
mining high concentrations of web site hits in near real-time. 
0018. The invention also provides a technique that exam 
ines, for at least one node in a network, recent past web site 
hits to calculate the list of most hit web sites in the recent past. 
The node reports those recently hit web sites that pass pre 
established concentration criteria. Note that in certain situa 
tions, it is preferred to examine web site hits for clients at 
every node. In other situations, the examining is only done at 
a subset of the nodes. Also, it may be preferred to examine 
activity for all clients, or a subset of the clients of a node. 
0019. The examining nodes may use a number of differing 
mechanisms to determine web sites to report. The examining 
node may report web sites receiving more than a certain 
number of hits in a recent time period. The recent time period 
may be on the order of a fraction of a second or more. The 
examining node may report web sites whose hit statistics 
indicate usage spikes. Hit statistics for a web site may include, 
but are not limited to, the number of hits in each of several 
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consecutive or almost consecutive time periods. Various 
mechanisms to determine usage spikes include, but are not 
limited to, curve fitting, finite differencing, and interpolating 
to a selected wavelet base. 
0020. One or more higher nodes may be selected from the 
collection of nodes, as well as entities incorporated into or 
closely associated with a broadcast data source. In certain 
cases, these nodes have similar structure and responsibilities. 
The selection process for nodes examining client communi 
cations may use a randomizing mechanism. Alternatively, the 
selection process may use a decision mechanism. 
0021. The higher nodes integrate at least some of the 
examining node reports to form at least one new broadcast 
web site target communicated to the broadcast data source 
when the situation is warranted. By selecting a fixed number 
of higher nodes, the system bandwidth to signal the next 
broadcast web site targets can be constrained to meet the 
bandwidth service requirements of the broadcast data source 
as well as Support task overhead constraints within the broad 
cast data source. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0022 FIG. 1A depicts a simplified network system dia 
gram of the prior art from the perspective of two-way com 
munications; 
0023 FIG. 1B depicts abroadcast data source of FIG. 1A: 
0024 FIG. 2A depicts a comparable network to that 
shown in FIG. 1 from the perspective of a residential broad 
band delivery network based upon local loops; 
0025 FIG. 2B depicts a simplified block diagram of node 
as found in FIGS. 1A and 2A; 
0026 FIG. 2C depicts a simplified block diagram of node 
of FIG. 2A; 
0027 FIG. 3A depicts an exemplary embodiment of the 
invention that provides node level estimation of web-site 
usage as well as real-time scheduling of data content broad 
Cast, 
0028 FIG. 3B depicts a simplified network diagram of an 
alternative arrangement to FIG. 3A: 
0029 FIG. 4A depicts a simplified network diagram that 
provides a residential broadband delivery network using, at 
least in part, a local loop communications network as an 
alternative arrangement to that shown in FIGS. 3A-3B; 
0030 FIG. 4B depicts an alternative arrangement to FIG. 
4A; 
0031 FIG.5 depicts a simplified block diagram of a node 
of FIG. 2B: 
0032 FIG. 6 depicts a simplified block diagram an alter 
native node to the node shown in FIG. 5: 
0033 FIG. 7 depicts a simplified block diagram an alter 
native node to the node shown in FIGS. 5-6; 
0034 FIG. 8 depicts a simplified block diagram of a 
broadcast data source, that includes a mechanism for main 
taining the broadcast data store, Scheduling data content 
broadcast, and/or integrating web site estimates according to 
the invention; 
0035 FIG. 9 is a simplified block diagram of a broadcast 
data source 320 that includes a mechanism for maintaining 
the broadcast data store in communication with an external 
means for scheduling; 
0036 FIG. 10 is a simplified block diagram of a broadcast 
data source that includes a mechanism for maintaining the 
broadcast data store, Scheduling data content broadcast and/ 
or integrating web site estimates according to the invention; 
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0037 FIG. 11 is a simplified network diagram showing an 
alternative arrangement to FIGS. 3A-4B; 
0038 FIG. 12 is a simplified block diagram of the node 
shown in FIG. 11; 
0039 FIG. 13 is an alternative simplified block diagram of 
the node shown in FIG. 11; 
0040 FIG. 14A is a detailed flowchart showing operation 
of the system shown in FIGS. 3A to 8: 
0041 FIG. 14B is a detailed flowchart showing a mecha 
nism for determining the hit-count according to the invention; 
0042 FIG. 15A is a detailed flowchart showing a mecha 
nism for determining the hit-count pattern for the URL 
according to the invention; 
0043 FIG. 15B is a detailed flowchart showing a mecha 
nism for interpolating the hit-count pattern for the URL 
according to the invention; 
0044 FIG. 16A is a detailed flowchart showing a mecha 
nism for interpolating the hit-count pattern for the URL based 
upon at least two or three members of the URL-hit collection 
for the URL according to the invention; 
0045 FIG. 16B is a detailed flowchart showing a mecha 
nism for estimating the usage of the URL according to the 
invention; 
0046 FIG. 17A is a detailed flowchart showing a mecha 
nism for creating at least a usage estimate of at least one URL 
according to the invention; 
0047 FIG. 17B is a detailed flowchart showing a mecha 
nism for integrating web site usage estimates from at least one 
other node according to the invention; 
0048 FIG. 17C is a detailed flowchart showing a mecha 
nism for integrating web site usage estimates from at least one 
other node according to the invention; 
0049 FIG. 18A is a detailed flowchart showing a second 
node integrating the node usage estimate from the node 
according to the invention; 
0050 FIG. 18B is a detailed flowchart showing a mecha 
nism for estimating usage and/or integrating usage estimates 
according to the invention; 
0051 FIG. 19A is a detailed flowchart showing a mecha 
nism for the method of Scheduling data broadcast according 
to the invention; 
0052 FIG. 19B is a detailed flowchart showing a mecha 
nism for maintaining the broadcast data store according to the 
invention; 
0053 FIG. 20A is a detailed flowchart showing a mecha 
nism for adding the content referenced by the URL according 
to the invention; 
0054 FIG. 20B is a detailed flowchart showing a mecha 
nism for adding the content referenced by the URL according 
to the invention; and 
0055 FIG. 21 is a detailed flowchart showing a mecha 
nism for removing the content referenced by the URL accord 
ing to the invention. 

DETAILED DESCRIPTION OF THE INVENTION 

0056. The following discussion and FIGS. 1A-2C 
describe known two-way network systems and methods. 
0057 FIG. 1A depicts a simplified network system dia 
gram of the prior art from the perspective of two-way com 
munications. 
0058. Two-way networks 300 usually contain a collection 
of nodes 200 and 220 coupled to network 300 via couplings 
208 and 228. Each node 200, 220 provides a concentrated 
point of service for collections of several hundred to several 
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thousand clients, each of which is coupled by some form of 
network connection to the service providing node. Note that 
the network connection or coupling may involve at least one 
wireline and/or wireless physical transport. 
0059 By way of example, node 200 may be a proxy server 
coupled by couplings 202, 204, and 206 to clients 102, 104 
and 106, respectively. By way of example, node 220 may be 
a packet analyzer coupled by 222,224, and 226 to clients 112, 
114, and 116. In most ways, the clients are unaware of the 
nodes, which often act as proxy servers and/or packet analyZ 
CS. 

0060. As used herein, packet analyzers include, but are not 
limited to, routers, firewalls and bridges which interrogate 
each packet they receive to determine whether they are des 
tined for transmission on a different network than the one on 
which they were received or to diagnose network traffic prob 
lems. 
0061. Two-way network 300 may couple couplings 302 
304,314-322 through a variety of mechanisms, for example, 
a global telecommunications network, e.g. the Internet, to a 
broadcast data source 320 which provides at least one broad 
cast data stream 324 to the clients of multiple nodes 200 and 
220, as shown in the FIG. 1A. 
0062 Two-way communications protocols such as http 
(IETF or W3C) are based upon a request followed by a system 
response. Suppose that delivery of a web page is desired. A 
request for that web page is made, the request is processed, 
and the web page is delivered. 
0063. In terms of known two-way communications 
schemes, when client 102 requests a connection to content 
Source 310 (or any other of several content source, e.g. con 
tent source, 316), node 200 forwards the request via coupling 
208 across network 300 through coupling 312 to content 
source 310. Content source 310, if it can, sends a response to 
client 102 via coupling 312 across network 300 via coupling 
208through node 200 via coupling 202. Node 200 establishes 
connection 210, which then provides a two-way communica 
tion connection 210-200-202 with client 102. 

0064 Broadcast data source 320 generates at least one, 
and in FIG. 1A two, broadcast data streams 324 and 326, of 
which broadcast data stream 324 is fed to headend 400, to be 
integrated into broadband delivery stream 410, which is trans 
ported to nodes 200 and 220. 
0065 FIG. 1B depicts abroadcast data source 320 of FIG. 
1A of the prior art. In contemporary systems, broadcast data 
stream 324 uses a television channel with a 6 MHz (or 8 MHz) 
frequency band within the broadband delivery signal, upon 
which the digital broadcast data stream 602 is coded and 
modulated, often using a Quadrature Amplitude Modulation 
QAM-64 scheme. This scheme provides about 27-28 Mega 
bits per second in bandwidth for the broadcast data stream 
324. Data stream modulator 620 converts digital broadcast 
data stream 602 e.g. from data store 600 into broadcast data 
stream 324 under control 616 of broadcast controller 621. 
Broadcast controller 621 also supervises operation of data 
store 600 via connection 614 and external network interface 
610 via connection 612. Network access is via coupling 322 
to external network interface 610. 

0066 Note that the integration of broadcast data stream 
324 into broadband delivery signal 410 often involves fre 
quency conversion and multiplexing which, in the illustrative 
figures of the document, are performed by headend 400. 
0067 Broadcast data source 320 may generate additional 
broadcast data streams 326 as shown in FIG. 1A among 
others. 
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0068 FIG. 2A depicts a comparable network to that 
shown in FIG. 1a from the perspective of a residential broad 
band delivery network based upon local loops. 
0069. By way of example, assume that node 220 and cli 
ents 112, 114, and 116 belong to a local loop residential 
broadband distribution network. Node 220 and clients 112, 
114, and 116 communicate through loop 230, 232, 234 and 
236. Usually broadcast data source 320 feeds a headend 400 
in such a network. The headend provides the broadcast data 
stream as part of the broadband delivery signal sent to node 
2OO. 

0070 The communication between node 220 and clients 
112, 114, and 116 includes a back channel component from 
the clients to node 220, usually of less than one megabit per 
second. The forward channel component from node 220 to 
the clients may be a second television channel coded, modu 
lated, frequency converted, and multiplexed into the broad 
band delivery signal at node 220 before being sent to the 
clients. 

0071 Note that couplings 202, 204, and 206 are shown in 
a schematic fashion. Each of these coupling may be imple 
mented by the same or different physical transports and com 
munications protocols. By way of example, couplings 202, 
204, and 206 may embody at least part of a residential local 
loop, which may use either copper, coaxial cable, and/or fiber 
optic physical transports. 
0072. As another example, couplings 202, 204, and 206 
may embody wireless communications links. Node 200 may 
embody a wireless communications base station and provide 
connectivity to a wireline network 300. 
0073. In this example, node 220 is part of the television 
cable distribution process and often part of an integrated 
node-headend delivery service provider. Television is based 
upon a paradigm of continuous broadcast delivery without 
any regard to client loading. The continuous broadcast deliv 
ery paradigm has little or no tolerance for what is taken as a 
fact of life in two-way communications, that networks can go 
down and content sources disappear just because lots of cli 
ents respond to an advertisement or news story. 
0074 Node level service providers must design node 220 
constrained by the fact that most of the time, the bandwidth 
and request traffic across the node is a fraction of the peak 
demands for bandwidth and request traffic. Simultaneously, 
they must provide a reasonable assurance both to content 
providers and clients that their network with headend 400 
through nodes 220 services clients 112-116 within the con 
tinuous broadcast delivery paradigm. The cost of extending 
node 220 level facilities is a strong constraint, but the service 
paradigm requirement applies a strong pressure to extend 
node 220 level facilities. 

0075 FIG. 2B depicts a simplified block diagram of node 
200 as found in FIGS. 1A and 2A of the prior art. 
0076 Client communications interface 260 services client 
couplings 202, 204 and 206, supporting a variety of distinct 
transport mechanisms including wireless and wireline physi 
cal transports. Packets received from clients are presented 
270 to client packet receiver 264 and, when appropriate, are 
forwarded 272 to external network communications interface 
262, which supports coupling 208 to network 300. 
0077. External network communications interface 262 
receives packets which are forwarded 274 to client packet 
transmitter 266, which determines which of these packets 
should be sent to at least one client. The packets to be sent to 
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the clients leave client packet transmitter 266 via coupling 
276 for client communications interface 260 to send to the 
client destinations. 
0078 External network communications interface 262 
also supports two-way communications with node 200’s net 
work management interface 268. Network management 
interface 268 is shown coupled 278 with external network 
communications interface 262. 
007.9 FIG. 2C depicts a simplified block diagram of node 
220 of FIG. 2A including node computer 280 interacting with 
both interfaces 260 and 262. 
0080. In this approach, program steps residing in memory 
284 accessibly coupled 282 with node computer 280 imple 
ment each of the client packet receiver 264, client packet 
transmitter 266 and network management interface 268. 
0081. These versions of a node block diagram as shown in 
FIGS. 2B-2C are provided for illustrative purposes. Numer 
ous variations of these approaches can and are found in prac 
tice. 
0082 FIG. 3A depicts an exemplary embodiment of the 
invention that performs node level estimation of system usage 
Such as, for example, web-site usage, as well as real-time 
scheduling of data content broadcast. While the discussion 
herein is concerned with web sites and web-based content, 
those skilled in the art will appreciate that the invention is 
readily applicable to other data and data sources. Further, 
because the exemplary embodiment of the invention dis 
closed herein is web-based, the preferred identification or 
location mechanism is described in terms of uniform resource 
locators (URLs). Those skilled in the art will appreciate that 
other identification and/or location schemes may be used in 
connection with the invention. 
0083. At least one node 200 includes a means for estimat 
ing web site usage by clients 1000. Means for scheduling data 
content broadcast 1600 presents 1002 data content from the 
web site for broadcast scheduling. Means for scheduling data 
content broadcast 1600 uses a usage estimate for at least one 
web-site to determine which data content should be sched 
uled. This is received by means 2000 controlling at least part 
of the broadcast data source 320. Note that broadcast sched 
uling includes at least one of adding content and removing 
content from the broadcast data stream 324. 
0084. Alternatively, node 200 may send its web-site usage 
estimates to node 220, where integrating web site usage esti 
mates means 1400 may create a second web-site estimate, 
which is sent to scheduling means 1600. 
0085 FIG. 3B is a simplified network diagram of an alter 
native arrangement to that of FIG. 3A. Nodes 200 and 220 
contain means for estimating web site usage 1000, each of 
which sends its web site usage estimates to integrating means 
1400. Means 1400 presents via path 1006 the integrated web 
site usage estimates, formed from node 200 and 220 esti 
mates, to scheduling means 1600. 
I0086 Scheduling means 1600 presents 1002 scheduling 
requests to means 2000, which controls at least part of activi 
ties and resources within broadcast data source 320 respon 
sible for broadcast data stream 324. 
0087 FIG. 4A is a simplified network diagram showing a 
residential broadband delivery network using, at least in part, 
a local loop communications network as an alternative 
arrangement to that of FIGS. 3A-3B. 
0088. In some embodiments, it may be preferred for 
means 1600 and means 2000 to be seen as part of broadcast 
data Source 320, using a shared two-way communications 
path 322 to the two way communications network 304-302 
3OO. 
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I0089 FIG. 4B is a simplified network diagram showing a 
residential broadband delivery network, in which means for 
integrating web site estimates 1400 is placed into broadcast 
data source 320 as an alternative arrangement to that of FIG. 
4A. 
(0090 FIG. 5 is a simplified block diagram of a node of 
FIG.2B extended to support at least one of means 1000 and/or 
means 1400. 
0091. In FIG. 5, estimating client web site usage means 
1000 receives information via path 500 from client packet 
receiver 264, which identifies client hits on web sites and their 
URLs. From this information, an estimate of at least one web 
site's usage is determined based upon its URL. This estimate 
is sent to at least one of the following: integrating means 1400 
and/or to network management interface 278, to be forwarded 
to means 1400 and/or means 1600, located elsewhere. 
0092. Estimating means 1000 may communicate over 
path 502 via network management interface 268 with other 
means 1400 and/or means 1600. Such communications may 
include receiving directions from the scheduling means 1600, 
which effectively acts to limit bandwidth traffic involving at 
least one of the following: scheduling means 1600, means 
2000, and/or across two-way path 322 with broadcast data 
Source 320. 

(0093. When both means 1000 and 1400 are active, they 
may communicate with each other via path 506 rather than 
through network management interface 268. 
0094 FIG. 6 is a simplified block diagram of an alternative 
to the node shown in FIG. 5, which does not possess a means 
for integrating web site usage estimates 1400. 
0.095 FIG. 7 is a simplified block diagram of an alternative 
to the node shown in FIGS. 5-6, in which estimating web site 
usage means 1000 and integrating web site usage estimate 
means 1400 are implemented as program steps residing in 
memory 284 accessibly coupled 282 to a computer 280. 
0096 FIG. 8 is simplified block diagram of a broadcast 
data source 320 in which mechanisms for maintaining the 
broadcast data store 2000, scheduling data content broadcast 
1600, and/or integrating web site estimates 1400 are imple 
mented as program steps residing memory 626 accessibly 
coupled 624 to at least one computer 622. 
0097. Data store 600 includes a local version of the content 
referenced by a URL 604. Data stream modulator 620 
includes at least one modulation resource 624. 
0.098 FIG. 9 is a simplified block diagram of a broadcast 
data source 320 including a means for maintaining the broad 
cast data store 2000 incommunication with an external means 
for scheduling 1600 (which is not shown) via path 1002. 
0099 FIG. 10 is a simplified block diagram of a broadcast 
data source 320 in which mechanisms for maintaining the 
broadcast data store 2000, scheduling data content broadcast 
1600, and/or integrating web site estimates 1400 are imple 
mented as program steps residing memories respectively 
accessibly coupled to separate computers. 
0100. Note that both couplings 648 and 658 to a shared 
two way communications interface are shown, as well as 
separate access paths 1008 and 1004 to two way communi 
cations. They have been shown to illustrate some of the vari 
ous combinations of these paths and are not meant to limit the 
Scope of the invention. 
0101 FIG. 11 is a simplified network diagram in which 
means for integrating web site estimates 1400, and means for 
estimating web site usage 1000 are integrated into node 220 
as an alternative arrangement to FIGS. 3A-4B. 
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0102 FIG. 12 is a simplified block diagram of node 220 
shown in FIG. 11, in which means for estimating web site 
usage 1000, means for integrating web site usage estimates 
1400, and means for scheduling 1600 are included. 
0103 Means for scheduling data content broadcast 1600 
communicates to means 2000 of FIG. 11 via path 292 to 
network management interface 268 which sends communi 
cations via path 278 to external network communications 
interface 262 and then to the external network via path 208. 
0104 FIG. 13 is a simplified block diagram of an alterna 
tive embodiment node 220 shown in FIG. 11, in which 
mechanisms for estimating web site usage means 1000, inte 
grating web site usage estimates means 1400, and scheduling 
means 1400 are implemented as program steps in memory 
284 accessibly coupled 282 to at least one computer 280. 
0105 FIG. 14A is a detailed flowchart showing a mecha 
nism within said means for estimating web site usage by 
clients for creating at least a usage estimate of at least one 
URL based upon a node communicating with a collection of 
at least two clients. 
01.06 Arrow 1030 directs the flow of execution from start 
ing operation 1010 to operation 1032. Operation 1032 per 
forms the step in which a node determines at least one hit 
count by a collection of at least two clients. The hit-count is 
determined within a first a time-interval to create a URL-hit 
count within the first time-interval for a URL. Arrow 1034 
directs execution from operation 1032 to operation 1036. 
Operation 1032 terminates the operations of this flowchart. 
0107 Arrow 1040 directs the flow of execution from start 
ing operation 1010 to operation 1042. Operation 1042 per 
forms the step of estimating the usage of the URL based upon 
the URL-hit-count within the first time-interval to create a 
usage estimate for the URL. Arrow 1044 directs execution 
from operation 1042 to operation 1036. Operation 1036 ter 
minates the operations of this flowchart. 
0108 FIG. 14B is a detailed flowchart showing the mecha 
nism for determining the hit-count 1032 (See FIG. 14A). 
0109 Arrow 1050 directs the flow of execution from start 
ing operation 1031 to operation 1052. Operation 1052 per 
forms the step of determining a second of the URL-hit-counts 
by the client collection members within a second of time 
interval. Arrow 1054 directs execution from operation 1052 
to operation 1056. Operation 1056 terminates the operation of 
this flowchart. 
0110. Arrow 1060 directs the flow of execution from start 
ing operation 1031 to operation 1062. Operation 1062 per 
forms the step of determining a hit-count collection of a 
hit-count for the URL within at least one of the time-interval 
collection members, for at least two of the URLs. Arrow 1064 
directs execution from operation 1062 to operation 1056. 
Operation 1056 terminates the operation of this flowchart. 
0111 Arrow 1070 directs the flow of execution from start 
ing operation 1031 to operation 1072. Operation 1072 per 
forms the step of determining a hit-count pattern for the URL 
based upon the URL hit-counts within at least two time 
interval collection members, for at least one of the URLs. 
Arrow 1074 directs execution from operation 1072 to opera 
tion 1056. Operation 1056 terminates the operation of this 
flowchart. 
0112 FIG. 15A is a detailed flowchart showing a mecha 
nism for determining the hit-count pattern for the URL 1072 
(See FIG. 14B). 
0113 Arrow 1090 directs the flow of execution from start 
ing operation 1071 to operation 1092. Operation 1092 per 
forms the step of interpolating the hit-count pattern for the 
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URL based upon at least two members of the URL-hit col 
lection for the URL. Arrow 1094 directs execution from 
operation 1092 to operation 1096. Operation 1096 terminates 
the operation of this flowchart. 
0114. Arrow 1100 directs the flow of execution from start 
ing operation 1071 to operation 1102. Operation 1102 per 
forms the step of interpolating the hit-count pattern for the 
URL based upon at least three members of the URL-hit col 
lection for the URL. Arrow 1104 directs execution from 
operation 1102 to operation 1096. Operation 1096 terminates 
the operation of this flowchart. 
0115 Note that certain embodiments of the invention may 
interpolate based upon at least two URL-hit collection mem 
bers, while other embodiments may further be based upon at 
least three URL-hit collection members. 
0116 FIG. 15B is a detailed flowchart showing a mecha 
nism for interpolating the hit-count pattern for the URL 1092, 
1102 (See FIG. 15A). 
0117. Arrow 1130 directs the flow of execution from start 
ing operation 1091 to operation 1132. Operation 1132 per 
forms the step of interpolating the hit-count pattern for the 
URL based upon the at least two URL-hit collection members 
for the URL using a time-varying orthogonal function basis. 
Such functions are well known to those skilled the art. Arrow 
1134 directs execution from operation 1132 to operation 
1136. Operation 1136 terminates the operation of this flow 
chart. 
0118 Arrow 1140 directs the flow of execution from start 
ing operation 1091 to operation 1142. Operation 1142 per 
forms the step of interpolating the hit-count pattern for the 
URL based upon the at least two URL-hit collection members 
for the URL using a time-varying wavelet function basis. 
Such functions are well known to those skilled in the art. 
Arrow 1144 directs execution from operation 1142 to opera 
tion 1136. Operation 1136 terminates the operation of this 
flowchart. 
0119 Arrow 1150 directs the flow of execution from start 
ing operation 1091 to operation 1152. Operation 1152 per 
forms the step of interpolating the hit-count pattern for the 
URL based upon the at least two URL-hit collection members 
for the URL using a finite-difference scheme. Such functions 
are well known to those skilled in the art. Arrow 1154 directs 
execution from operation 1152 to operation 1136. Operation 
1136 terminates the operation of this flowchart. 
0.120. As used herein, the time-varying orthogonal func 
tion basis includes at least any of the following: linear time 
varying functions, polynomial time-varying functions, and 
exponential time-varying functions. 
I0121 FIG. 16A is a detailed flowchart showing a mecha 
nism for interpolating the hit-count pattern for the URL based 
upon at least two or three members of the URL-hit collection 
for the URL 1092, 1103 (See FIG. 15A). 
0.122 Arrow 1170 directs the flow of execution from start 
ing operation 1091 to operation 1172. Operation 1172 per 
forms the step of exactly interpolating the hit-count pattern 
for the URL based upon the at least two URL-hit collection 
members for the URL. Arrow 1174 directs execution from 
operation 1172 to operation 1176. Operation 1176 terminates 
the operation of this flowchart. 
(0123. Arrow 1180 directs the flow of execution from start 
ing operation to operation 1182. Operation 1182 performs 
performing a least squares interpolation to create the hit 
count pattern for the URL based upon the at least two URL-hit 
collection members for the URL. Arrow 1184 directs execu 
tion from operation 1182 to operation 1176. Operation 1176 
terminates the operation of this flowchart. 
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0.124 FIG. 16B is a detailed flowchart showing a mecha 
nism for estimating the usage of the URL 1042. 
0.125. Arrow 1190 directs the flow of execution from start 
ing operation 1043 to operation 1192. Operation 1192 per 
forms the step of estimating the usage of the URL based upon 
at least one of the hit-count collection members for the URL. 
Arrow 1194 directs execution from operation 1192 to opera 
tion 1196. Operation 1196 terminates the operation of this 
flowchart. 
0126 Arrow 1200 directs the flow of execution from start 
ing operation 1043 to operation 1202. Operation 1202 per 
forms the step of estimating the usage of the URL based upon 
the URL-hit-count within the first time-interval and the sec 
ond URL-hit-count within the second time-interval, both for 
the URL and for at least one of the second time-intervals. 
Arrow 1204 directs execution from operation 1202 to opera 
tion 1196. Operation 1196 terminates the operation of this 
flowchart. 
0127. Arrow 1210 directs the flow of execution from start 
ing operation 1043 to operation 1212. Operation 1212 per 
forms the step of estimating the usage of the URL based upon 
the hit-count pattern for the URL. Arrow 1214 directs execu 
tion from operation 1212 to operation 1196. Operation 1196 
terminates the operation of this flowchart. 
0128 FIG. 17A is a detailed flowchart showing a mecha 
nism within said means for estimating web site usage by 
clients 1000 for creating at least a usage estimate of at least 
One URL. 

0129. Arrow 1250 directs the flow of execution from start 
ing operation 1017 to operation 1252. Operation 1252 per 
forms the step of sending the usage estimate for the URL to a 
second of the nodes to create a node usage estimate from the 
node at the second node. Arrow 1254 directs execution from 
operation 1252 to operation 1256. Operation 1256 terminates 
the operation of this flowchart. 
0130 FIG. 17B is a detailed flowchart showing a mecha 
nism for integrating web site usage estimates from at least one 
other node 1400. 
0131 Arrow 1410 directs the flow of execution from start 
ing operation 1441 to operation 1412. Operation 1412 per 
forms the step of the second node integrating the node usage 
estimate from the node to create an integrated node usage 
estimate. Arrow 1414 directs execution from operation 1412 
to operation 1416. Operation 1416 terminates the operation of 
this flowchart. 
0132 FIG. 17C is a detailed flowchart showing a mecha 
nism for integrating web is site usage estimates from at least 
one other node 1400 (See FIG. 17B). 
0.133 Arrow 1450 directs the flow of execution from start 
ing operation 1108 to operation 1452. Operation 1452 per 
forms the step of the second node determining at least one 
hit-count by the client collection members within the first 
time-interval to create a URL-hit-count within the first time 
interval for the URL at the second node. Arrow 1454 directs 
execution from operation 1452 to operation 1456. Operation 
1456 terminates the operation of this flowchart. 
0134 Arrow 1460 directs the flow of execution from start 
ing operation 1108 to operation 1462. Operation 1462 per 
forms the step of the second node estimating the usage of the 
URL based upon the URL-hit-count within the first time 
interval for the URL to create a usage estimate for the URL at 
the second node. Arrow 1464 directs execution from opera 
tion 1462 to operation 1456. Operation 1456 terminates the 
operation of this flowchart. 
0135) In some embodiments, it is preferred that the second 
node communicates, at least in part, with different clients than 
the node. 

Nov. 17, 2011 

0.136 FIG. 18A is a detailed flowchart showing a mecha 
nism for the second node integrating the node usage estimate 
from the node 1412 (See FIG. 17B). 
0.137 Arrow 1490 directs the flow of execution from start 
ing operation 1411 to operation 1492. Operation 1492 per 
forms the step of the second node integrating the node usage 
estimate from the node and the usage estimate for the URL at 
the second node to create the integrated node usage estimate. 
Arrow 1494 directs execution from operation 1492 to opera 
tion 1496. Operation 1496 terminates the operation of this 
flowchart. 

0.138 FIG. 18B is a detailed flowchart showing a mecha 
nism for estimating usage and/or integrating usage estimates 
1000, 1400. 
0.139 Arrow 1510 directs the flow of execution from start 
ing operation 1501 to operation 1512. Operation 1512 per 
forms the step of the node sending the usage estimate for the 
URL to a scheduling node to create a node usage estimate for 
the URL at the scheduling node. Arrow 1514 directs execu 
tion from operation 1512 to operation 1516. Operation 1516 
terminates the operation of this flowchart. 
0140 Arrow 1530 directs the flow of execution from start 
ing operation 1501 to operation 1532. Operation 1532 per 
forms the step of the second node sending the integrated node 
usage estimate for the URL to the scheduling node to create 
the node usage estimate for the URL at the scheduling node. 
Arrow 1534 directs execution from operation 1532 to opera 
tion 1516. Operation 1516 terminates the operation of this 
flowchart. 
0141 FIG. 19A is a detailed flowchart showing a mecha 
nism for scheduling data broadcast 1600. 
0.142 Arrow 1610 directs the flow of execution from start 
ing operation 1601 to operation 1612. Operation 1612 per 
forms the step of the scheduling node using the node usage 
estimate for the URL to schedule the addition of content 
referenced by the URL to a broadcast data stream. Arrow 
1614 directs execution from operation 1612 to operation 
1616. Operation 1616 terminates the operation of this flow 
chart. 

0.143 Arrow 1620 directs the flow of execution from start 
ing operation 1601 to operation 1622. Operation 1622 per 
forms the step of the scheduling node using the node usage 
estimate for the URL to schedule removal of the content 
referenced by the URL from the broadcast data stream. Arrow 
1624 directs execution from operation 1622 to operation 
1616. Operation 1616 terminates the operation of this flow 
chart. 

014.4 FIG. 19B is a detailed flowchart showing a mecha 
nism for maintaining the broadcast data store 2000. 
(0145 Arrow 2010 directs the flow of execution from start 
ing operation 2001 to operation 2012. Operation 2012 per 
forms the step of adding content referenced by a URL to the 
broadcast data stream based upon a request to add the content 
referenced by the URL. Arrow 2014 directs execution from 
operation 2012 to operation 2016. Operation 2016 terminates 
the operation of this flowchart. 
0146 Arrow 2020 directs the flow of execution from start 
ing operation 2001 to operation 2022. Operation 2022 per 
forms the step of removing content referenced by the URL 
from the broadcast data stream based upon the request to 
remove the content referenced by the URL. Arrow 2024 
directs execution from operation 2022 to operation 2016. 
Operation 2016 terminates the operation of this flowchart. 
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0147 FIG. 20A is a detailed flowchart showing a mecha 
nism for adding the content referenced by the URL 2012 (See 
FIG. 19B). 
0148 Arrow 2050 directs the flow of execution from start 
ing operation 2011 to operation 2052. Operation 2052 per 
forms the step of integrating a local version of the content 
referenced by the URL into a broadcast data store to create a 
broadcast version. Arrow 2054 directs execution from opera 
tion 2052 to operation 2056. Operation 2056 terminates the 
operation of this flowchart. 
0149 Arrow 2060 directs the flow of execution from start 
ing operation 2011 to operation 2062. Operation 2062 per 
forms the step of allocating at least one modulation resource 
to the broadcast version. Arrow 2064 directs execution from 
operation 2062 to operation 2056. Operation 2056 terminates 
the operation of this flowchart. 
0150. Arrow 2070 directs the flow of execution from start 
ing operation 2011 to operation 2072. Operation 2072 per 
forms the step of directing a data stream modulator to use the 
broadcast version with the modulation resource. Arrow 2074 
directs execution from operation 2072 to operation 2056. 
Operation 2056 terminates the operation of this flowchart. 
0151 FIG. 20B is a detailed flowchart showing a mecha 
nism for adding content referenced by the URL 2012 (See 
FIG. 19B). 
0152 Arrow 2090 directs the flow of execution from start 
ing operation 2013 to operation 2092. Operation 2092 per 
forms the step of requesting the content referenced by the 
URL. Arrow 2094 directs execution from operation 2092 to 
operation 2096. Operation 2096 terminates the operation of 
this flowchart. 

0153 Arrow 2100 directs the flow of execution from start 
ing operation 2013 to operation 2102. Operation 2102 per 
forms the step of receiving the content referenced by the URL 
to create the local version of the content referenced by the 
URL. Arrow 2104 directs execution from operation 2102 to 
operation 2096. Operation 2096 terminates the operation of 
this flowchart. 

0154 FIG. 21 is a detailed flowchart showing a mecha 
nism for removing the content referenced by the URL 2022 
(See FIG. 19B). 
O155 Arrow 2130 directs the flow of execution from start 
ing operation 2021 to operation 2132. Operation 2132 per 
forms the step of determining at least one modulation 
resource allocated to the content referenced by the URL. 
Arrow 2134 directs execution from operation 2132 to opera 
tion 2136. Operation 2136 terminates the operations of this 
flowchart. 

0156 Arrow 2140 directs the flow of execution from start 
ing operation 2021 to operation 2142. Operation 2142 per 
forms the step of finding a broadcast version of the content 
referenced by the URL. Arrow 2144 directs execution from 
operation 2142 to operation 2136. Operation 2136 terminates 
the operation of this flowchart. 
O157 Arrow 2150 directs the flow of execution from start 
ing operation 2021 to operation 2152. Operation 2152 per 
forms the step of directing a data stream modulator to release 
the allocated modulation resource. Arrow 2154 directs execu 
tion from operation 2152 to operation 2136. Operation 2136 
terminates the operation of this flowchart. 
0158 Arrow 2160 directs the flow of execution from start 
ing operation 2021 to operation 2162. Operation 2162 per 
forms the step of deallocating the allocated modulation 
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resource. Arrow 2164 directs execution from operation 2162 
to operation 2136. Operation 2136 terminates the operation of 
this flowchart. 
0159. Arrow 2170 directs the flow of execution from start 
ing operation 2021 to operation 2172. Operation 2172 per 
forms the step of releasing the broadcast version from the 
broadcast data store. Arrow 2174 directs execution from 
operation 2172 to operation 2136. Operation 2136 terminates 
the operation of this flowchart. 
0160 Although the invention has been described in detail 
with reference to particular preferred embodiments, persons 
possessing ordinary skill in the art to which this invention 
pertains will appreciate that various modifications and 
enhancements may be made without departing from the spirit 
and scope of the claims that follow. 

1. An apparatus for providing a usage estimate of a first 
network location, comprising: 

a counter for determining a count of hits by at least one 
network entity within a predetermined time-interval to 
create a hit-count within said time-interval for said first 
network location; 

a module for estimating access to said first network loca 
tion based upon said hit-count within said time-interval 
to create said usage estimate for said first network loca 
tion; and 

a transmitter for sending said usage estimate for said first 
network location to a second network location to provide 
a usage estimate from said first network location to said 
second network location. 

2. The apparatus of claim 1, said counter further compris 
ing any of a counter for determining a second count of hits by 
said network entity within a second predetermined time-in 
terval; and a counter for determining a count pattern of hits at 
said network location based upon hit-counts within at least 
two time-intervals. 

3. The apparatus of claim 1, said counter further compris 
ing: an interpolator for interpolating a hit-count pattern for 
said network location. 

4. The apparatus of claim 3, wherein said interpolator 
comprises any of means for interpolating said hit-count pat 
tern using a time-varying orthogonal function basis, wherein 
said time-varying orthogonal function basis includes at least 
one member of the collection comprising linear time-varying 
functions, polynomial time-varying functions, and exponen 
tial time-varying functions; means for interpolating said hit 
count pattern using a time-varying wavelet function basis; 
and means for interpolating said hit-count pattern using a 
finite-difference scheme. 

5. The apparatus of claim 1, further comprising: an inte 
grator for integrating said network location access estimate to 
create an integrated network location access estimate. 

6. The apparatus of claim 5, said integrater further com 
prising: 

a counter associated with said second network location for 
determining a hit-count within said first time-interval to 
create a hit-count within said first time-interval for said 
first network location at said second network location; 
and 

a module for estimating access to said first network loca 
tion based upon said hit-count within said first time 
interval to create an integrated access estimate for said 
first network location at said second network location. 
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7. The apparatus of claim 5, further comprising: 
a mechanism at said first network location for sending said 

usage estimate for said first network location to a sched 
uling location to create a usage estimate for said first 
network location at said scheduling location; and 
a mechanism at said second network location for send 

ing said integrated usage estimate for said first net 
work location to said scheduling location to create 
said node usage estimate for said first network loca 
tion at said scheduling location. 

8. The apparatus of claim 7, further comprising any of: 
a scheduler associated with said scheduling location that 

uses said usage estimate for said first network location to 
schedule the addition of content associated with said 
first network location to a broadcast stream; and 

a scheduler associated with said scheduling location that 
uses said usage estimate for said first network location to 
schedule the removal of content associated with said first 
network location from said broadcast stream. 

9-14. (canceled) 
15. A method for creating a usage estimate of a first net 

work location, comprising the steps of 
providing a counter for determining a hit-count reflecting 

access to said first network location within a predeter 
mined time-interval; 

estimating said access to said first network location based 
upon said hit-count during said predetermined time 
interval; and 

Sending said usage estimate to a second network location to 
provide usage estimate for said first network location at 
said second network location; wherein said first network 
location is distinctly addressed. 

16. The method of claim 15, further comprising the steps 
of: 

determining a second hit-count within a second predeter 
mined time-intervals. 

17. The method of claim 15, further comprising of the step 
of: 

interpolating a hit-count pattern for said first network loca 
tion. 

18. The method of claim 15, further comprising any of the 
steps of: 

interpolating said hit-count pattern using a time-varying 
orthogonal function basis, wherein said time-varying 
orthogonal function basis includes at least one member 
of the collection comprising: linear time-varying func 
tions, polynomial time-varying functions, and exponen 
tial time-varying functions; 

interpolating said hit-count pattern using a time-varying 
wavelet function basis; and 

interpolating said hit-count pattern using a finite-differ 
ence scheme. 

19. The method of claim 18, further comprising the steps 
of: 

determining a hit-count within said predetermined time 
interval for said first network location at said second 
network location; and 

estimating said usage of said first network location based 
upon said hit-count to create a usage estimate for said 
first network location at said second network location. 
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20. The method of claim 15, further comprising the steps 
of: 

sending said usage estimate to a scheduling location to 
create a usage estimate for said first network location at 
said scheduling location; and 

said second network location sending an integrated usage 
estimate to said scheduling location to create said node 
usage estimate. 

21. The method of claim 20, further comprising the steps 
of: 

said scheduling location using said usage estimate to 
schedule the addition of content associated with said 
first network location to a broadcast stream; and 

said scheduling location using said usage estimate to 
schedule the removal of said content from said broadcast 
Stream. 

22-25. (canceled) 
26. A network node providing at least a usage estimate of at 

least one content location, comprising: 
means for determining at least one hit-count by at least one 

client withina first of a time-interval to create a hit-count 
within said first time-interval for said content location; 
and 

means for estimating said usage of said content location 
based upon said hit-count within said first time-interval 
to create said usage estimate. 

27. The apparatus of claim 26, wherein said means for 
determining said hit-count is further comprised at least one of 
the following: 
means for determining a second of said hit-counts within a 

second of said time-intervals for at least a second of said 
time-intervals; 

means for determining a hit-count for at least two of said 
content locations; and 

means for determining a hit-count pattern based upon said 
hit-counts within at least two time-interval collection 
members, for at least one of said content locations. 

28. The apparatus of claim 27, wherein said means for 
determining said hit-count pattern is further comprised of: 
means for interpolating said hit-count pattern based upon at 
least two of said hit collection members for said content 
location. 

29. The apparatus of claim 28, wherein at least one of said 
means for interpolating said hit-count patternis comprised of: 
means for interpolating said hit-count pattern based upon 

at least three of said hit collection members for said 
content location. 

30. The apparatus of claim 28, wherein said means for 
interpolating said hit-count pattern for said URL is comprised 
of any of 
means for interpolating said hit-count pattern based upon 

said at least two hit collection members for said content 
location using a time-varying orthogonal function basis; 

means for interpolating said hit-count pattern based upon 
said at least two hit collection members for said content 
location using a time-varying wavelet function basis; 
and 

means for interpolating said hit-count pattern based upon 
said at least two hit collection members for said content 
location using a finite-difference scheme. 

31-73. (canceled) 


