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LATCH-FREE, LOG-STRUCTURED STORAGE FOR MULTIPLE ACCESS
METHODS

BACKGROUND

[0001] Users of electronic devices frequently need to access database systems to obtain
various types of information. Many different techniques have been devised for storage and
retrieval of data items. For example, some recent hardware platforms have exploited
recent hardware developments such as multi-core processors, multi-tiered memory
hierarchies, and secondary storage devices such as flash, in an effort to provide higher
performance. This has increased potential system performance, but it has been difficult for
systems to make effective use of newly developed platform aspects, as well as
conventional platform aspects.

SUMMARY
[0002] According to one general aspect, a system may include a device that includes at
least one processor, the device including a data manager comprising instructions tangibly
embodied on a computer readable storage medium for execution by the at least one
processor. The data manager may include a data opaque interface configured to provide, to
an arbitrarily selected page-oriented access method, interface access to page data storage
that includes latch-free access to the page data storage.
[0003] According to another aspect, a system may include a device that includes at least
one processor, the device including a data manager comprising instructions tangibly
embodied on a computer readable storage medium for execution by the at least one
processor. The data manager may include a page manager configured to flush a page state
to secondary storage based on installing a pointer to a flush delta record in a mapping
table, via a compare and swap (CAS) operation, the flush delta record prepended to an
existing page state that is replaced in the mapping table via the CAS operation.
[0004] According to another aspect, a system may include a device that includes at least
one processor, the device including a data manager comprising instructions tangibly
embodied on a computer readable storage medium for execution by the at least one
processor. The data manager may include a page manager configured to initiate a flush
operation of a first page in cache layer storage to a location in secondary storage, based on
initiating a copy of a page state of the first page into a secondary storage buffer, initiating
a prepending of a flush delta record to the page state, the flush delta record including a

secondary storage address indicating a storage location of the first page in secondary
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storage and an annotation associated with a caller, and initiating an update to the page
state based on installing an address of the flush delta record in a mapping table, via a
compare and swap (CAS) operation.
[0005] According to another aspect, a system may include a device that includes at least
one processor, the device including a data manager comprising instructions tangibly
embodied on a computer readable storage medium for execution by the at least one
processor. The data manager may include a buffer manager configured to control updates
to a log-structured secondary storage buffer via latch-free update operations.
[0006] According to another aspect, a system may include a device that includes at least
one processor, the device including a data manager comprising instructions tangibly
embodied on a computer readable storage medium for execution by the at least one
processor. The data manager may include a page manager configured to initiate a swap
operation of a portion of a first page in cache layer storage to a location in secondary
storage, based on initiating a prepending of a partial swap delta record to a page state
associated with the first page, the partial swap delta record including a main memory
address indicating a storage location of a flush delta record that indicates a location in
secondary storage of a missing part of the first page.
[0007] This Summary is provided to introduce a selection of concepts in a simplified
form that are further described below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the claimed subject matter, nor is
it intended to be used to limit the scope of the claimed subject matter. The details of one or
more implementations are set forth in the accompanying drawings and the description
below. Other features will be apparent from the description and drawings, and from the
claims.

DRAWINGS
[0008] FIG. 1 illustrates an example architectural layering for access methods for
cache/storage layers.
[0009] FIG. 2 is a block diagram of an example architecture for latch-free, log-
structured storage for multiple access methods.
[0010] FIG. 3 illustrates an example mapping table.
[0011] FIGs. 4a-4b illustrate example delta updates on an example mapping table.
[0012] FIG. 5 depicts an example partial page swap out and an example partial swap
delta.

[0013] FIG. 6 illustrates example epochs and their respective garbage collection lists.
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[0014] FIGs. 7a-7c illustrate an example log-structured storage organization on flash.
[0015] FIG. 8 depicts an example flush buffer state.
[0016] FIG. 9 illustrates an example transaction template.
[0017] FIG. 10 illustrates example checkpoint data.
[0018] FIG. 11 is a block diagram of an example system for latch-free, log-structured
storage for multiple access methods.
[0019] FIGs. 12a-12d are a flowchart illustrating example operations of the system of
FIG. 11.

DETAILED DESCRIPTION

1. Introduction

[0020] Recent developments in hardware platforms have exploited multi-core
processors, multi-tiered memory hierarchies, and secondary storage devices such as flash,
in an effort to provide higher performance. For example, central processing unit (CPU)
changes have included multi-core processors and main memory access that involves
multiple levels of caching. For example, flash storage, and hard disk vendor recognition
that update-in-place compromises capacity, has led to increased use of log structuring. For
example, cloud data centers increase system scale, and the use of commodity hardware
puts increased emphasis on high availability techniques.

[0021] However, while potential system performance may increase, it may be difficult
for systems to make effective use of these recent platform aspects. For example, data
centric systems supporting multiple users accessing large amounts of data may exploit a
software architecture designed for hardware as it existed many years in the past (e.g., they
may target uniprocessors, working on a single level memory (little processor caching, and
with only modest latency to main memory), and accessing magnetic disks).

[0022] Efforts to change the approach have improved the environment, but continue to
miss out on substantial potential performance gains. For example, there have been efforts
to avoid latches, which cause blocking when accesses to data conflict; however, these
efforts may have involved partitioning so that threads avoid such conflicts, which may
introduce substantial overheads. For example, updating data in place may have a negative
impact on memory performance, which may lead to the consideration of cache line
alignment and using local trees instead of binary search over vectors. However, there has
continued to be a disadvantageous amount of update in place, which adversely impacts
processor caching performance, ¢.g., via cache invalidations. Further, implementations

have begun exploiting flash for its higher accesses/second and reduced access latency.
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However, random updates may be comparatively expensive, even with the use of a flash
translation layer.

[0023] J. Levandoski et al., "Deuteronomy: Transaction Support for Cloud Data",
Conference on Innovative Data Systems Research (CIDR) (January 2011), pp. 123-133
and D. Lomet et al., "Unbundling Transaction Services in the Cloud", Conference on
Innovative Data Systems Research (CIDR), 2009, discuss example techniques for
providing consistency (i.c., transactions) in a cloud setting. Example techniques discussed
herein may focus on an example DEUTERONOMY data component (DC) and on
maximizing its performance on current hardware. For example, a DC may manage storage
and retrieval of data accessed via CRUD (create, read, update, delete) atomic operations.
For example, a DC may be non-distributed, instead using a local mechanism that can be
amalgamated into a distributed system via software layers on top of it (e.g., a
DEUTERONOMY transactional component (TC) and/or a query engine).

[0024] As discussed further herein, there appear to be issues posed by current hardware
that may impact access methods (e.g., B-trees, hashing, multi-attribute, temporal, etc.).
Further, as discussed herein, these issues may be resolved with example general
mechanisms applicable to most (e.g., arbitrarily selected) access methods.

[0025] For example, in accordance with example techniques discussed herein, latch-free
techniques may be utilized to achieve advantageous processor utilization and scaling with
multi-core processors. For example, as discussed herein, delta updating that reduces cache
invalidations may be utilized to achieve advantageous performance with multi-level cache
based memory systems. For example, write limited storage, with its limited performance
of random writes and flash write limits, may be overcome via log structuring.

[0026] For example, the BW-TREE (see, e.g., J. Levandoski, et al., "The Bw-Tree: A B-
tree for New Hardware Platforms", 29th IEEE International Conference on Data
Engineering (ICDE 2013), April 8-11, 2013), an index somewhat similar to B-trees (see,
e.g., R. Bayer et al. "Organization and Maintenance of Large Ordered Indices", Acta
Informatica, Vol. 1, Issue 3, 1972, pp. 173-189, and D. Comer, "The Ubiquitous B-tree, "
ACM Computing Surveys (CSUR), Vol. 11, Issue 2, June 1979, pp. 121-137), is an
example of a DC or key-value store that may exploit these example techniques. An
example BW-TREE may involve a paradigm for techniques for achieving latch-freedom
and log structuring more generally. In accordance with example techniques discussed
herein, latch-free and log-structure techniques may be implemented in a cache/storage

subsystem capable of supporting multiple access methods, somewhat analogously as a
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conventional cache/storage subsystem may handle latched access to fixed size pages that
are written back to disks as in-place updates.

[0027] In accordance with example techniques discussed herein, an example system that
may be referred to herein as LLAMA (Latch-free, Log-structured Access Method Aware),
includes a caching and storage subsystem for (at least) recently developed hardware
environments (e.g., flash, multi-core), although one skilled in the art of data processing
will understand that such example techniques are not limited only to recently developed
hardware.

[0028] For example, LLAMA may support an application programming interface (API)
for arbitrarily selected page-oriented access methods that provides both cache and storage
management, optimizing processor caches and secondary storage. For example, caching
(CL) and storage (SL) layers may use a common mapping table that separates a page's
logical and physical location. For example, the cache layer (CL) may support data updates
and management updates (e.g., for index re-organization) via latch-free compare-and-swap
atomic state changes on its mapping table.

[0029] For example, the storage layer (SL) may use the same mapping table to handle
the page location changes produced by log structuring on every page flush. For example, a
latch-free BW-TREE implementation (e.g., an implementation using a BW-TREE, as an
example of an ordered B-tree style index) may be used. In this context, a "flush" operation
may refer to transferring a page from main memory (e.g., cache storage) to secondary
storage by way of copying the page to an output buffer.

[0030] Example techniques discussed herein may provide mapping tables that may
virtualize both the location and the size of pages. For example, such virtualization may be
utilized for both main memory designs and stable storage designs (e.g., log structured
storage designs), as discussed further herein.

[0031] In this context, a "page" may refer to an object in storage, which may be
accessed via a physical storage address. As used herein, a "page" may be associated with a
flexible size, and may represent a page unit of storage that may be distributed over
multiple discontiguously stored segments of storage. The storage may include volatile
and/or stable storage.

[0032] Example techniques discussed herein may separate an access method layer from
cache/storage management. As an example, techniques discussed herein may be used to
enforce a write-ahead log protocol. For example, before flushing a page, a conventional

database kernel may check a page log sequence number (LSN) to determine whether there
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are updates that are not yet stable in the transactional log. For example, LLAMA cache
management may exploit example delta updates to "swap out" a partial page. For example,
it can drop from the cache the part of the page already present on secondary storage
(which does not include recent delta updates). For example, the access method layer will
be regularly flushing for transactional log checkpointing. Thus, the cache manager will
find sufficient candidate (possibly partial) pages to satisfy any buffer size constraint.
[0033] Example techniques discussed herein may provide a framework that enables a
substantial number of access methods (i.e., not just a single instance) to exploit these
techniques by implementing a subsystem layer that provides them. Further, a log
structured store may be implemented for writing data to secondary storage that provides
advantageous efficiency. Hence, an access method may focus on the main memory aspects
of its index, and example techniques discussed herein may provide the framework for
achieving performance metrics similar to performance metrics of the BW-TREE.

[0034] For example, a technique such as LLAMA, through its API, may provide latch-
free page updating, which is accomplished in main memory via a compare and swap
(CAS) atomic operation on the mapping table.

[0035] For example, in managing the cache, a technique such as LLAMA may reclaim
main memory by dropping only previously flushed portions of pages from memory, thus
not involving any input/output (I/O) operations, even when swapping out "dirty" pages.
Thus, a technique such as LLAMA may be able to control its buffer cache memory size
without input from its access method user.

[0036] For example, for effective management of secondary storage, a technique such as
LLAMA may utilize log-structuring. For example, a technique such as LLAMA may
improve performance compared with conventional log structuring by using partial page
flushes and pages with substantially no empty space - i.¢., substantially 100% storage
utilization. These may reduce the number of input/output operations (I/Os) and amount of
storage consumed per page when a page is flushed, and hence may reduce the write
amplification that may be experienced when log-structuring is used. Further, all storage
related operations may be completely latch-free.

[0037] For example, a technique such as LLAMA may provide (at least) a limited form
of system transaction. In this sense, system transactions are not user level transactions, but
rather, exploiting the log-structured store, provide atomicity purely for the "private use" of
the access method (e.g., for index structure modifications (SMOs)). For example, this may

enable indexes to adapt as they grow while concurrent updating continues.
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[0038] For example, the BW-TREE structure may include a type of latch-free B-tree
structure. For example, updates to BW-TREE nodes may be performed based on
prepending update deltas to a prior page state. Thus, the BW-TREE may be latch-free, as
it may allow concurrent access to pages by multiple threads. Because such delta updating
preserves the prior state of a page, it may provide improved processor cache performance
as well.

[0039] Example techniques using BW-TREESs may further provide page splitting
techniques that are also latch-free, and that may employ B-link tree style side pointers.
Splits (and other structure modification operations) may be atomic both within main
memory and when made stable. For example, atomic record stores may be implemented
based on a BW-TREE architecture.

[0040] One skilled in the art of data processing will appreciate that there may be many
ways to accomplish the latch-free and log-structured storage discussed herein, without
departing from the spirit of the discussion herein.

II. Example Operating Environment

[0041] Features discussed herein are provided as example embodiments that may be
implemented in many different ways that may be understood by one of skill in the art of
data processing, without departing from the spirit of the discussion herein. Such features
are to be construed only as example embodiment features, and are not intended to be
construed as limiting to only those detailed descriptions.

[0042] FIG. 1 illustrates an example architectural layering for access methods for
cache/storage layers. An access method layer 102 is the top layer, as shown in FIG. 1. The
access method layer 102 interacts with a Cache Layer 104, which is the middle layer. An
application programming interface (API) 106 may be used for activities between the
access method layer 102 and the Cache Layer 104. An example storage layer 108 may
interact with a mapping table 110, which may be shared between the cache layer 104 and
the storage layer 108. For example, LLAMA 112 includes the cache layer 104 and the
storage layer 108. For example, a storage layer may support a log structured flash store. In
accordance with example techniques discussed herein, a log structured store may manage
both flash and disk storage. This design may be architecturally compatible with existing
database kernels, while also being suitable as a standalone or DEUTERONOMY style
atomic record stores (ARS).

[0043] For example, a technique such as LLAMA may support a page abstraction,

supporting access method implementations for cache/storage layers. Further, a
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transactional component (e.g., a DEUTERONOMY -style transactional component) may
be added on top. FIG. 2 is a block diagram of an example architecture for latch-free, log-
structured storage for multiple access methods. As shown in FIG. 2, a transactional
component 202 may support a transactional key-value store, and may operate with a data
component 204 that may include an atomic key-value store. As shown in FIG. 2, the data
component 204 may include a latch-free ordered index 206 and/or a latch free linear
hashing index 208. As shown in FIG. 2, the data component 204 may further include an
example latch-free, log-structured, access-method aware (LLAMA) storage engine 210
(e.g., LLAMA 112 of FIG. 1).

[0044] The example API 106 may be "data opaque", meaning that the example LLAMA
implementation does not "see" (e.g., does not examine, or analyze, or depend on) what the
access method (e.g., of the access method layer 102) is putting into pages or delta records,
and acts independently of what is provided in the pages or delta records by the access
method. Thus, example LLAMA implementations as discussed herein may act in response
to specific operations that are not dependent on what is provided by the access method, as
discussed above.

[0045] As shown in FIG. 3, a page 302 may be accessed via a mapping table 304 that
maps page identifiers (PIDs) 306 to states 308 (e.g., via a "physical address" 310 stored in
the mapping table 304), either in main memory cache 312 or on secondary storage 314.
For example, the main memory cache 312 may include random access memory (RAM).
For example, the secondary storage 314 may include flash memory. For example, pages
302 may be read from secondary storage 314 into a main memory cache 312 on demand,
they can be flushed to secondary storage 314, and they may be updated to change page
state while in the cache 312. For example, substantially all page state changes (both data
state and management state) may be provided as atomic operations, in accordance with
example techniques discussed herein. As shown in FIG. 3, an example physical address
310 may include a flash/memory flag 316 (e.g., for 1 bit, as shown in the example)
indicating whether the physical address is associated with flash or memory (e.g., cache)
storage, with an address field 318 for (at least) the address itself (e.g., for 63 bits, as shown
in the example). One skilled in the art of data processing will appreciate that there are
many ways of representing a "physical address" (e.g., other than a 64-bit representation),
without departing from the spirit of the discussion herein.

[0046] In accordance with example techniques discussed herein, LLAMA, through its
API, may provide latch-free page updating via a compare and swap (CAS) atomic
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operation on the mapping table 304 (e.g., in licu of a conventional latch that guards a page
from concurrent access by blocking threads). For example, the CAS strategy may
advantageously increase processor utilization and improve multi-core scaling.

[0047] In accordance with example techniques discussed herein, in managing the cache,
LLAMA may reclaim main memory by dropping only previously flushed portions of
pages from memory, thus not using any 1/0, even when swapping out "dirty" pages. Thus,
an example architecture such as LLAMA may control its buffer cache memory size
without a need to examine data stored in pages by its access method user (e.g., as an
example architecture such as LLAMA is unaware of transactions and write-ahead
logging).

[0048] An example architecture such as LLAMA may use log-structuring to manage
secondary storage (e.g., providing the advantages of avoiding random writes, reducing the
number of writes via large multi-page buffers, and wear leveling involved with flash
memory). Further, an example architecture such as LLAMA may advantageously improve
performance (e.g., as compared with conventional log structuring) with partial page
flushes and pages with substantially no empty space - i.e., substantially 100% utilization.
For example, these may reduce the number of I/Os and storage consumed per page when a
page is flushed, and hence may reduce the write amplification that may otherwise be
encountered when log-structuring is used. Further, substantially all storage related
operations may be completely latch-free.

[0049] Additionally, an example architecture such as LLAMA may support (at least) a
limited form of system transaction (see, e.g., D. Lomet et al., "Unbundling Transaction
Services in the Cloud", Conference on Innovative Data Systems Research (CIDR), 2009,
with regard to system transactions). For example, system transactions may not be user
transactions, but rather may provide atomicity purely for the "private use" of the access
method (e.g., for index structure modifications (SMOs) - see, e.g., C. Mohan et al.,
"ARIES/IM: An Efficient and High Concurrency Index Management Method Using
Write-Ahead Logging", In Proceedings of the 1992 ACM SIGMOD International
Conference on Management of Data (SIGMOD '92), 1992, pp. 371-380). For example, a
property that system transactions recorded separately from the transaction log may be
effective is an example of an advantageous insight of the DEUTERONOMY approach to
decomposing a database kernel.

[0050] The discussion below includes further descriptions of example operation

interfaces that an access method implementer may encounter when using an example
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architecture such as LLAMA, with further discussion regarding how it may be used. The
discussion below includes further descriptions of example cache layers, in accordance
with example techniques discussed herein, as well as example designs of the log structured
storage layer. Further, discussion is provided with regard to example system transaction
mechanisms and example measures that may be taken to provide atomicity, in accordance
with example techniques discussed herein. Further, discussion is provided with regard to
example log structured storage recovery from system crashes, in accordance with example
techniques discussed herein.

[0051] In designing an example system such as LLAMA, a design goal may include a
goal to be as "general purpose” as possible, which may sometimes lead to a goal to "be as
low level" as possible. However, for an example system such as LLAMA to be "general
purpose", it may be desirable to operate effectively while knowing as little as possible
about what an access method does in using its facilities. Thus, operations of an example
system such as LLAMA may be "primitive", targeted at cache management and the
updating of pages. For example, an example system such as LLAMA may include some
additional facilities to support a primitive transaction mechanism that may be
advantageously included for SMOs (e.g., page splits and merges).

[0052] In accordance with example techniques discussed herein, an example system
such as LLAMA may include nothing in the interface regarding log sequence numbers
(LSNs), write-ahead logging or checkpoints for transaction logs. In accordance with
example techniques discussed herein, an example system such as LLAMA may include no
idempotence test for user operations. Further, in accordance with example techniques
discussed herein, an example system such as LLAMA may include no transactional
recovery (e.g., which may be handled by an access method using an example system such
as LLAMA, in accordance with example techniques discussed herein).

[0053] In accordance with example techniques discussed herein, an example access
method may change state in response to user operations. For example, a user may want to
create (C), read (R), update (U), or delete (D) a record (e.g., CRUD operations). In
accordance with example techniques discussed herein, an example system such as
LLAMA may not directly support these operations. Rather, the example access method
may implement them as updates to the states of LLAMA pages.

[0054] For example, there may also be structure changes that are part of example access
method operations. For example, a BW-TREE page split may involve posting a split delta

to an original page O so that searchers know that a new page now contains data for a sub
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range of the keys in O. For example, these too may be handled as updates to a LLAMA
page O.

[0055] In accordance with example techniques discussed herein, an example system
such as LLAMA may support two forms of update, e.g., a delta update, and a replacement
update. For example, an access method may choose to exploit these forms of updates in
accordance with a user's wishes. For example, a BW-TREE may make a series of delta
updates and at some point decide to "consolidate" and optimize the page by applying the
delta updates to a base page. For example, the BW-TREE may then use a replacement
update to generate the new base page.

[0056] In accordance with example techniques discussed herein, an example system
such as LLAMA may retain information regarding the physical location of a page in
secondary storage, throughout update operations and replacement operations as discussed
herein, so that the system 100 has the secondary storage page location information for re-
reading the page should it be swapped out of the main memory cache and for garbage
collection, as further discussed herein. Thus, the system 100 may remember previous page
locations and stable page state information.

[0057] For example, a delta update may be indicated as Update-D(PID, in-ptr, out-ptr,
data). For example, the delta update may prepend a delta describing a change to the prior
state of the page. For example, for the BW-TREE, the "data" parameter to Update-D may
include at least <Isn, key, data> where the Isn enables idempotence. For example, the "in-
ptr" points to the prior state of the page, and the "out-ptr" points to the new state of the
page.

[0058] For example, a replacement update may be indicated as Update-R(PID, in-ptr,
out-ptr, data). For example, a replacement update may result in an entirely new state for
the page. The prior state, preserved when using an Update-D, may be replaced by the
"data" parameter. Thus, the "data" parameter contains the entire state of the page with
deltas "folded in".

[0059] For example, a "read" may be indicated as Read(PID, out-ptr). For example, a
read may return, via "out-ptr", the address in main memory for the page. If the page is not
in main memory, then the mapping table entry may contain a secondary storage address.
For example, in that case, the page may be read into main memory and the mapping table
may be updated with the new main memory address.

[0060] In addition to supporting data operations, example systems discussed herein (e.g.,

LLAMA) may provide operations to manage the existence, location, and persistence of
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pages. To adjust to the amount of data stored, the access method may add or subtract
pages from its managed collections. To provide state persistence, an access method may
from time to time flush pages to secondary storage. To manage this persistence, pages may
be annotated appropriately (e.g., with log sequence numbers (Isns)). For example, a page
manager may be configured to control flush operations, allocate operations, and free
operations on pages.

[0061] For example, a flush operation may be indicated as Flush(PID, in-ptr, out-ptr,
annotation). For example, a Flush may copy a page state into the log structured store
(LSS) I/O buffer. Flush may be somewhat similar to Update-D in its impact on main
memory, as it prepends a delta (with an annotation) to the prior state. This delta may be
tagged as a "flush". In accordance with example techniques discussed herein, an example
system such as LLAMA may store the LSS secondary storage address where the page is
located (called the flash offset) and the caller "annotation" in the flush delta. For
example, a Flush may not ensure a user that the 1/O buffer is stable when it returns.
[0062] For example, a buffer manager may be configured to control updates to a log-
structured secondary storage buffer via latch-free update operations. Thus, for example,
multiple threads may simultaneously update the log-structured secondary storage buffer
via latch-free operations.

[0063] For example, a "make stable" operation may be indicated as Mk-Stable(LSS
address). For example, a Mk_Stable operation may ensure that pages flushed to the LSS
buffer, up to the LSS address argument, are stable on secondary storage. When

Mk _Stable returns, the LSS address provided and all lower LSS addresses are ensured to
be stable on secondary storage.

[0064] For example, a "high-stable" operation may be indicated as Hi-Stable(out-LSS
address). For example, a Hi_Stable operation may return the highest LSS address that is
currently stable on secondary storage.

[0065] For example, a page manager may be configured to initiate a flush operation of a
first page in cache layer storage to a location in secondary storage, based on initiating a
copy of a page state of the first page into a secondary storage buffer, and initiating a
prepending of a flush delta record to the page state, the flush delta record including a
secondary storage address indicating a storage location of the first page in secondary

storage and an annotation associated with a caller.
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[0066] For example, a buffer manager may be configured to initiate a stability operation
for determining that pages flushed to a secondary storage buffer, having lower addresses,
up to a first secondary storage address argument, are stable in secondary storage.

[0067] For example, an "allocate" operation may be indicated as Allocate(out-PID). For
example, an Allocate operation may return the PID of a new page allocated in the
mapping table. All such pages may be remembered persistently, so Allocate may be
included as part of a system transaction (as discussed further below), which may
automatically flush its included operations.

[0068] For example, a "free" operation may be indicated as Free(PID). For example, a
Free operation may make a mapping table entry identified by the PID available for reuse.
In main memory, the PID may be placed on the pending free list for PIDs for a current
epoch (as discussed further below). Again, because active pages may be remembered,
Free may be included as a part of a system transaction.

[0069] In accordance with example techniques discussed herein, example LLAMA
system transactions may be used to provide relative durability and atomicity (all or
nothing) for structure modifications (e.g., SMOs). For example, an LSS and its page
oriented records may be used as "log records"”. For example, all operations within a
transaction may be automatically flushed to an in-memory LSS 1/O buffer, in addition to
changing page state in the cache. For example, each LSS entry may include the state of a
page, for an example LSS that is strictly a "page" store.

[0070] In main memory, all such operations within a transaction may be held in isolation
until transaction commit, as discussed further below. For example, at commit, all page
changes in the transaction may be flushed atomically to the LSS buffer. For example, on
abort, all changes may be discarded. For example, a system transaction manager may be
configured to commit transactions and abort transactions.

[0071] For example, system transactions may be initiated and terminated via LLAMA
supported operations.

[0072] For example, a "transaction begin" operation may be indicated as TBegin(out-
TID). For example, a transaction identified by a transaction ID (TID) may be initiated.
This may involve entering it into an active transaction table (ATT) maintained by the
example LLAMA cache layer (CL) manager.

[0073] For example, a "transaction commit” operation may be indicated as

TCommit(TID). For example, the transaction may be removed from the active transaction
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table and the transaction may be committed. For example, page state changes in the
transaction may be installed in the mapping table and flushed to the LSS buffer.

[0074] For example, a "transaction abort" operation may be indicated as TAbort(TID).
For example, the transaction may be removed from the active transaction table, changed
pages may be reset to "transaction begin” in the cache, and no changes are flushed.

[0075] In accordance with example techniques discussed herein, in addition to Allocate
and Free, Update-D operations may be permitted within a transaction to change page
states. For example, Update-R might not be used, as it may complicate transaction undo,
as discussed further below.

[0076] In accordance with example techniques discussed herein, transactional operations
may all have input parameters: TID and annotation. For example, TID may be added to
the deltas in the cache, and an annotation may be added to each page updated in the
transaction (e.g., as if it were being flushed). When installed in the flush buffer and
committed, all updated pages in the cache may have flush deltas prepended describing
their location (e.g., as if they were flushed independently of a transaction).

[0077] The BW-TREE (see, e.g., J. Levandoski, et al., "The Bw-Tree: A B-tree for New
Hardware Platforms", 29th IEEE International Conference on Data Engineering (ICDE
2013), April 8-11, 2013) may provide an example key-value store that may enable user
transactions to be supported (e.g., for the transactional component 202). For example, it
may manage LSNs, enforce the write-ahead log (WAL) protocol, and respond to
checkpointing requests as expected by a DEUTERONOMY data component (DC) (see,
e.g., J. Levandoski et al., "Deuteronomy: Transaction Support for Cloud Data",
Conference on Innovative Data Systems Research (CIDR) (January 2011), pp. 123-133
and D. Lomet et al., "Unbundling Transaction Services in the Cloud", Conference on
Innovative Data Systems Research (CIDR), 2009). A discussion herein includes
addressing how it may accomplish that when using an example system such as LLAMA.
[0078] "Data" content to the Update-D and Update-R LLAMA operations may include
keys, LSNs, and the "data part" of a key value store. For example, a BW-TREE may thus,
via these operations, implement a key value store, provide idempotence via LSNs, perform
incremental updates via Update-D, perform its page consolidations via Update-R, and
access pages for read or write using the LLAMA Read or Flush operation. For example,
the system may include a record manager that may be configured to control updates based

on update delta record operations and replacement update operations.
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[0079] For example, an access method may store LSNs in the data it provides to
LLAMA via update operations. Further, the Flush operation annotation parameter, stored
in a flush delta, may provide additional information to describe page contents. For
example, these may permit the BW-TREE to enforce write-ahead logging (WAL). For
example, a Stabilize operation (e.g., MKk-Stable) after flushing a page may make updates
stable for transaction log checkpointing.

[0080] For example, Allocate and Free operations may permit an example BW-TREE
implementation to grow and shrink its tree. For example, BeginTrans (e.g., TBegin) and
Commit/Abort (e.g., TCommit/TAbort) may enable the atomicity expected when
performing structure modifications operations (SMOs).

[0081] For example, Update operations (e.g., Update-D/ Update-R) may not be limited
to "user level” data. For example, a BW-TREE may use Update-D to post its "merge" and
"split" deltas when implementing SMOs, as discussed further below, with regard to system
transactions.

[0082] In accordance with example techniques discussed herein, with respect to cache
layer data operations, page updating may be accomplished by installing a new page state
pointer 402 in the mapping table 304 using a compare and swap operation (CAS), whether
a delta update, as shown in FIG. 4, or a replacement update (e.g., as discussed further
below with regard to FIG. 7). For example, a replacement update (e.g., Update-R(PID,
in-ptr, out-ptr, data)) may include both the desired new state and the location of the prior
state of the page in LSS. For example, a new update delta 404 (e.g., Update-D(PID, in-
ptr, out-ptr, data)) points to the prior state 406 of the page 302, which already includes
this LSS location.

[0083] For example, such a latch-free approach may avoid the delays introduced by
latching, but it may incur a penalty of its own, as do "optimistic" concurrency control
methods, i.e., the CAS may fail and the update will then be re-attempted. For example, it
may be left to an example LLAMA user to retry its operation as appropriate, as an
example LLAMA implementation may indicate when a failure occurs.

[0084] In accordance with example techniques discussed herein, while no operation may
block when the data is in cache (e.g., 312), reading a page from secondary storage may
involve waiting for the page to appear in the cache. The mapping table (e.g., the mapping
table 304) will point to the LSS page, even for cached pages, as discussed above, enabling

pages to be moved between cache and LSS for effective cache management.
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[0085] In accordance with example techniques discussed herein, when a page is flushed,
an example LLAMA implementation may ensure that what is represented in the cache
(e.g., 312) matches what is in LSS (e.g., 314). Thus, the flush delta may include both PID
and LSS offset in the flush delta, and may include that delta in the LSS buffer and in the
cache (e.g., 312) by prepending it to the page 302.

[0086] In accordance with example techniques discussed herein, because an example
LLAMA implementation may support delta updating, page state may include non-
contiguous pieces. Combining this feature with flushing activity may result in an in-cache
page having part of its state in LSS (having been flushed earlier), while recent updates
may be present only in the cache. When this occurs, it may be possible to reduce the
storage cost of the next flush.

[0087] Thus, an example LLAMA implementation may flush such a page by writing a
delta that includes only the changes since the prior flush. For example, multiple update
deltas in the cache may all be made contiguous for flushing by writing a contiguous form
of the deltas (which may be referred to herein as a "C-delta"), with a pointer to the
remainder of the page in LSS. Thus, the entire page may be accessible in LSS, but in
possibly several pieces.

[0088] In accordance with example techniques discussed herein, the Flush operation
may observe a cached page state that may have several parts that have been flushed over
time in this manner, resulting in a cached page in which the separate pieces and their LSS
addresses are represented. In accordance with example techniques discussed herein, at any
time, Flush may bring these pieces together in LSS storage by writing the contents of the
discontiguous page pieces contiguously (and redundantly). For example, a user may be
willing to leave the pieces separate when LSS uses flash storage, while desiring contiguity
when LSS uses disk storage, due to the differing read access costs.

[0089] In accordance with example techniques discussed herein, when a page is flushed,
it may be desirable for a system to know, prior to the flush, what state of the page is being
flushed. For example, this may be easily ascertained using latches, as a system may simply
latch the page, and perform the flush. However, in a latch-free approach, the system may
have substantial difficulty in preventing flushing of updates to a page prior to it being
flushed. For example, this may pose issues in enforcement of a write-ahead log protocol,
or when the flush occurs as part of a structure modification. For example, it may be
desirable for inappropriate flushes to fail when they perform their CAS. Thus, in

accordance with example techniques discussed herein, the pointer to the page state to be
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flushed in the CAS may be used, which may then only capture that particular state and
may fail if the state has been updated before the flush completes. However, this may raise

other issues.

[0090] In resecarching the example techniques discussed herein, difficulties were

encountered in determining the kind of strong invariant that may be advantageous when
performing cache management and flushing pages to LSS. For example, an invariant may

include properties such as:

A page that is flushed successfully to LSS is immediately seen in
the cache as having been flushed, and the flushed state of the page
will be in the LSS I/O buffer ahead of the flushes of all later states.
A page whose flush has failed will not appear as flushed in the
cache, and it will be clear when viewing LSS that the flush did not
succeed.

[0091] For example, two alternative approaches may include:

1) Success of the flush may be ensured by first performing the CAS. Once the CAS
succeeds, the page may be posted to the LSS. For example, if that is done, a race
condition may undermine trustworthy LSS recovery. For example, a page may
subsequently be flushed that depends upon the earlier flush, where this "later" flush
succeeds in writing to LSS before a system crash, while the "earlier" flush is too
slow to complete and does not appear in the stable LSS. This situation may
compromise a form of causality.

2) The page state of the page that is desired to be flushed may be captured, and
written to the LSS buffer. Then the CAS may be attempted, and the CAS may fail.
Thus, a page is written to LSS with no indication for distinguishing whether the
flush succeeded or failed should the system crash. For example, there may be
multiple such pages written to LSS at various times. For example, a later state of
the page may be written that appears earlier in the LSS than the failed CAS. As
indicated above, it began later but obtained its buffer slot before the earlier flush.

[0092] In accordance with example techniques discussed herein, the dilemma discussed
above may be resolved, as discussed below. For example, if the CAS is performed early
enough, then it may be determined whether the flush will be successful or not, prior to
copying the state of the page to the log buffer. Thus, an example flush procedure may be

performed as follows:
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Step 1: Identify the state of the page that is intended to be flushed.

Step 2: Seize space in the LSS buffer into which to write the state.

Step 3: Perform the CAS to determine whether the flush will succeed. The LSS
offset in the flush delta will be obtained in order to do this (as provided in
step 2 above).

Step 4: If step 3 succeeds, write the state to be saved into the LSS. While this is
being written into the LSS, example LLAMA techniques discussed herein
may prevent the buffer from being written to LSS secondary storage.

Step 5: If step 3 fails, write an indication indicating "Failed Flush" into the
reserved space in the buffer. This may consume storage but resolves
ambiguity as to which flushes have succeeded or failed.

[0093] The result of this example procedure is that the LSS, during recovery, might not
observe pages that are the result of CAS's that have failed. For example, this also
preserves the property that any page that appears later in the LSS (in terms of its position
in the "log") will be a later state of the page than all earlier instances of the page in the
LSS log.

[0094] In accordance with example techniques discussed herein, it may be desirable for
an example LLAMA implementation to manage the cache and swap out data so as to meet
its memory constraints. For example, the example LLAMA implementation may be aware
of delta updates, replacement updates, and flushes, and may recognize each of these.
However, the example LLAMA implementation will know nothing about the contents of
the pages, if it is to be general purpose. Thus, the example LLAMA implementation is
unaware whether the access method layer is supporting transactions by maintaining LSN's
in the pages. Thus, an issue that may be posed includes a potential question regarding how
an example LLAMA implementation may provide cache space management (including
evicting pages) when it may not see LSN's and enforce the write-ahead log protocol.
[0095] In accordance with example techniques discussed herein, any data that has
already been flushed may be dropped from the cache. For example, systems in which
pages are updated in place may be prevented from swapping out (dropping from the
cache) any recently updated and "dirty" page. However, because of delta updates, an
example LLAMA implementation may determine which parts of pages have already been
flushed. For example, each such part may be described with a flush delta, and those
flushed parts may be "swapped out" of the cache.
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[0096] In "swapping out" parts of pages, it may be undesirable to simply deallocate the
storage and reuse it, as that may leave dangling references to the swapped out parts. Thus,
in accordance with example techniques discussed herein, a delta may be used that
describes what parts of a page have been swapped out.

[0097] For example, for a fully swapped out page, its main memory address in the
mapping table 304 may be replaced with an LSS pointer from the page's most recent flush
delta.

[0098] FIG. 5 depicts an example partial page swap out and an example partial swap
delta. For example, for partially swapped out pages, a CAS may be used to insert a "partial
swap" delta record 502. For example, this delta record 502 may indicate that the page has
been partially swapped out (e.g., so none of the page can be accessed normally), and may
point to a flush delta record 504 that indicates location information in the LSS for locating
the missing part of the page 506. For example, once the "partial swap" delta 502 has been
installed with a CAS, the memory for the part of the page being dropped may be freed
using an example epoch mechanism, as discussed further below.

[0099] For example, a page manager may be configured to initiate a swap operation of a
portion of a first page in cache layer storage to a location in secondary storage, based on
initiating a prepending of a partial swap delta record to a page state associated with the
first page, the partial swap delta record including a secondary storage address indicating a
storage location of a flush delta record that indicates a location in secondary storage of a
missing part of the first page.

[0100] For example, the page manager may be further configured to initiate a free
operation for cache layer storage associated with the portion of the first page, using an
epoch mechanism.

[0101] In accordance with example techniques discussed herein, this approach may
advantageously provide several useful features for users. For example, such an example
LLAMA implementation's cache layer (e.g., 312) may reclaim memory without
knowledge regarding the actual content of pages. For example, dropping flushed pages
and flushed parts of pages may involve no I/O operation. For example, bringing a partially
flushed page back into main memory may involve fewer LSS reads than would be the case
for a fully flushed page with multiple parts in LSS.

[0102] For example, several example cache management strategies may be used to
manage cache storage (e.g., least recently used (LRU), LRU(k), Clock, etc. - see, e.g., W.

Effelsberg et al., "Principles of database buffer management", ACM Transactions on
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Database Systems (TODS), Vol. 9, Issue 4 (December 1984), pp. 560-595 and E. O’Neil
et al., "The LRU-K page replacement algorithm for database disk buffering”, Proceedings
of the 1993 ACM SIGMOD International Conference on Management of Data (SIGMOD
'93), pp. 297-306). These examples may involve additional bookkeeping, but may pose no
substantial difficulties.

[0103] In accordance with example techniques discussed herein, using such an example
latch-free approach, operations may be examining both pages and page states even after
they have been designated as "garbage". For example, when not using conventional
"latches", the system may fail to prevent either of 1) an Update-R operation replacing the
entire page state, de-allocating prior state while another operation is reading it; or 2) a De-
allocate operation that "frees" a page in the mapping table while another operation is
examining it.

[0104] In accordance with example techniques discussed herein, neither storage nor
PIDs may be allowed to be reused until there is no possibility that another operation is
accessing them. Thus, a distinction may be established between a "freed resource" and a
"re-usable resource”. For example, a "freed resource" has been designated as garbage by
an operation. For example, a "re-usable resource” has been freed and may be ensured not
to be accessible by any other operation. For example, epochs may be used to protect de-
allocated objects from being re-used too early (see, e.g., H. Kung et al., "Concurrent
manipulation of binary search trees", ACM Transactions on Database Systems (TODS),
Vol. 5, Issue 3 (September 1980), pp. 354-382).

[0105] In accordance with example techniques discussed herein, every operation may
enroll in a current epoch E prior to accessing PID's or page states, and may exit E once
such access is completed. For example, an operation may always post freed resources on a
list of the current epoch, which may be E (the epoch it joined), or a later epoch if the
current epoch has advanced. For example, no resource on E's list may be reused until all
operations enrolled in E have exited.

[0106] For example, epochs may be numbered, and from time to time, a new epoch E+1
may become the "current” epoch. New operations may thus continue to enroll in the
current epoch, now E+1. For example, an epoch mechanism invariant is: No operation in
epoch E+1 or later epochs can have seen, and be using, resources freed in epoch E.

[0107] Thus, based on this invariant, once all operations have exited from E, no active
operation can access resources freed in E. FIG. 6 illustrates two example epochs 602, 604

and their respective garbage collection lists 606, 608. As shown in FIG. 6, a garbage
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collection item 610 is associated with "Thread 1" in Epoch 1 (602), a garbage collection
item 612 is associated with "Thread 2" in Epoch 1 (602), and a garbage collection item
614 1s associated with "Thread 3" in Epoch 2 (604). As shown in FIG. 6, a garbage
collection item 616 in the garbage collection list 608 of Epoch 2 (604), is associated with
"Thread 1" of Epoch 1 (602).

[0108] For example, once "Thread 1" and "Thread 2" have exited from Epoch 1 (602),
no active operation can access resources freed in Epoch 1 (602) (e.g., garbage collection
item 610 and garbage collection item 612).

[0109] For example, a first epoch manager may be configured to initiate enrollment of a
first processor operation in a first epoch enrollment list, prior to accessing page
information by the first processor operation.

[0110] The first epoch manager may be configured to post one or more resources freed
by the first processor operation in a first epoch garbage collection list. The first epoch
manager may block reuse of the posted resources that are posted in the first epoch garbage
collection list until the first epoch enrollment list includes no currently enrolled processor
operations.

[0111] In accordance with example techniques discussed herein, an example LLAMA
implementation may organize data on secondary storage (e.g., flash storage) in a log
structured manner (see, e.g., M. Rosenblum et al., "The Design and Implementation of a
Log-Structured File System", ACM Transactions on Computer Systems (TOCS), Vol. 10,
Issue 1, Feb. 1992, pp. 26 - 52) similar to a log structured file system (LFS). Thus, each
page flush relocates the position of the page on flash. For example, this may provide an
additional reason for using the example mapping table 304 discussed herein. For example,
log structured storage may advantageously reduce the number of writes per page, and
make the writes "sequential”. Thus, many random writes may be converted into one large
multi-page write.

[0112] As discussed above, a "logical page" may include a base page and zero or more
delta records indicating updates to the page, thus allowing a page to be written to flash in
pieces when it is flushed. Thus, a logical page on flash may correspond to records
potentially on different physical device blocks that are linked together using file offsets as
pointers. Further, a physical block may include records from multiple logical pages. FIG.
7a illustrates an example log-structured storage organization 700a on flash 314.

[0113] For example, a logical page may be read from flash 314 into memory (¢.g., RAM
312) by starting from the head of the chain on flash (whose offset in a sequential log 702
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may be obtained from the mapping table 304) and following the linked records. For
example, an offset 704 may be obtained from the mapping table 304, for accessing a delta
record 706, to obtain a current state, and a base page 708, for reading the corresponding
"logical page" from flash 314 into memory 312.

[0114] For example, an offset 710 may be obtained from the mapping table 304, for
accessing a delta record 712, to obtain the delta and link, to access a second delta record
714, and subsequently a base page 716, for reading the corresponding "logical page" from
flash 314 into memory 312.

[0115] For example, the flush process may advantageously consolidate multiple delta
records of the same logical page into a contiguous C-delta on flash when they are flushed
together. Moreover, a logical page may be consolidated on flash when it is flushed after
being consolidated in memory, which may advantageously improve page read
performance.

[0116] FIG. 7b depicts the example mapping table 304, indicating a replacement of a
prior state 740 of a page 742 with the new state 744 of the page 742, based on replacing a
physical address of first storage object 746 (e.g., which includes the base page 742 with a
plurality of previously prepended delta records, in FIG. 7b) with a physical address of the
new state 744 of the page 742 (e.g., resulting from a consolidation of the page 742 with
the previously prepended delta records).

[0117] For example, as shown in FIG. 7c, replacing the prior state 740 of the page 742
with the new state 744 of the page 742 may include consolidating the plurality of delta
records into a contiguous C-delta 750, which may then be flushed, together with the base
page 742.

[0118] For example, replacing the prior state 740 of the page 742 with the new state 744
of the page 742 may include generating a modified version of the current page 742, or
determining another page for replacing the current page 742, and replacing a physical
address of the current page 742 with a physical address of the new state 744 of the page
742 (e.g., the modified version or the other page for replacement), via an atomic compare
and swap operation on the mapping table 304.

[0119] For example, as a distinction between the features of FIG. 7b and FIG. 7c, when
writing a page to secondary storage, LLAMA may perform the consolidation illustrated in
FIG. 7c, but it depends upon the access method, executing an Update-R, to perform the
consolidation of FIG. 7b.
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[0120] In accordance with example techniques discussed herein, an example LLAMA
implementation may be entirely latch-free. Further, dedicated threads might not be used to
flush an I/O buffer, as this may complicate keeping thread workload balanced. Thus, all
threads may participate in managing this buffer. For example, conventional approaches
have utilized latches. However, such conventional techniques might only latch while
allocating space in the buffer, releasing the latch prior to data transfers, which may then
proceed in parallel.

[0121] In accordance with example techniques discussed herein, an example LLAMA
implementation may avoid conventional latches for buffer space allocation, instead using a
CAS for atomicity, as done elsewhere in the example systems discussed herein. For
example, this involves defining the state on which the CAS executes. For example, the
constant part of buffer state may include its address (Base) and size (Bsize). For example,
the current high water mark of storage used in the buffer may be tracked with an Offset
relative to the Base. For example, each request for the use of the buffer may begin with an
effort to reserve space Size for a page flush.

[0122] In accordance with example techniques discussed herein, to reserve space in the
buffer, a thread may acquire the current Offset and compute Offset+Size. For example, if
Offset+Size < Bsize then the request may be stored in the buffer. For example, the thread
may issue a CAS with current Offset as the comparison value, and Offset+Size as the new
value. If the CAS succeeds, Offset may be set to the new value, the space may be reserved,
and the buffer writer may transfer data to the buffer.

[0123] In accordance with example techniques discussed herein, this logic may handle
space allocation in the buffer. For example, writing the buffer and managing multiple
buffers may involve more in the CAS state, which is further discussed below.

[0124] In writing the buffer to secondary storage, if Offset+Size > Bsize, there is
insufficient space in the buffer to hold the thread's record. In this case, the thread may seal
the buffer, thus marking it as no longer to be used, and as prepared to be written to
secondary storage. This condition may be tracked with a "Sealed" bit in the flush buffer
state. For example, a CAS may change the "Sealed"” bit from F (e.g., false) to T (e.g., true).
For example, a sealed buffer may no longer be updated, and a thread encountering a sealed
buffer will seek a different (unsealed) buffer.

[0125] In accordance with example techniques discussed herein, a sealed buffer may no
longer accept new update requests. However, the example system may not yet be assured

that the prior writers, all of whom have succeeded in acquiring buffer space, have finished
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transferring their data to the buffer. In accordance with example techniques discussed
herein, an "Active" count may indicate the number of writers transferring data to the
buffer. For example, when reserving space in the buffer, the writer's CAS may include
values representing Offset, Sealed, and Active. For example, the writer's CAS may acquire
this structure, add its payload size to Offset, increment "Active” by 1, and if ~Sealed, may
perform a CAS to update this state and reserve space. For example, when a writer is
finished, it may reacquire this state, decrement "Active" by one, and may perform a CAS
to effect the change. For example, operations may be redone as needed in case of failure.
[0126] For example, a buffer may be flushable if it is Sealed and Active = 0. For
example, a writer that causes this condition may be responsible for initiating the I/O. For
example, when the I/0 is completed, the buffer's Offset and Active users may both be set
to zero, and the buffer may be unSealed.

[0127] In accordance with example techniques discussed herein, for multiple buffers,
cach of the buffers in a set of a plurality of buffers has a state as indicated above. FIG. 8
depicts an example complete flush buffer state 800. As shown in the example of FIG. 8§, a
state per buffer 802 may include 32 bits, including 24 bits for an offset for next write 804,
7 bits for a number of active writers 806, and 1 bit for a "sealed bit" indicator 808 (e.g.,
indicating a sealed buffer). For example, a currently active buffer number (CURRENT)
810 may indicate a currently active buffer (e.g., for & bits, as shown).

[0128] For example, buffers may be accessed and used in a round-robin style, such that
as one buffer is sealed (as indicated by the sealed bit indicator 808), example techniques
herein may proceed to the next buffer in the buffer "ring" (e.g., using CURRENT 810). In
accordance with example techniques discussed herein, CURRENT 810 may be used to
indicate which of a set of buffers is currently accepting new write requests.

[0129] In accordance with example techniques discussed herein, the thread that SEALs a
currently active buffer (e.g., via the "sealed bit" indicator 808) will also update
CURRENT 810 when it SEALS the buffer. For example, this thread may then select the
next CURRENT buffer. For example, when a buffer /O completes, the 1/O thread may
unseal the buffer but may not set CURRENT 810, as there may be another buffer serving
as the current buffer.

[0130] LSS is a log structured store, and so is conceptually "append only". For example,
a realization of LSS may involve continuously reclaiming space for the appending of new
versions of pages, as with any typical log structured file system (LFS). For example, this

technique may be referred to herein as "cleaning” (see, e.g., M. Rosenblum et al., supra).
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[0131] Because different versions of example pages may have different lifetimes, it is
possible that old portions of the example "log", which may be desirable to reuse, will
include current page states. For example, to reuse this "old" section of the example log, the
still current page states may be moved to the active tail of the log, appending them there so
that the older portion may be recycled for subsequent use. For example, this side effect of
cleaning may increase the number of writes (which may be referred to herein as "write
amplification” - see, e.g., X.-Y. Hu et al., "Write amplification analysis in flash-based
solid state drives", In Proceedings of SYSTOR 2009: The Israeli Experimental Systems
Conference (SYSTOR '09), Article No. 10).

[0132] For example, the cleaning effort may be simply organized. For example, the log
may be managed as a large "circular buffer” in which the oldest part (e.g., head of the log)
may be "cleaned" and added as new space at the active tail of the log where new page state
1S written.

[0133] In accordance with example techniques discussed herein, each page that is
relocated is made contiguous when it is re-written (e.g., when a page is re-appended to the
LSS store, the "rewritten" matter is contiguous). Thus, as many incremental flushes as it
may have had, all parts of the page are now made contiguous, thus advantageously
optimizing the accessibility of the page in LSS.

[0134] In accordance with example techniques discussed herein, a CAS on a delta
(which may be referred to herein as a "relocation delta") may be performed at the mapping
table entry for the page, providing the new location and describing which parts of the page
have been relocated (i.e., managing the cache so as to install the new location
information). For example, a concurrent update or flush may cause this CAS to fail, in
which case the CAS is attempted again.

[0135] Storage efficiency may have an advantageous positive impact on log structured
storage systems. In accordance with example techniques discussed herein, for any given
amount of space allocated to LSS, the more efficiently it uses that space, the less cleaning
it may perform, which may involve fewer page moves. For example, page moves may
result in additional writes to storage (e.g., write amplification).

[0136] With regard to potential LSS storage efficiency, there is no empty space in pages
that are flushed. For example, they may be written as packed variable length strings (e.g.,
on average, conventional B-TREE pages may be only 69% utilized). Further, because only
deltas since the prior flush might frequently be flushed, less space may be consumed per

page flush. Additionally, swapping updated pages out of cache will not involve an
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additional flush, as main memory in cache may be reclaimed only for the parts of the page
previously flushed.

[0137] One example aspect of access methods is that they make structure modifications
operations (SMO's) to permit such structures to grow and shrink. For example, SMO's
expect that there will be a way to effect atomic changes of the index so that ordinary
updates can execute correctly in the presence of on-going SMO's, and be atomic (all or
nothing). For example, an example BW-TREE may exploit system transactions as the
mechanism for its SMO's.

[0138] In accordance with example techniques discussed herein, durability of system
transactions may be realized via a log. However, some example logs discussed herein are
not transaction logs, but example LSS "page" stores, which may seem somewhat
inefficient given that a transactional system may typically only log operations. However,
with delta updating, page state may be logged by logging only the delta updates since the
prior page flush. Durability at commit is not involved, so commit does not "force" the LSS
buffer. However, in accordance with example techniques discussed herein, all subsequent
operations that use the result of a transaction may be ensured to occur after the transaction
commit in the LSS.

[0139] In accordance with example techniques discussed herein, similarly to non-
transactional operations, all transaction operations may be installed via a CAS on a page
pointer in the mapping table. Example techniques discussed herein may ensure that
content in the cache is represented faithfully in LSS and the reverse. Thus, substantially all
updates within a system transaction may include a flush operation. For example, every
system transaction update may be recorded in the LSS buffer, and hence may be "logged".
For example, the two representations of the information may be equivalent, thus ensuring
that, in case of a system crash, the state of the cache may be faithfully reconstructed as of
the last buffer stably captured by LSS.

[0140] This equivalence may conventionally be problematic when actions involve more
than one page, as with SMO's. For example, a node split SMO in a B-LINK tree both
allocates a new page and updates its sibling page link pointer to reference the new page.
For example, SMO's in latch-based systems may typically use latches to provide isolation
so that the internal states of a multi-page SMO are not visible in the cache manager until
the SMO is complete. For example, a latch-free design may mean that the ability to isolate

active (and hence uncommitted) transaction updates may be limited.
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[0141] In accordance with example techniques discussed herein, an example LLAMA
implementation may provide a transactional interface that permits substantially arbitrary
access to pages (i.c., operations on arbitrary pages may be placed within a transaction).
However, pages updated during a transaction may not be protected from access by an
operation external to the transaction. However, In accordance with example techniques
discussed herein, SMO's may be designed that do not involve a fully general isolation
capability. For example, FIG. 9 illustrates an example transaction template 900 that may
be used for capturing SMO transactions.

[0142] For example, in step 1 (902), pages are allocated or freed in the mapping table. In
step 2 (904), pages are updated as needed. In step 3 (906), an existing page is updated so
as to connect the new pages to the rest of the index or to remove an existing page while
updating another page.

[0143] In accordance with example techniques discussed herein, a new node for a node
split (using the example template of FIG. 9), is not visible to other threads until step 3 of
FIG. 9, when it is connected to the tree and the transaction is committed. Thus, such an
SMO transaction may provide both atomicity and isolation.

[0144] Somewhat similarly to conventional transactional systems, an active transaction
table may be maintained for system transactions, which may be referred to herein as the
active transaction table (ATT). For example, the ATT may include an entry, per active
system transaction, that includes the transaction id (TID) for the transaction and a pointer
to the immediately prior operation of the transaction (which may be referred to herein as
"IP" (for "immediately prior")), which points to (or otherwise references) the memory
address of the most recent operation of the transaction.

[0145] For example, a BeginTrans operation (e.g., TBegin) may add a new entry to the
ATT, with a transaction id (TID) higher than any preceding transaction, with IP set to a
value of NULL. For example, execution of a transaction operation may create a "log
record" for the operation, pointing back to the log record for the operation identified by the
IP, and IP may be updated to reference the new operation. For example, this may serve to
backlink the "log records” for operations of a transaction, with all "log records" in main
memory. Further, in accordance with example techniques discussed herein, operations
within a system transaction may only change cache state via mapping table updates (i.c.,
not LSS buffer state). In accordance with example techniques discussed herein, these

pages may be flushed on transaction commit. In accordance with example techniques
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discussed herein, when an end of transaction (commit or abort) occurs, the transaction may
be removed from the ATT.

[0146] For example, a system transaction manager may be configured to add a
transaction identifier (TID) of a first transaction to an active transaction table (ATT) that is
maintained by a cache layer manager. For example, a transaction commit manager may be
configured to commit the first transaction based on removing the TID from the ATT,
installing page state changes that are associated with the first transaction in the mapping
table, and initiating a flush of the page state changes that are associated with the first
transaction to the secondary storage buffer.

[0147] In accordance with example techniques discussed herein, at the time of a commit
operation, pages changed by a transaction will be flushed to the LSS buffer in an atomic
fashion. As an example technique, these page writes may be bracketed with begin and end
records for the transaction in the LSS; however, this may involve crash recovery to undo
interrupted transactions. For example, such undo recovery may involve the writing of
undo information to LSS. In accordance with example techniques discussed herein, this
may be avoided by performing an atomic flush at commit of all pages changed by a
transaction, as discussed further below.

[0148] In accordance with example techniques discussed herein, subsequent actions that
depend on an SMO will appear later in the LSS buffer than the information describing the
SMO transaction. Thus, when the state of an SMO becomes visible in the cache to threads
other than the thread working on the system transaction, those other threads may depend
upon the SMO having been committed to the LSS, and already present in the LSS buffer.
[0149] As shown in FIG. 9, step 3 indicates "Update an existing page so as to connect
the new pages to the rest of the index or to remove an existing page while updating
another page". Thus, example techniques discussed herein may encapsulate both the
updating in main memory (making the transaction state visible) and the committing of the
transaction in the LSS buffer via an atomic flush, using an example "commit" capability
for an Update-D to accomplish this (i.c., combining an update with transaction commit).
[0150] In accordance with example techniques discussed herein, LSS may enable a
transactional Update-D "commit" operation by combining the update and its CAS
installation with an atomic flush of all pages changed in the transaction. For example, this
flush on commit of multiple pages may be performed similarly as for individual page
flushes. For example, LSS buffer space may be allocated for all pages changed in the
transaction. Then the CAS may be executed that installs the Update-D delta prepended
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with a flush delta. If the CAS succeeds, the pages updated in the transaction may be
written to the LSS flush buffer. After the flush of all pages for the transaction is complete,
the flush process may decrement the number of writers of the flush buffer. For example,
the allocation of space for all pages in the transaction as a single unit, with the hold until
writer decrement on the LSS buffer, may ensure atomicity for the transaction in the LSS
store.

[0151] For example, a transaction commit manager may be configured to install an
update delta record that is associated with a transaction in a mapping table, via a compare
and swap (CAS) operation, the update delta record prepended with a flush delta record.
For example, the transaction commit manager may be configured to determine whether the
CAS operation succeeds. If the transaction commit manager determines that the CAS
operation succeeded, the transaction commit manager may initiate a write operation to
write pages updated in the transaction to a secondary storage flush buffer.

[0152] In accordance with example techniques discussed herein, if the CAS fails, a
response may proceed similarly as for other flush failures. For example, the space that was
allocated so that the LSS, during recovery, does not confuse the space with anything else,
may be VOIDed. Thus, the example recovery process may be completely unaware of
system transactions. Rather, system transactions may be solely a capability of the example
caching layer. Thus, it may be acceptable to proceed without ensuring TID uniqueness
across system crashes or reboots.

[0153] In accordance with example techniques discussed herein, operations of an
aborted system transaction may be undone in the cache since recovery does not see
incomplete transactions. Thus, the back chain of log records for the transaction, which are
linked together in main memory, may be followed, and the undo may be provided based
on the nature of the operations on the ATT list for the transaction. For example, a delta
update may be undone by removing the delta, an allocate may be undone with a "free",
and a "free" may be undone by restoring the page to its state prior to the "free". Aside
from undoing a "free", no extra information may be desired for these operations, beyond
the information describing operation success.

[0154] In accordance with example techniques discussed herein, actions that occur
within transactions are provisional, including the allocation and freeing of storage and
mapping table page entries (PIDs). For example, during transaction execution, PIDs may
be allocated or freed, and Update-D deltas may be generated. For example, the

management of these resources may be accomplished based on epoch mechanisms, as
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discussed herein. For example, since an SMO is performed within a single user operation
request, the thread may remain in its epoch for the duration of the transaction.

[0155] In accordance with example techniques discussed herein, an example LLAMA
implementation may reclaim resources depending on transaction commit or abort. For
example, for a commit operation, FreePage PIDs may be added to the PID pending free
list for the current epoch. For example, for an abort operation, an AllocatePage PID may
be freed during undo and similarly added to the PID pending free list. For example, for an
Update-D operation, the update delta may be added to the storage pending free list for the
current epoch, should the transaction abort.

[0156] As discussed herein, "crash recovery" generally is not referring to "transactional
recovery”. As discussed herein, "checkpointing” generally is not referring to
checkpointing as used to manage a transactional log. Rather, as discussed herein, "crash
recovery” may refer to example techniques for LSS (e.g., a log structured store) to recover
its mapping table of pages and their states to the time of a system crash. This particular
type of recovery step is typically not a concern for conventional update-in-place storage
Systems.

[0157] With regard to "crash recovery"” as discussed herein, the mapping table may be
considered as a type of "database". For example, updates to this database may include the
page states flushed to the LSS. Thus, every page flush may update the "mapping table
database". Should the system crash, the LSS "log" may be replayed to recover the
"mapping table database", using the pages flushed as redo log records to update the
mapping table.

[0158] In support of the above strategy, the mapping table may be periodically
checkpointed, so as to avoid maintaining LSS updates indefinitely. For example, the LFS
cleaning techniques discussed above may be used for this purpose (i.c., shortening the
recovery log); however, such techniques may leave a recovery log (the LSS log structured
store) that is substantially larger than may be desirable for high speed recovery.

[0159] In accordance with example techniques discussed herein, an advantageous tactic
may be used for checkpointing. For example, an example LLAMA implementation may
asynchronously and incrementally write the complete mapping table during a checkpoint
to one of two alternating locations. FIG. 10 illustrates example checkpoint data 1000, in
accordance with example techniques discussed herein. For example, the two alternating
locations may be selected as two different "well-known locations" (WKLs), such that the

system will know the locations, even after a system crash that may lose other "current"”
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information regarding locations of various entities. Thus, a pointer may be saved (e.g.,
using a WKL) that points to information regarding the state of the system, as it existed at
the time of a crash. For example, by using two checkpoints, a user may not update in place
a "live" checkpoint.

[0160] For example, each location, in addition to the complete mapping table, may store
a recovery start position (RSP) 1002 and garbage collection offset GC 1004 in a flash log
1006, as shown in FIG. 10. For example, the RSP 1002 may include the end offset in the
LSS store at the time of initiating copying of the mapping table 304. For example, the GC
offset 1004 may mark the garbage collection "frontier".

[0161] In accordance with example techniques discussed herein, later checkpoints have
higher RSPs 1002, as LSS offsets monotonically increase by being virtualized. For
example, after a system crash, the completed checkpoint with the highest RSP 1002 may
be used to initialize the state of the recovered mapping table 304. For example, the RSP
1002 indicates a position in the LSS "log" (1006) for beginning redo recovery. To identify
the last complete checkpoint, the RSP 1002 is not written to the checkpoint until the
mapping table 304 has been fully captured. Thus, the previous high RSP (from the
alternate location) will be the highest RSP 1002 until the current checkpoint is complete.
[0162] In accordance with example techniques discussed herein, writing out the
mapping table 304 as part of a checkpoint is not a byte-for-byte copy of the mapping table
304 as it exists in the cache. For example, the cached form of the mapping table 304 has
main memory pointers in the mapping table entries for cached pages, whereas an example
desired checkpoint discussed herein involves capturing the LSS addresses of the pages. As
another example, mapping table entries that are not currently allocated are maintained on a
free list that uses the mapping table entries as list items. Thus, a free mapping table entry
either has zero or the address of the immediately preceding free mapping table entry (in
time order based on the time when they were added to the free list). For example, a usable
free list may not be captured during asynchronous "copying" of the mapping table as
discussed herein. For example, the copy of the mapping table 304, as discussed herein, is
written asynchronously and incrementally, which may aid in minimizing the impact on
normal execution.

[0163] In accordance with example techniques discussed herein, an example LLAMA
implementation may first save the current end offset of the LSS store as the RSP 1002, and
may save the current LSS cleaning offset as the GC 1004. For example, the mapping table

304 may be scanned (e.g., concurrently with ongoing operations), and the LSS address of

31



10

15

20

25

30

WO 2014/205298 PCT/US2014/043299

the most recent flush of the page for each PID entry (stored in the most recent flush delta)
may be identified, and that LSS address may be stored in the example checkpoint for that
mapping table 304 entry. For example, if the entry is free, that entry may be zeroed in the
checkpoint copy. For example, the free list may be reconstructed at the end of redo
recovery. Further, when copying of the mapping table 304 is complete, the previously
saved RSP 1002 and GC 1004 may be written to the stable checkpoint area, thus
completing the checkpoint.

[0164] In accordance with example techniques discussed herein, recovery may be
initiated by copying the mapping table 304 for the checkpoint with the highest RSP 1002
(i.e., the latest complete checkpoint) into cache 312. For example, the log 1006 may then
be read from RSP 1002 forward to the end of the LSS. For example, each page flush that
is encountered may be brought into the cache 312 as if it were the result of a page read.
[0165] For example, the content of the page may be read, and the deltas may be set so
that the location in LSS is referenced in a flush delta. For example, when an AllocatePage
operation is encountered, the mapping table 304 entry for the allocated PID may be
initialized to "empty", as expected by an AllocatePage operation. For example, when a
FreePage operation is encountered, the mapping table 304 entry may be set to ZERO. For
example, the LSS cleaner may resume garbage collecting the log from the GC offset
(1004) read from the checkpoint.

[0166] In accordance with example techniques discussed herein, during recovery, all
free mapping table 304 entries may be set to ZERO. For example, the rebuilt mapping
table 304 may be scanned. For example, when a ZERO entry is encountered, it may be
added to the free list, which may be managed as a stack (i.e., the first entry to be reused is
the last one that is added to the list). In accordance with these example techniques, the low
order PID's may be reused (as a preference in reuse), which may tend to keep the table size
clustered and small (at least as a result of recovery). Further, a high water mark may be
maintained in the mapping table, indicating the highest PID used so far. For example,
when the free list is exhausted, PID's may be added from the unused part of the table,
incrementing the high water mark.

[0167] As further discussed herein, FIG. 11 is a block diagram of a system 1100 for
managing latch-free and log-structured storage. One skilled in the art of data processing
will appreciate that system 1100 may be realized in hardware implementations, software
implementations, or combinations thereof. As shown in FIG. 11, a system 1100 may

include a device 1102 that includes at least one processor 1104. The device 1102 may
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include a data manager 1106 that may include a data opaque interface 1108 that may be
configured to provide, to an arbitrarily selected page-oriented access method 1110,
interface access to page data storage 1112 that includes latch-free access to the page data
storage 1112. For example, the page-oriented access method 1110 may be any arbitrary
access method. For example, the page data storage 1112 may include any type of page
data storage, including (at least) volatile storage such as main memory, and more stable
storage (e.g., more non-volatile storage) such as "secondary storage", which may include
flash storage, as well as other types of disk drives, etc. One skilled in the art of data
processing will appreciate that there are many types of page data storage that may be used
with techniques discussed herein, without departing from the spirit of the discussion
herein.

[0168] According to an example embodiment, the data manager 1106, or one or more
portions thereof, may include executable instructions that may be stored on a tangible
computer-readable storage medium, as discussed below. According to an example
embodiment, the computer-readable storage medium may include any number of storage
devices, and any number of storage media types, including distributed devices.

[0169] In this context, a "processor” may include a single processor or multiple
processors configured to process instructions associated with a computing system. A
processor may thus include one or more processors processing instructions in parallel
and/or in a distributed manner. Although the device processor 1104 is depicted as external
to the data manager 1106 in FIG. 11, one skilled in the art of data processing will
appreciate that the device processor 1104 may be implemented as a single component,
and/or as distributed units which may be located internally or externally to the data
manager 1106, and/or any of its elements.

[0170] For example, the system 1100 may include one or more processors 1104. For
example, the system 1100 may include at least one tangible computer-readable storage
medium storing instructions executable by the one or more processors 1104, the
executable instructions configured to cause at least one data processing apparatus to
perform operations associated with various example components included in the system
1100, as discussed herein. For example, the one or more processors 1104 may be included
in the at least one data processing apparatus. One skilled in the art of data processing will
understand that there are many configurations of processors and data processing
apparatuses that may be configured in accordance with the discussion herein, without

departing from the spirit of such discussion.
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[0171] In this context, a "component” may refer to instructions or hardware that may be
configured to perform certain operations. Such instructions may be included within
component groups of instructions, or may be distributed over more than one group. For
example, some instructions associated with operations of a first component may be
included in a group of instructions associated with operations of a second component (or
more components). For example, a "component” herein may refer to a type of
functionality that may be implemented by instructions that may be located in a single
entity, or may be spread or distributed over multiple entities, and may overlap with
instructions and/or hardware associated with other components.

[0172] According to an example embodiment, the data manager 1106 may be
implemented in association with one or more user devices. For example, the data manager
1106 may communicate with a server, as discussed further below.

[0173] For example, one or more databases may be accessed via a database interface
component 1122. One skilled in the art of data processing will appreciate that there are
many techniques for storing information discussed herein, such as various types of
database configurations (e.g., relational databases, hierarchical databases, distributed
databases) and non-database configurations.

[0174] According to an example embodiment, the data manager 1106 may include a
memory 1124 that may store objects such as intermediate results. In this context, a
"memory" may include a single memory device or multiple memory devices configured to
store data and/or instructions. Further, the memory 1124 may span multiple distributed
storage devices. Further, the memory 1124 may be distributed among a plurality of
Processors.

[0175] According to an example embodiment, a user interface component 1126 may
manage communications between a user 1128 and the data manager 1106. The user 1128
may be associated with a receiving device 1130 that may be associated with a display
1132 and other input/output devices. For example, the display 1132 may be configured to
communicate with the receiving device 1130, via internal device bus communications, or
via at least one network connection.

[0176] According to example embodiments, the display 1132 may be implemented as a
flat screen display, a print form of display, a two-dimensional display, a three-dimensional
display, a static display, a moving display, sensory displays such as tactile output, audio

output, and any other form of output for communicating with a user (e.g., the user 1128).
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[0177] According to an example embodiment, the data manager 1106 may include a
network communication component 1134 that may manage network communication
between the data manager 1106 and other entities that may communicate with the data
manager 1106 via at least one network 1136. For example, the network 1136 may include
at least on¢ of the Internet, at least one wircless network, or at least one wired network.
For example, the network 1136 may include a cellular network, a radio network, or any
type of network that may support transmission of data for the data manager 1106. For
example, the network communication component 1134 may manage network
communications between the data manager 1106 and the receiving device 1130. For
example, the network communication component 1134 may manage network
communication between the user interface component 1126 and the receiving device 1130.
[0178] For example, the data opaque interface 1108 may be configured to provide, to the
arbitrarily selected page-oriented access method 1110, interface access to page data
storage 1112 that includes log structured access to the page data storage 1112.

[0179] For example, a cache layer manager 1138 may include a map table manager 1140
that may be configured to initiate table operations on an indirect address mapping table
1142 associated with the data opaque interface 1108, the table operations including
initiating atomic compare and swap (CAS) operations on entries in the indirect address
mapping table 1142, to replace prior states of pages that are associated with the page data
storage 1112, with new states of the pages.

[0180] For example, the map table manager 1140 may be configured to initiate the table
operations on the indirect address mapping table 1142 associated with the data opaque
interface 1108, wherein the indirect address mapping table 1142 is used in common for
management of data storage that includes cache layer storage 1144 and secondary storage
1146.

[0181] For example, the indirect address mapping table 1142 separates logical locations
of pages from corresponding physical locations of the pages, wherein users of the page
data storage store page identifier values in licu of physical location address values for the
pages, elsewhere in data structures referencing the page data storage.

[0182] For example, an update manager 1148 may be configured to control data updates
and management updates using latch-free compare and swap operations on entries in the
indirect address mapping table 1142 to effect atomic state changes on the indirect address

mapping table 1142.
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[0183] For example, a storage layer 1149 may include a log-structured storage layer
manager 1150 that may be configured to control page location changes associated with log
structuring resulting from page flushes, using latch-free compare and swap operations on
entries in the indirect address mapping table 1142.

[0184] For example, a buffer manager 1151 may be configured to control updates to a
log-structured secondary storage buffer via latch-free update operations. Thus, for
example, multiple threads may simultaneously update the log-structured secondary storage
buffer via latch-free operations.

[0185] For example, the buffer manager 1151 may be configured to initiate a stability
operation for determining that pages flushed to the log-structured secondary storage
buffer, having lower addresses, up to a first secondary storage address argument, are stable
in the log-structured secondary storage.

[0186] For example, a page manager 1152 may be configured to control flush
operations, allocate operations, and free operations on pages. For example, the page
manager 1152 may be configured to initiate a flush operation of a first page in cache layer
storage to a location in secondary storage, based on initiating a copy of a page state of the
first page into a secondary storage buffer, initiating a prepending of a flush delta record to
the page state, the flush delta record including a secondary storage address indicating a
storage location of the first page in secondary storage and an annotation associated with a
caller, and initiating an update to the page state based on installing an address of the flush
delta record in a mapping table, via a compare and swap (CAS) operation.

[0187] For example, the page manager 1152 may be configured to initiate a swap
operation of a portion of a first page in cache layer storage to a location in secondary
storage, based on initiating a prepending of a partial swap delta record to a page state
associated with the first page, the partial swap delta record including a main memory
address indicating a storage location of a flush delta record that indicates a location in
secondary storage of a missing part of the first page.

[0188] For example, a system transaction manager 1154 may be configured to commit
transactions and abort transactions.

[0189] For example, a record manager 1156 may be configured to control updates based
on update delta record operations and replacement update operations.

[0190] For example, an epoch manager 1160 may be configured to initiate enrollment of

a first processor operation in a first epoch enrollment list associated with a first epoch,
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prior to accessing page information by the first processor operation. For example, the first
processor operation may be a thread.

[0191] For example, the page manager 1152 may be configured to flush a page state to
secondary storage based on installing a pointer to a flush delta record in a mapping table,
via a compare and swap (CAS) operation, the flush delta record prepended to an existing
page state that is replaced in the mapping table via the CAS operation.

[0192] For example, the page manager 1152 may be configured to determine whether
the CAS operation succeeds, and to initiate a write operation to write the existing page
state to a secondary storage flush buffer, if it is determined that the CAS operation
succeeds.

[0193] For example, the page manager 1152 may be configured to initiate a void
operation to storage space previously allocated for the existing page, if it is determined
that the CAS operation fails.

[0194] One skilled in the art of data processing will appreciate that many different
techniques may be used for latch-free, log-structured storage systems, without departing
from the spirit of the discussion herein.

I11. Flowchart Description

[0195] Features discussed herein are provided as example embodiments that may be
implemented in many different ways that may be understood by one of skill in the art of
data processing, without departing from the spirit of the discussion herein. Such features
are to be construed only as example embodiment features, and are not intended to be
construed as limiting to only those detailed descriptions.

[0196] FIGs. 12a-12d are a flowchart illustrating example operations of the system of
FIG. 11, according to example embodiments. In the example of FIG. 12a, interface access
to page data storage that includes latch-free access to the page data storage, may be
provided, to an arbitrarily selected page-oriented access method (1202). For example, the
data opaque interface 1108 that may provide, to an arbitrarily selected page-oriented
access method 1110, interface access to page data storage 1112 that includes latch-free
access to the page data storage 1112, as discussed above.

[0197] For example, the interface access to page data storage may include log structured
access to the stable page data storage (1204). For example, the data opaque interface 1108
may provide, to the arbitrarily selected page-oriented access method 1110, interface access
to page data storage 1112 that includes log structured access to the page data storage 1112,

as discussed above.
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[0198] For example, table operations may be initiated on an indirect address mapping
table associated with the data opaque interface, the table operations including initiating
atomic compare and swap operations on entries in the indirect address mapping table, to
replace prior states of pages that are associated with the page data storage, with new states
of the pages (1206). For example, the map table manager 1140 may initiate table
operations on an indirect address mapping table 1142 associated with the data opaque
interface 1108, the table operations including initiating atomic compare and swap (CAS)
operations on entries in the indirect address mapping table 1142, to replace prior states of
pages that are associated with the page data storage 1112, with new states of the pages, as
discussed above.

[0199] For example, the indirect address mapping table may be used in common for
management of data storage that includes cache layer storage and secondary storage
(1208), as indicated in FIG. 12b. For example, the map table manager 1140 may initiate
the table operations on the indirect address mapping table 1142 associated with the data
opaque interface 1108, wherein the indirect address mapping table 1142 is used in
common for management of data storage that includes cache layer storage 1144 and
secondary storage 1146, as discussed above.

[0200] For example, logical locations of pages may be separated from corresponding
physical locations of the pages, wherein users of the page data storage store page identifier
values in lieu of physical location address values for the pages, elsewhere in data
structures referencing the page data storage (1210). For example, the indirect address
mapping table 1142 separates logical locations of pages from corresponding physical
locations of the pages, wherein users of the page data storage store page identifier values
in lieu of physical location address values for the pages, elsewhere in data structures
referencing the page data storage, as discussed above.

[0201] For example, data updates and management updates may be controlled using
latch-free compare and swap operations on entries in the indirect address mapping table to
effect atomic state changes on the indirect address mapping table (1212). For example, the
update manager 1148 may control data updates and management updates using latch-free
compare and swap operations on entries in the indirect address mapping table 1142 to
effect atomic state changes on the indirect address mapping table 1142, as discussed
above.

[0202] For example, page location changes associated with log structuring resulting

from page flushes may be controlled, using latch-free compare and swap operations on
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entries in the indirect address mapping table (1214). For example, the log-structured
storage layer manager 1150 may control page location changes associated with log
structuring resulting from page flushes, using latch-free compare and swap operations on
entries in the indirect address mapping table 1142, as discussed above.

[0203] For example, enrollment of a first processor operation in a first epoch enrollment
list associated with a first epoch may be initiated, prior to accessing page information by
the first processor operation (1216), in the example of FIG. 12c.

[0204] For example, a page state may be flushed to secondary storage based on
installing a pointer to a flush delta record in a mapping table, via a compare and swap
(CAS) operation, the flush delta record prepended to an existing page state that is replaced
in the mapping table via the CAS operation (1218).

[0205] For example, updates to a log-structured secondary storage buffer may be
controlled via latch-free update operations (1220).

[0206] For example, a flush operation of a first page in cache layer storage to a location
in secondary storage may be initiated, based on initiating a copy of a page state of the first
page into a secondary storage buffer, initiating a prepending of a flush delta record to the
page state, the flush delta record including a secondary storage address indicating a
storage location of the first page in secondary storage and an annotation associated with a
caller, and initiating an update to the page state based on installing an address of the flush
delta record in a mapping table, via a compare and swap (CAS) operation (1222), in the
example of FIG. 12d.

[0207] For example, a swap operation of a portion of a first page in cache layer storage
to a location in secondary storage may be initiated, based on initiating a prepending of a
partial swap delta record to a page state associated with the first page, the partial swap
delta record including a main memory address indicating a storage location of a flush delta
record that indicates a location in secondary storage of a missing part of the first page
(1224).

[0208] One skilled in the art of data processing will understand that there may be many
different techniques may be used for latch-free, log-structured storage systems, without
departing from the spirit of the discussion herein.

[0209] Customer privacy and confidentiality have been ongoing considerations in data
processing environments for many years. Thus, example techniques for latch-free, log-
structured storage systems may use user input and/or data provided by users who have

provided permission via one or more subscription agreements (e.g., "Terms of Service"
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(TOS) agreements) with associated applications or services associated with such analytics.
For example, users may provide consent to have their input/data transmitted and stored on
devices, though it may be explicitly indicated (e.g., via a user accepted agreement) that
each party may control how transmission and/or storage occurs, and what level or duration
of storage may be maintained, if any.

[0210] Implementations of the various techniques described herein may be implemented
in digital electronic circuitry, or in computer hardware, firmware, software, or in
combinations of them (e.g., an apparatus configured to execute instructions to perform
various functionality).

[0211] Implementations may be implemented as a computer program embodied in a
pure signal such as a pure propagated signal. Such implementations may be referred to
herein as implemented via a "computer-readable transmission medium".

[0212] Alternatively, implementations may be implemented as a computer program
embodied in a machine usable or machine readable storage device (e.g., a magnetic or
digital medium such as a Universal Serial Bus (USB) storage device, a tape, hard disk
drive, compact disk, digital video disk (DVD), etc.), for execution by, or to control the
operation of, data processing apparatus, ¢.g., a programmable processor, a computer, or
multiple computers. Such implementations may be referred to herein as implemented via a
"computer-readable storage medium" or a "computer-readable storage device" and are thus
different from implementations that are purely signals such as pure propagated signals.
[0213] A computer program, such as the computer program(s) described above, can be
written in any form of programming language, including compiled, interpreted, or
machine languages, and can be deployed in any form, including as a stand-alone program
or as a module, component, subroutine, or other unit suitable for use in a computing
environment. The computer program may be tangibly embodied as executable code (e.g.,
executable instructions) on a machine usable or machine readable storage device (e.g., a
computer-readable medium). A computer program that might implement the techniques
discussed above may be deployed to be executed on one computer or on multiple
computers at one site or distributed across multiple sites and interconnected by a
communication network.

[0214] Method steps may be performed by one or more programmable processors
executing a computer program to perform functions by operating on input data and
generating output. The one or more programmable processors may execute instructions in

parallel, and/or may be arranged in a distributed configuration for distributed processing.
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Example functionality discussed herein may also be performed by, and an apparatus may
be implemented, at least in part, as one or more hardware logic components. For example,
and without limitation, illustrative types of hardware logic components that may be used
may include Field-programmable Gate Arrays (FPGAs), Program-specific Integrated
Circuits (ASICs), Program-specific Standard Products (ASSPs), System-on-a-chip
systems (SOCs), Complex Programmable Logic Devices (CPLDs), etc.

[0215] Processors suitable for the execution of a computer program include, by way of
example, both general and special purpose microprocessors, and any one or more
processors of any kind of digital computer. Generally, a processor will receive instructions
and data from a read only memory or a random access memory or both. Elements of a
computer may include at least one processor for executing instructions and one or more
memory devices for storing instructions and data. Generally, a computer also may include,
or be operatively coupled to receive data from or transfer data to, or both, one or more
mass storage devices for storing data, e.g., magnetic, magneto optical disks, or optical
disks. Information carriers suitable for embodying computer program instructions and data
include all forms of nonvolatile memory, including by way of example semiconductor
memory devices, ¢.g., EPROM, EEPROM, and flash memory devices; magnetic disks,
e.g., internal hard disks or removable disks; magneto optical disks; and CD ROM and
DVD-ROM disks. The processor and the memory may be supplemented by, or
incorporated in special purpose logic circuitry.

[0216] To provide for interaction with a user, implementations may be implemented on
a computer having a display device, e.g., a cathode ray tube (CRT), liquid crystal display
(LCD), or plasma monitor, for displaying information to the user and a keyboard and a
pointing device, e.g., a mouse or a trackball, by which the user can provide input to the
computer. Other kinds of devices can be used to provide for interaction with a user as
well; for example, feedback provided to the user can be any form of sensory feedback,
e.g., visual feedback, auditory feedback, or tactile feedback. For example, output may be
provided via any form of sensory output, including (but not limited to) visual output (e.g.,
visual gestures, video output), audio output (e.g., voice, device sounds), tactile output
(e.g., touch, device movement), temperature, odor, etc.

[0217] Further, input from the user can be received in any form, including acoustic,
speech, or tactile input. For example, input may be received from the user via any form of

sensory input, including (but not limited to) visual input (e.g., gestures, video input), audio
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input (e.g., voice, device sounds), tactile input (e.g., touch, device movement),
temperature, odor, etc.

[0218] Further, a natural user interface (NUI) may be used to interface with a user. In
this context, a "NUI" may refer to any interface technology that enables a user to interact
with a device in a "natural" manner, free from artificial constraints imposed by input
devices such as mice, keyboards, remote controls, and the like.

[0219] Examples of NUI techniques may include those relying on speech recognition,
touch and stylus recognition, gesture recognition both on a screen and adjacent to the
screen, air gestures, head and eye tracking, voice and speech, vision, touch, gestures, and
machine intelligence. Example NUI technologies may include, but are not limited to,
touch sensitive displays, voice and speech recognition, intention and goal understanding,
motion gesture detection using depth cameras (e.g., stereoscopic camera systems, infrared
camera systems, RGB (red, green, blue) camera systems and combinations of these),
motion gesture detection using accelerometers/gyroscopes, facial recognition, 3D displays,
head, eye, and gaze tracking, immersive augmented reality and virtual reality systems, all
of which may provide a more natural interface, and technologies for sensing brain activity
using electric field sensing electrodes (e.g., electroencephalography (EEG) and related
techniques).

[0220] Implementations may be implemented in a computing system that includes a
back end component, ¢.g., as a data server, or that includes a middleware component, ¢.g.,
an application server, or that includes a front end component, ¢.g., a client computer
having a graphical user interface or a Web browser through which a user can interact with
an implementation, or any combination of such back end, middleware, or front end
components. Components may be interconnected by any form or medium of digital data
communication, €.g., a communication network. Examples of communication networks
include a local area network (LAN) and a wide area network (WAN), ¢.g., the Internet.
[0221] Although the subject matter has been described in language specific to structural
features and/or methodological acts, it is to be understood that the subject matter defined
in the appended claims is not necessarily limited to the specific features or acts described
above. Rather, the specific features and acts described above are disclosed as example
forms of implementing the claims. While certain features of the described
implementations have been illustrated as described herein, many modifications,

substitutions, changes and equivalents will now occur to those skilled in the art. It is,
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therefore, to be understood that the appended claims are intended to cover all such

modifications and changes as fall within the scope of the embodiments.
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CLAIMS

1. A system comprising:

a device that includes at least one processor, the device including a data manager
comprising instructions tangibly embodied on a computer readable storage medium for
execution by the at least one processor, the data manager including:

a data opaque interface configured to provide, to an arbitrarily selected
page-oriented access method, interface access to page data storage that includes
latch-free access to the page data storage.

2. The system of claim 1, wherein:

the data opaque interface is configured to provide, to the arbitrarily selected page-
oriented access method, interface access to page data storage that includes log structured
access to the page data storage.

3. The system of claim 1, further comprising:

a cache layer manager that includes:

a map table manager configured to initiate table operations on an indirect
address mapping table associated with the data opaque interface, the table
operations including initiating atomic compare and swap operations on entries in
the indirect address mapping table, to replace prior states of pages that are
associated with the page data storage, with new states of the pages.

4. The system of claim 3, wherein:

the map table manager is configured to initiate the table operations on the indirect
address mapping table associated with the data opaque interface, wherein the indirect
address mapping table is used in common for management of data storage that includes
cache layer storage and secondary storage.

5. The system of claim 3, wherein:

the indirect address mapping table separates logical locations of pages from
corresponding physical locations of the pages, wherein:

users of the page data storage store page identifier values in lieu of physical
location address values for the pages, elsewhere in data structures referencing the page
data storage.

6. The system of claim 3, further comprising:

a log-structured storage layer manager configured to control page location changes
associated with log structuring resulting from page flushes, using latch-free compare and

swap operations on entries in the indirect address mapping table.

44



WO 2014/205298 PCT/US2014/043299

7. The system of claim 1, further comprising:

a page manager configured to flush a page state to secondary storage based on
installing a pointer to a flush delta record in a mapping table, via a compare and swap
(CAS) operation, the flush delta record prepended to an existing page state that is replaced
in the mapping table via the CAS operation.

8. The system of claim 7, wherein:

the page manager is configured to:

determine whether the CAS operation succeeds, and to initiate a write
operation to write the existing page state to a secondary storage flush buffer, if it is
determined that the CAS operation succeeds.

9. A system comprising:

a device that includes at least one processor, the device including a data manager
comprising instructions tangibly embodied on a computer readable storage medium for
execution by the at least one processor, the data manager including:

a page manager configured to initiate a flush operation of a first page in cache
layer storage to a location in secondary storage, based on:

initiating a copy of a page state of the first page into a secondary storage
buffer,

initiating a prepending of a flush delta record to the page state, the flush
delta record including a secondary storage address indicating a storage location of
the first page in secondary storage and an annotation associated with a caller, and

initiating an update to the page state based on installing an address of the
flush delta record in a mapping table, via a compare and swap (CAS) operation.

10. A system comprising:

a device that includes at least one processor, the device including a data manager
comprising instructions tangibly embodied on a computer readable storage medium for
execution by the at least one processor, the data manager including:

a page manager configured to initiate a swap operation of a portion of a
first page in cache layer storage to a location in secondary storage, based on
initiating a prepending of a partial swap delta record to a page state associated with
the first page, the partial swap delta record including a main memory address
indicating a storage location of a flush delta record that indicates a location in

secondary storage of a missing part of the first page.
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