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(57) Abstract: A particular method includes determining, based on data received from at least one motion sensor, a movement of a
mobile device from a first position to a second position. The method also includes computing a three-dimensional (3D) model of an
object based on a first image of the object corresponding to a first view of the object from the first position ot the mobile device, a
second image of the object corresponding to a second view of the object from the second position of the mobile device, and the
movement of the mobile device.
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MOBILE DEVICE CONFIGURED TO COMPUTE 3D MODELS BASED ON
MOTION SENSOR DATA

i Cross-Reference to Related Applications

{0081] The present application claims the benefit of UK. Provisional Patent Application
No. 61/591,196, filed January 26, 2012 and U.S. Non-Provisional Patent Application
No. 13/673,681, filed November 8, 2012, the disclosure of which is incorporated by

reference herein in is entirety,
L Field

{8092] The present disclosure is generally related to generating three-dimensional (3D)

models ot objects.
i, Description of Refated Art

{8003] Advances in technology have resuited in smaller and more powerful computing
devices. For example, there currently exist a variety of portable personal computing
devices, inchuding wircless computing devices, such as portable wireless telephones,
personal digital assistants (PDAs), and paging devices that are small, lightweight, and
casily carried by users. More specifically, portable wireless telephones, such as cellular
telephones and internet protocol (IP) telephones, can coramunicate voice and data
packets over wircless networks. Also, such wireless telephones can process executable
mstructions, including sotftware applications, such as a web browser application, that
can be used {0 access the Tnternet. As such, these wireless telephones can include
significant computing capabilitics and may be capable of graphics processing of three-

dimensional (3D) obiects.

{0084] A three-dimensional (3D) model of an object may be generated based on multi-
view images of an object {¢.g., multiple views of the object taken by one or more
cameras from different angles and/or positions). The 3D models may provide usetul

and intercsting nformation to a user of a wircless device and may improve an overall



WO 2013/112237 PCT/US2012/069088

3

user experience. 3D reconstruction may be used in security, surveillance, and robotics.
In addition, 3D reconstruction may be used for developing models of buildings for
generating virtual tours or for navigational purposes. Furthermore, objects that may

have been destroyed may be reconstructed and preserved (e.g., in museums).
iV Summary

{0005 Systems and methods of motion regularized object reconstruction in multi-view
processing of a wireless device are disclosed. The disclosed embodiments utilize
motion information of the wireless device provided by one or more motion sensors to
reduce the coraplexity of generating a three-dimensional (313) model (e.g., 2 3D

structure) in connection with one or more 3D reconstruction techniques.

{0086] According to a particular example, a feature point-based reconstruction
technique {¢.g., a bundle adjustment technique) is used in connection with motion
sensor data to calculate a 3D model. According to some approaches, bundle adjustment

is 3 “maximum likelihood solution” for the following expression

min «d\P'A,x) ,}/ , where & 18 an i-th projection matrix of the camera (i.¢, a
X dg

representation of feature points of the object taken by the camera and projected onto an
i-th image}, where X; is a j-th feature point of the object, where x;. are coordinates of the
j-th feature point in the i-th froage, and where d(°) represents a distance funchion, as
explained further below. Feature points of an object include parts of the object that may
be important for generating a 3D model of the object {e.g., cormners in the object, curves
in the object, edges of the object, etc). For example, feature points may mnclude the
handle of a mug, corners of a graphics pattern of the mug, portions of the mug that

inchude text, and the base of the mug.
{B007] According to at least one use of the bundle adjustment technique, initial {e.g., 7 =
1) and subsequent {e.g., i =2, 3, ..., n) projection matrices /7 estimating position and

orientation of the camera from the inthial posifion to subsequent positions of the camera

are estimaled. The feature points X of the object are estimated, and coordinates of the
feature points x| in multiple images of the object captured by the camera are also

estimated. The bundle adjustment solution may result in a large and computationally
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intensive problem because of the large number of parameters to be estimated. Thus, the
bundle adjustment solution may be computationally demanding and may place a burden

On PrOCeSSOr resouyces.

[B008] According to at least one embodiment of the present disclosure, complexity of
the bundle adjustment technique may be reduced by using motion sensor data to
determine P {or an estimate of P ). For example, bundle adjustment complexity

may be reduced according to the expression:

min 2d (f’iX ,)\J)L , subject to P ={R, |7 1P" , where R and 7 are rotational and

PLX iy
translation matrices, respectively, and [R | 7] is a relative pose matrix associated with
the wireless device that 1s based on measurements made by the one or more sensors of
the wireless device. Thus, at least one i-th+1 projection matrix may be derived from the
motion information of the wireless device provided by the one or more motion sensors,
and need not be iteratively estimated via the bundle adjustment technique, resulting in

reduced overall complexity,

{0089 According to another particular example, motion sensor measurements are used
to derive camera location information to generate a sithouctie-based 3D object {e.g., a
3D object generated using a visual bull technique). By using the motion sensor
measurements, sithouette-based 30 models can be generated effectively by a mobile

device {e.g., a device that is not associated with g “fixed” or predetermined location).

{B010] In a particular embodiment, a method inchides capturing, at a camera of a
mobile device, a first image of an object while the mobile device is at a first position
and capturing a second image of the object while the mobile device is at a second
position. The method includes determining, based on data output by at least one motion
sensor of the mobile device, a movement of the mobile device from the first position {o
the second position. The method also includes computing a three-dimeunsional (3D)
model of the object based on the first image, the second tmage, and the determined

movement of the mobile device.

{0011] In a particular embodiment, an apparatus includes a camera configured to

capture 4 fivst image of an object while at a first position and to capture a second image
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ot the object while at a second position. The apparatus includes at least one motion
sensor, a processor, and a memory storing instructions executable by the processor. The
instructions are executable to determine, based on data output by the at least one motion
sensor, a roovernent of the camera from the first position to the second position and o
compute a three-dimensional (3D) model of the object based on the first image, the

second image, and the determined movement of the camera.

{8012] In a particular embodiment, a method inchides determining, based on data
received from at least one motion sensor, a movement of a mobile device from a fivst
position to a second position. The method also includes computing a three-dimensional
(3D} model of an object based on a first image of the object corresponding to a first
view of the object from the first position of the mobile device, based further on a second
image of the object corresponding to a second view of the object from the second

position ot the mobile device, and based further on the movement of the mobile device.

{8013] In a particular embodiment, an apparatus inchides means for determining, based
on data received from at least one means for sensing motion, a movement of a mobile
device from a fivst position to a second position. The apparatus also includes means for
computing a three-dimensional (38} model of an object based on a first image of the
object corresponding to a tirst view of the object from the first position of the mobile
device, based further on a second 1mage of the object corresponding to a second view of
the object from the second position of the mobile device, and based further on the

movement of the mobile device.

{8014} In a particular embodiment, a computer-readable non-transitory medium
includes instructions that, when executed by a processor, cause the processor to
deternune, based on data received from at least one motion sensor, a movement of g
mobile device from a first position to a second position. The instructions are further
executable to compute a three-dimensional (3D) model of an object based on a first
image of the object corresponding to a first view of the object from the first position of
the mobile device, based further on a second image of the object corresponding fo a
second view of the object from the second position of the mobile device, and based

further on the movement of the mobtle device.
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{8015} Other aspects, advantages, and features of the present disclosure will become
apparent after review of the entire application, including the following sections: Brief

Description of the Drawings, Detailed Description, and the Claims.
[ Brief Description of the Drawings

{0016} FIG. 1 is a diagram of a particular embodiment of a system that includes a

mobile device configured to compute 3D models based on motion sensor data;

{06177 FIG. 2 is a diagram of a particular illustrative embodiment of the mobile device

of FIG. 1;

{BG18] FIG. 3 is a diagram of another particular illustrative embodiment of the mobile

device of FIG. 1;

{0019] FIG. 4 is a diagram of another particular tlustrative ermbodiment of the mobile

device of FIG. 1;

{0020] FIG. 5 is g tlow diagram illustrating a particular embodiment of a method of

computing a 30 model based on motion sensor data;

{8021] FIG. 6 is a tlow diagram illustrating another particular embodiment of a method

of cormputing a 3D model based on motion sensor data;

{8022] FIG. 7 is a flow diagram illustrating a particular embodiment of a method of
computing a 3D model according to a feature point-based reconstruction fechnique (.2,

a bundie adjustment technique) based on motion sensor data;

{0023] FIG. 8 is a tlow diagram illustrating a particular embodiment of a method of
computing a 3D model according to a sithouctie-based reconstruction technique (e.g., 4

visual hull technigue) based on motion sensor data;

{0024} FIG. 9 is a tlow diagram illustrating another particular embodiment of a method
of computing a 3D model according to a sithouctte-based reconstruction technique (e.g.,

a visual hull technique) based on motion seusor data;

[8625] FIG. 10 is a diagram of another particular illustrative embodiment of the mobile

device of FIG. |, where the mobile device 15 configured to compute 3D models
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according fo a feature point-based reconstruction technique (e.g., a bundle adjustment

technique) based on motion sensor data; and

{8026] FIG. 11 is a diagram of another particular illustrative embodiment of the mobile
device of FIG. |, where the mobile device is configured to compute 3D models
according to a sithouetie-based reconstruction technigue {e.g., 3 visual hull techniguc}

based on motion sensor data.
VE Detailed Description

{8027] Referring to FIG. 1, a diagram of a particular embodiment of a system is
disclosed and generally designated 100, The system 100 includes a mobile device 1062
including a camera 108 configured to capture one or more images {2.g., a first image
120 and a second itmage 122) of one or more objects, such as an object 130. The mobile
device 102 firther includes one or more motion sensors 104, one or more storage
devices 106, and a 3D modeler 110, The 3D modeler 110 may be tmplemented using
hardware, using processor-executable instructions stored at a computer-readable
tangible medium, or a combination thereof, as described further below. The one or
more motion sensors 104 may include one or more electrical, mechanical,
electromechanical, or other sensors, such as a gyroscope, an accelerometer, other

maiion sensor devices, or a combination thereof,

{8028] The object 130 may include one or more feature points, such as apexes of the
object 130, a base of the object 130, a handle of the object 130, text or graphics on the
object 130, curves of the ohject 130, one or more other distinct portions of the object
130, or any combination thereof. Although FIG. 1 shows two images 120, 122 of the
object 130 captured by the camera 108 when the mobile device 102 is at two positions,
it should be noted that multiple images of the object 130 corresponding to multiple

positions of the mobile device 102 may be captured by the camera 108,

{8028] The camera 108 may be configured to capture images of the object 130 at
multiple positions of the mobile device 162 {e.g., at different angles and/or rotations
with respect to a coordinate system or with respect to an mitial position). For example,
the carnera 108 may capture a first image 120 of the object 130 when the mobile device

102 (and the camera 108} is at a first position {e.g., a first view 140 of the object 130}
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and the camera 108 may capture a second image 122 of the object 130 when the mobile
device 102 (and the camera 108} is at a second position (e.g., a second view 150 of the
object 130). In at least one embodiment, image data corresponding to the first view 140

and fo the second view 130 may be stored at the one or more storage devices 106,

{0030] The one or more motion sensors 104 may be configured to generate motion
sensor data that indicates a position of the mobile device 102 (e.g., rotation and/or
franslation of the mobile device 102 with respect to an nitial position of the mobile
device 102 or with respect to a coordinate system). For exaraple, the one or more
motion sensors 104 may be configured to gencrate motion sensor data 112 concurrently
with the camera 108 capturing the first image 120. As another example, the one or
more motion sensors 104 may be configured to generate motion sensor data 114
concurrently with the carmera 108 capturing the second tmage 122, In at least one
embodiment, the mobile device 102 uses the 3D modeler 110 to generate a 3D model
116 of the object 130 using the motion sensor data 112, 114 and further using image

data related to the images 120, 122, as described further below,

{8031} During operation, the roobile device 102 ruay capture the first image 120 of the
obiect 130 via the camera 108 based on the first view 140 of the camera 108, The
mobile device 102 may move to a second position {e.g., due to movement of a user of
the mobile device 102) and may capture the second image 122 of the object 130 via the
camera 108 based on the second view 150 of the camera 108, The one or more motion
sensors 104 of the mobile device 102 may output motion sensor data 112, 114
corresponding to motion information of the mobile device 102 that enables
determunation of roovernent of the mobile device 102 from the first position fo the
second position. The motion sensor data 112, 114 may indicate rotational and

translational motion of the mobile device 102,

{8032] To iHlustrate, when the mobile device 102 ig at the first position, the 3D modeler
110 may recetve data corresponding to the first image 120 and may further receive the
motion sensor data 112 output by the one or more motion sensors 104, Similarly, when
the mobile device 102 is at the second position, the 3D modeler 110 may receive the
data corresponding to the second image 122 and may further receive the motion sensor

data 114 output by the one or more motion sensors 104, The motion sensor data 114
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may indicate movement information of the mobile device 102 from the first position to
the second position. For example, the motion sensor data 114 may include rotational
and translational matrices of the mobile device 102 associated with rotation and
translation of the mobile device 102 from the first position to the second position. As
another example, the motion sensor data 112, 114 may provide information that enables
generation of rotational and translational matrices of the mobile device 102, The
maotion sensor data 112, 114 may include or indicate a “camera pose” matrix obtained

from the one or more motion sensors 104, as described further below.

{8033} For purposes of illustration, a non-limiting, example operation is provided of the
3D modeler 116 using the motion sensor data 112, 114 and data corresponding to the
images 120, 122 to generate the 3D model 116 of the object 130, In a particular

example, the 3D modeler 1106 is configured to gencrate the 3D model 116 by calculating

the bundle adjustment expressionmyin 2 (P’X ,.,xf,. ) based on the motion sensor data

o
A4

114 provided by the one or more motion sensors 104, According to such embodiments
and as described further below, the 3D modeler 110 may output 3D feature points of the
object 130 based on the calculation. The output 3D feature points correspond to a 3D
model of the object 130, In a particular cmbodiment, computing the bundle adjustment
expression may include determining feature points of the object 130 based on a function
ot a first estimnated reprojected image point, a second estimated reprojected image point,
and the data output by the onc or more motion sensors 104, For example, computing
the bundle adjustment expression may include determining the first estimated
reprojected image point of the object 130 based on a product of a first estimate of the
first position (i.e., P') and one or more feature points { X, ) of the object 130 (ie.,
computing ' X ;3 Computing the bundle adjustment expression may also include
determining a second estimated reprojected image point of the object based on a product
of a second estimate of the second position (Le., P and the one or more feature points
(X} of the object 130 (i.e., computing PrX ;3. Computing the bundle adjustment
expression may also inchude determining a square of a first Euclidean distance between
the first estimated reprojected image point and coordinates of the object 130 in the first

image 120 (.o, computing AP X, 1 P and determining a sguare of a second
= 5 o i i/ pod
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Euclidean distance between the second estimated reprojected image point and
coordinates of the object 130 in the second image 122 (i.e., computing o {\P'ZX P }2).
Computing the bundie adjustment expression may include modifving an estimate of the
3D model 116 to reduce or to “minimize” a sum of the square of the first Euclidean

distance and the square of the second Huclidean distance (i.e., “minimizing”

32 . - . N . ..
a’(PlX ; ,xi. } +d {\PA A \:f}z) The first estimate of the first position P' may also be

modified to further reduce the sum of the squares. However, the second estimate of the
second position £ is constrained such that 77 = AP where # indicates camera pose
mformation, such as a rotation matrix R and/or a transtformation matrix 7. For example,
in at least one embodiment, & =[&, [T}, By constraining £ PP ", a complexity of
generating the feature points may be significantly reduced. It should be noted that
although a Euclidean distance function is shown in connection with the foregoing
example, other distance functions may be utilized. For example, d () may represent a
distance function such as a geometric distance or any other metric that measures the
distance or difference between the projected feature coordinates and the measured

feature coordinates in the images.

{8034] The camera pose information may be determined according (o a variety of
techniques. To illusirate, suppose at least one of the one or more feature points X, is

“matched” {(e.g., identified) in N images (e.g., the first image 120 and the second image
122} captured by the camera 108, The maiched feature point may be denoted as m',

where m' =[xy, 1] for (i =1, ... N). The matched feature point mt' is associated with a
T

spatial position 7= [X Y Z 1]". Accordingly, for a scaling factor ¢, ' [x', v, 117 = P'is

T

1is the ith camera projection

fori=1,.. . ,N>2 where P =K'[R'|T'1 F = &
matrix and XK' & is a upper triangular calibration matrix (¢.g., a 3x3 upper triangular
calibration matrix) of the ji-th camera of the mobile device 102 fori=1, ..., N{e.g., for
a multi-camera embodiment of the camera 108, which is omitted from FIG. | for clarity
of iltustration). The upper triangular calibration matrix & & may be the same for
images captured with a same camera (e.g., when the camera 108 is used to capture each
of the N images, such as for a single-camera embodiment of the mobile device 102).

PR 17T Tmay be the
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relative pose matrix associated with the i-th camera. Thus,

ol 3 S X J e, -
AN - WA o =

{0035] Here, pd,»i _ms the jth row ot the /-th camera’s projection matrix and AM = § may
be a set of 2N homogeneous equations with three unknowns (X, Y, 7). Because all
camera projection matrixes may be known and N may be equal to or greater than 2, the
equation may have a least squares solution, which may cnable “rmmnimization” of

algebraic reprojection error.

{8036] It will be appreciated that a bundle adjustment technigue in accordance with the
foregoing description may utilize camera pose data {¢.g., the motion sensor data 112,
114) to enable simplified and computationally efficient determination of the 3D model
116, Conventional approaches (e.g., bundle adjustment calculations that do not utilize
motion sensor information) may be subject to a computationally intensive “least squares

sohution,” such as by obtaining a nonhinear solution to “minimize” geometric error

[0037]

{0038] FIG. 2 depicts a particular illustrative embodiment of the mobile device 102,
The mobile device 102 of FIG. 2 includes the one or more motion sensors 104, the one

or more storage devices 106, the camera 108, and the 3D modeler 110,

{8039} In the particular embodiment of FIG. 2, the one or more storage devices 106
store 3D reconstruction data 202 to be used by the 3D modeler 110 to generate the 3D
model 116, The 3D reconstruction data 202 may include the motion sensor data 112,
114 and may further include first image data 220 and second image data 222

corresponding to the first image 120 of FIG. 1 and to the second image 122 of FIG. 1,
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respectively. The 3D model 116 may be displayed on a display of the mobile device

102 {not shown in FIG. 2).

alalal

{8048] According to a particular illustrative embodiment, the image data 220, 222 of
FIG. 2 corresponds to a sequence of pictures, each picture individually captured in
response to user input {e.g., “still” or “snapshot” pictures that are “manually” captured
by a user and not part of a video sequence). In at feast one embodiment, the example of
FIG. 2 may be used in conmection with an application of the mobile device 102 that
enables users to generate 3D models, such as the 3D model 116, based on still pictures
captured by users uysing the camera 108, According to additional embodiments and as
discussed further below, the image data 220, 222 may correspond to video frames of a
video frame sequence {e.g., sequential still images that are “automatically” periodically

captured).

{0041] FIG. 3 depicts another particular iHfustrative embodiment of the mobile device
102 desecribed with reference to FIG. 1. The mobile device 102 of FIG. 3 includes the
one or more motion sensors 104, the one or more storage devices 106, the camera 108,
the 3D modeler 110, and a display 320, The 3D modeler 110 of FIG. 3 includes a
synchronizer 308, The one or more storage devices 106 of FIG. 3 include a motion
sensor data buffer 306 and a video frame buffer 304. Optionally, the mobile device 102

of FIG. 3 may mclude a main memory 310

{0042} In operation, the camera 108 may capiure a video frame sequence 302, The
video frame bufter 304 may be responsive to the camera 108 and configured to store
one or more video frames of the video frame sequence 302, For example, in the
example of FIG. 3, the image data 220, 222 correspond to video frames of the video
frame sequence 302, The motion sensor data buffor 306 may be responsive to the one
or more motion sensors 104, The motion sensor data buffer 306 may store the motion

sensor data 112, 114,

{8843] The synchromizer 308 may synchronize data from the video frame buffer 304
with respect fo data from the motion sensor data buffer 306. For example, the
synchronizer 308 may synchronize the first motion sensor data 112 with the first image
data 220 and may further synchronize the second motion sensor data 114 with the

second image data 222, According to at least a first techuique, the synchronizer 308
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synchronizes data from the video frame buffer 304 with respect to data from the motion
sensor data buffer 306 by comparing timestamps, such as by comparing timestamps
assoctated with the motion sensor data 112, 114 to timestamps associated with the
image data 220, 222, According to at least a second technique, the synchronizer 308
periodically accesses data from the motion sensor data buffer 306 and from the video
frame bufter 304. According to at least a third technique, the synchronizer 308 is
responsive fo the movernent of the mobile device 102 {(e.g., 1s responsive (o the one or
more motion sensors 104) and pulls data from the motion sensor data buffer 306 and
from the video frame buffer 304 in response to the detected motion. Further techniques
may utilize a combination of one or more of the first technique, the second technique,
and the third technique. Optionally, the data output by the video frame bufter 304 may
be stored at the main memory 310 as a video file 312 that includes the video frame

sequence 302.

[8044] As will be appreciated, by pulling data from “temporary” storage (e.g., the video
trame butter 304 and the motion sensor data buffer 306 of FIG. 3) mstead of the main
memory 310, the 3D modeler 110 may operate “on the fly.” For cxample, the 3D
modeler 110 may generate the 30 model 116 and the mobile device 102 may display
the 3D model 116 on the display 320 concurrently or substantially concurrently with the
video frame sequence 302 being captured. As used herein, “on the fly,” “concurrently,”
and “substantially concurrently” refer to a relationship between a view of a captured
object and generation of a 3D model of the object that a user may percetve as being

sinultancous.

{8045] Accordingly, the example illustrated in connection with FIG. 3 may correspond
to an “on the fIy”" generation of the 30 mode] 116, For example, as a user moves the
mobile device 102 about an object (such as the object 130 of FIG. 1), the 3D modeler
110 may “automatically” render the 3D model 116, which is displayed on the display
320 concurrently with the user movement. According to additional embodiments and as
discussed further below, one or more embodiments may enable non-concurrent

generation of 3D models based on motion sensor data and a video frame sequence.

[8046] FIG. 4 depicts another particular iltustrative embodiment of the mobile deviee

102 described with reference to FIG. 1. The mobile device 102 of FIG. 4 includes the
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one or more motion sensors 104, the one or more storage devices 106, the camera 10¥,

the 3D modeler 110, the video frame buffer 304, and the display 320,

{8047] In operation, the one or more motion sensors 104 may generate the motion
sensor data 112, 114, which may be stored at the one or more storage devices 106, The
camera 108 may capture the video frame sequence 302, which may be stored
temporarily at the video frame buffer 304 and displayed at the display 320, such as in
connection with a “preview” feature associated with the video frame sequence 302, For
example, the video frame sequence 302 may be displayed at the display 320 prior to the
video frame sequence 302 being stored at the one or more storage devices 106 {e.g., as
the image data 220, 222} and/or prior to the 3D modeler 110 generating the 3D model

ti6.

{0048] Accordingly, in the particular erabodiment of FIG. 4, the 3D modeler 110 may
generate the 30 mode] 116 according to a “post-processing” technigue. For example,
because the 3D model 116 may not be generated and displayed concurrently with the
video frame sequence 302 being captured by the camera 108, the display 320 can
instead show a “preview” of the iraages being captured by the camera 108, Further, the
display 320 may display user instructions for camera positioning (2.g., angles and/or
positions at which the camera is to be held with respect o object being viewed). The
3D model 116 can thereafter be generated by the 3D modeler 110 by accessing the one
or more storage devices 106, which may be a “main memory,” such as the main

memory 310 described in connection with FIG. 3.

{0049] Referring to FIG. 5, a diagram illustrating a particular embodiment of a method
of computing a 3D model based on motion seusor data 18 disclosed and generally
designated 500. The method 500 includes capturing, at a camera of a mobile device, a
first image of an object while the mobile device is at a first position, at 502, and
capturing a second image of the object while the mobile device is at a second position,
at 504, For example, the camera 10R may capture the first image 120 of the object 130
while the mobile device 102 is at the first position and the camera 108 may capture the
second image 122 of the object 130 while the mobile device 102 is at the second
position. The first image 120 may correspond to the first view 140 of the object 130 as

captured by the camera 108 while at the first position and the second image 122 may
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correspond to the second view 150 of the object 130 as captured by the camera 108

while at the second position.

{B058] The method 500 further inchudes determining, based on data output by at least
one motion sensor of the mobile device, a movement of the mobile device from the first
position to the second position, at 306, For example, the one or more motion sensors
104 may output motion sensor data 112, 114 corresponding to motion information of
the mobile device 102, In a particular erbodiment, the motion information may include
rotation and translation of the mobile device 102 from the fitst position to the second
position. To ilfustrate, the one or more motion sensors may provide first rotational
and/or franslational matrices of the mobile device 102 corresponding o the first position
and second rotational and/or translational matrices of the mobile device 102
corresponding to the sccond position. In at least one embodiment, the first position of
the mobile device is used as a “reference” position, and the second position accordingly
indicates a change in position of the mobile device. According (o other embodiments,
another position {e.g., a previous position, or a position associated with a predetermined
coordinate system} is used as the “reference” position, and both the first position and the

second position cach indicate a change in position of the mobile device.

{88517 The method 300 also includes computing a 3D model of the object based on the
first image, the second tmage, and the determined movement of the mobile device, at
508. For example, according to a feature point-based reconstruction technique and as
described with reference to at least FIG. 1, the 3D modeler 110 may compute feature
points of the object 130 based on the first image 120 and the second image 122. Tna

particular embodiment, the 3D modeler 110 may be configured to caleunlate the bundle

adjustment expression (13 2d (P’X ,}>‘ based on the motion sensor data 114
P‘,X] i
provided by the one or more motion sensors 104, the first image 120, and the second
image 122, According to further embodiments and as deseribed further below, the 3D
model may be computed according to a sithouetie-based technique (e.g., a visual hull

technigue).

{0052} Referring to FIG. 6, a diagram illustrating another particular embodiment of a
method of computing a three-dimensional (3D} model based on motion sensor data is

disclosed and generally designated 600, The method 600 mcludes determuning, based
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on data received from at least one motion sensor, a movement of a mobile device from a
first position to a second position, at 602. The data, the at least one motion sensor, and
the mobile device may correspond o the motion sensor data 112, 114, the one or more

motion sensors 104, and the mobile device 102, vespectively.

{8053] The method 600 further inchudes computing a 3D model of an object based on a
first image of the object corresponding to a first view of the object from the first
posttion of the mobile device, based firther on a second tmage of the obiect
corresponding to a second view of the object from the second position of the mobile
device, and based further on the movement of the mobile device, at 604, For example,
the camera 108 may capture the first image 120 of the object 130 while the mobile
device 102 is at the first position and the camera 108 may capture the second image 122
of the object 130 while the mobile device 102 is at the second position. The first image
120 may correspond to the first view 140 of the object 130 as captured by the camera
108 while at the first position and the second image 122 may correspond to the second

view 1530 of the object 130 as captured by the camera 108 while at the second position.

{0054] Referring to FIG. 7, a tlow diagram lustrating a particular embodinment of a
method of computing a 3D model according to a feature point-based reconstruction
technique {e.g., a bundle adjustment technique) based on motion sensor data is depicted
and generally designated 700, The method 700 mchides capturing images (e.g., the
images 120, 122) of an obiect (¢.g., the object 130) using a camera (¢.g., the camera

108} of a mobile device (e.g., the mobile device 102}, at 702,

{B0585] At 704, the method 700 includes determining motion sensor data (e.g., the
motion sensor data 112, 114) using one or more motion sensors {¢.g., the one or more
motion sensors 104). At 706, one or roore feature points of the images are matched, and
at 708, a 3D location for each of the one or more matched features is determined.
Determining the one or more feature points and the 3D locations for each of the one or
more matched feature points can be performed using any suitable fechnique, such as the

bundle adjustment technique described above with reference to at least FIG. 1.

{0056] At 710, a 3D model of the object is generated using the one or more matched

features {e.g., according to the bundle adjustment technique}. In at least one
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embodiment, the method 700 of FIG. 7 is performed using a processor of the mobile

device 102, as described further with reference to at least FIG. 10,

{B0587] Referring to FIG. 8, a flow diagram illustrating a particular embodiment of a
method of computing a 3D model according (o 3 sithouctie-based reconstruction
technique {e.g., a visual hull technigque) based on motion sensor data is depicted and
generally designated 800. The method 800 includes capturing images (e.g., the images
120, 122) of an object (e.g., the object 130) using a camera (e.g., the camera 108) of 2

mobile device (e.g., the mobile device 102), at 802,

[B0S8] At 804, motion sensor data {e.g., the motion sensor data 112, 114) is determuned
Using one or more maotion sensors (€.g., the one or more motion sensors 104} of the
mobile device. A silhouette is generated of the object in cach of the images, at B06.
The method 800 finther includes generating a sithouette-based model ot the object, at
808, and generating a 3D model based on the sithouetie-based model, at 810, A
particular example of a sithouette-based reconstruction technique is described with

reference to FIG 9.

[B0539] Referring to FIG. 9, a tlow diagram illustrating another particular embodiment
ot a maethod of computing a 3D model according to a sithouetie-based reconstruction
technique {¢.g., a visual huli technique} based on motion sensor data is depicted and
generally designated 900. The method 900 includes scanning by a mobile device (e.g.,
the mobile device 102) each pixel of a first view and projecting a ray K based on a view
direction, at 902. At 904, the ray R is projected to onc or more reference images and an

itervai £ i found such that the interval § intersects a silhouette of cach of the images,

{0068] At 906, motion sensor data (e.g., the motion sensor data 112, 114} indicating a
change m position of the mobile device {e.g., from a first position (o a second position}
is determined via at least one sensor {¢.g., via the one or more motion sensors 104}, In
at least one embodiment, the motion sensor data determinad at 906 is used to project the
ray R to the one or more reference images, at 902. The method 900 further includes
projecting the interval £ back into 3D space using a known camera projection # as a 3D
interval £, at 908, The known camera projection # may be derived from the motion
sensor data. The method 900 further includes selecting an innermost (e.g., shortest)

infersection @ from the overlapping Ls, where £ 18 a final 3D interval having end ponts
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corresponding to surface points of a 3D model to be constructed, at 910, In response to
the number of infersections s being less than a threshold V, another ray or view is
added, at 914, In response to the mumber of s satisfving the threshold &, the 3D model
{e.g., the 3D model 116} is generated using the infersections £2s. The method 800 of
FIG. B, the method 900 of FIG. 9, or a combination thercof, may be performed using a
processor of the mobile device 102, as described further with reference to at least

FiG. 1L

{0061] FIG. 10 is a diagrarn of another particular tllustrative embodiment of the mobile
device 102, where the mobile device 102 is configured to compute 3D models
according to a feature point-based reconstruction technique (e.2., a bundle adjustment
technique) based on motion sensor data. The mobile device 102 of FIG. 10 includes a
processor, such as a processor 1010, coupled to a memory 1032, and to the one or more
motion sensors 104, The one or more mation sensors 104 may also be coupled to the

memory 1032,

[8062] The memory 1032 may be a computer-readable non-transitory medium that
stores data (o.g., motion data of the mobile device 102), imstructions, or a combinafion
thercot. In a particular embodiment, the memory 1032 may include instructions 1054
that may be executable by the processor 1010 to cause the processor 1010 to perform
one or more functions of the mobile device 102, For example, the instructions 1054
may inchude uscr applications, an operating system, or other executable instructions, or
a combination thereof. The instructions 1054 may be executabie by the processor 1010
o cause the proecssor 1010 to perform one or more operations described herein, such as
to determune movement of the mobile device 102 based on motion sensor data (e.g., the
motion sensor data 112, 114) determined by the one or more motion sensors 104, Inat
least one embodiment, the memory 1032 is a “main memory,” such as the main memory
310 described with reference to FIG. 3. Altematively or in addition, the memory 1032
may inchde the one or more storage devices 106, the motion sensor data buffer 306, the

video frame buffer 304, or a combination thereof,

{0063] The processor 1310 may include the 3D modeler 110, For example, the 3D
modeler 110 may be a hardware component of the processor 1010, a set of instructions

(e.g., Instructions stored at the moemory 1032) executable by the processor 1010, ora

3
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combination thercof. In the particular embodiment of FIG. 10, the 3D modeler 110
inchudes a feature point generator 1092, which may determine featare points 1094 of
captured tmages {(e.g., the first image 120 and the second image 122 of FIG. 1) of an
object m connection with a feature-point based reconstruction technique. The 3D

modeler 110 may generate the 3D model 116 based on the feature points 1094,

{8064] FIG. 10 illustrates the camera 108 coupled to a camera controller 1490 that may
provide the images 120, 122 and/or video data to be processed by the 3D modeler 110
The camera controlier 1090 may be coupled to the processor 1010 and to a display

controller 1026, The camera 108 may be a video camera, a non-video camera, a single

camera, a multi-camera (¢.g., a stereo camera), or a combination thereof,

{8065] FIG. 10 also shows that the display controlier 1026 may be coupled to the
processor 1010 and to the display 320, A coder/decoder (CODEC) 1034 (e.g., an audio
and/or voice CODEC) may be coupled to the processor 1010, A speaker 1036 and a
microphone 1038 may be coupled to the CODEC 1034, FIG. 10 also indicates that a
wireless controller 1040 may be coupled to the processor 10810 and to a transceiver 1050
that 1s coupled 1o a wireless anterma 1042, In a particular embodiment, the processor
1010, the one or more motion sensors 04, the camera controller 1090, the display
conirolier 1026, the memory 1032, the CODEC 1034, the wireless controller 1040, and
the transceiver 1050 are included in a system-in-package or system-on-chip device

1622,

{0066] In a particular embodiment, an input device 1030 and a power supply 1044 are
coupled to the system-on-chip device 1022. Moreover, in a particular embodiment, and
as llustrated in FIG. 10, the display 320, the camera 108, the input device 1030, the
speaker 1036, the nucrophone 1038, the wircless antenna 1042, and the power supply
1044 are external to the system-on-chip device 1022, However, cach of the display 320,
the input device 1030, the speaker 1036, the microphone 103§, the wireless antenna
1042, and the power supply 1044 can be coupled to a component of the system-on-chip
device 1022, such as an interface or a controlier. Although the one or more motion
sensors 104 are illustrated as included in the system-on-chip device 1022, in other
embodiments the one or more motion sensors 104 may be external to the systers-on-

chip device 1022 and coupled to the system-on-chip device 1022.
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{0067] FIG. 11 is g diagram of another particular ilustrative embodiment of the mobile
device 102, where the mobile device 102 is configured to compute 3D models
according to a sithouetie-based reconstruction technique (e.g., a visaal hull technigue)
based on motion sensor data, Certain componenis and features of the mobile device 102
of FIG. 11 may be described generally with reference to the mobile device 102 of
FiG. 10, such as the processor 1010, the one or more motion sensors 104, the camera
controller 1090, the display controlier 1626, the memory 1032, the instructions 1054,
the CODEC 1034, the wireless controlier 1040, the transceiver 1050, the system-in-
package or system-on-chip device 1022, the wireless antenna 1042, the input device
1030, the display 320, the camera 108, the speaker 1036, the microphone 1038, and the
power supply 1044, However, the 3D modeler 110 of FIG. 11 includes a sithouetie
gencrator 1192 to generate a silhouette 1194, for example in connection with a visual
hull technique. The silhouette 1194 may be used by the 3D modeler 110 to generate the

30 model 116.

{0068] Although the present disclosure is described in connection with a ruobile device
{c.g., the mobile device 102) for case of illustration, it should be appreciated that the
functionalities described herein may be implemented using other devices. For example,
the processor 1010 and the memory 1032 of FIGS. 10 and 11 may be integrated into a
multimedia player, an eniertainment unit, a navigation device, a personal digital
assistant (PDA), a fixed location data unit, or a computer {¢.g., a tablet computer, a
laptop computer, a desktop computer, etc), a media device, another device configured to
wirelessly communicate data, or a combination thercof., Further, although tor
comvenience of Hilustration vartous technigues {e.g., reconstruction technigues, such as
feature point-based and sithouette-based reconstruction techniques) have been described

separately, one or more such techniques {or elements thereof) can be combined.

{0069] In conjunction with the described embodiments, an apparatus is disclosed that
includes means for determining, based on data received from at least one means for
sensing motion, a movement of a mobile device from a first position to a second
position. For example, the means for determining may include the 30 modeler 110 of
FIGS. 14, 10, and 11, the processor 1010 of FIGS. 10 and 11, one or more other

devices configured to defernune a movement of a mobile device, or any combination
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thercot. The means for sensing motion may include the one or more motion sensors

104.

{8070] The apparatus further includes means for computing a three-dimensional (3D)
model of an object based on a first image of the object corresponding (o a first view of
the object trom the first position of the mobile device, based further on a second image
of the object corresponding to a second view of the object from the second position of
the mobile device, and based further on movement of the mobile device. For example,
the means for computing the 3D model may melude the 3D modeler 110 of FIGS. 1-4,
10, and 11, the processor 1010 of FIGS, 10 and 11, one or more other devices

confioured to compute a 3D model, or any combination thereof.
2 s Y

{8071] Those of skill would further appreciate that the various ilhustrative logical
blocks, configurations, modules, circuits, and algorithm steps described m connection
with the embodiments disclosed herein may be implemented as electronic hardware,
processor-executable instructions stored at a computer-readable tangible medium, or
combinations of both, Various ilhustrative components, blocks, configurations,
modules, circuits, and steps have been described above generally in terms of their
functionality. Whether such functionality is implemented as hardware or software
depends upon the particular application and design constraints imposed on the overall
systern. Skilled artisans may implement the described functionality m varying ways for
cach particular application, but such implementation decisions should not be interpreted

as causing a departare from the scope of the present disclosure.

{8072] The steps of a method or algorithm described in connection with the
embodiments disclosed herein may be embodied directly in hardware, in a software
module executed by a processor, or in a combination of the two. A software module
may reside in random access memory {RAM), flash memory, read-only memory
(ROM), programmabile read-only memory (PROM), erasable programmable read-only
memory (EPROM), electrically erasable prograramable read-only memory (EEPROM),
registers, hard disk, a removable disk, a compact disc read-only memory (CD-ROM), or
any other form of non-transitory storage medium. An exemplary storage medium is
coupled to the processor such that the processor can read information from, and write

indformation to, the storage medium. In the aliernative, the storage medium may be
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integral to the processor. The processor and the storage medium may reside in an
application-specific integrated circuit {ASIC). The ASIC may reside in a computing
device or a user terminal (e.g., a mobile phone or a PDA). In the alternative, the
processor and the storage medium may reside as discrete components in a computing

device or user terminal,

{8073] The previous description of the disclosed embodiments is provided to enable a
person skilled in the art to make or use the disclosed embodiments. Various
modifications to these embodiments will be readily apparent to those skilled i the art,
and the principles defined herein may be applied to other embodiments without
departing from the scope of the disclosure. Thus, the present disclosure is not intended
to be hmited to the embodiments disclosed herein but is to be accorded the widest scope
possible consisient with the principles and novel features as defined by the following

claims.



WO 2013/112237 PCT/US2012/069088

WHATIS CLAIMED IS:

1. A method coraprising:

capturing, at a camera of a mobile device, a first image of an object while the
mobile device is at a first position;

capturing a second image of the object while the mobhile device 1s at a second
posifion;

determining, based on data output by at lcast one motion sensor of the mobile
device, a movement of the mobile device from the first position to the
second position; and

computing a three-dimensional (3D) model of the object based on the first
image, the second image, and the determined movement of the mobile

device,

2. The method of claim I, wherein the first image and the second vmage are
video frames associated with a stored video file, and further coraprising perniodically

accessing the stored video file to access the video frames.

3. The method of claim |, wherein the first image and the second image are
video frames associated with a video frame sequence, and further comprising accessing

the video frames prior to storing the video frame sequence as a video file.

4. The method of claim 1, wherein the first image and the second image are

snapshot images.

5. The method of claim 1, wherein computing the 3D model of the object is

further based on one or more sithoucttes of the object,

6. The method of claimo 1, wherein the data output by the at least one motion
sensor includes rotational motion associated with the mobile device, translational

motion associated with the mobile device, or a combination thereof.
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7. The method of claim 1, wherein the determined movement of the mobile
device includes a rotation of the mobile device, a translation of the mobile device, or a

combination thereof,

8. The method of claim 1, wherein computing the 3D meodel of the object
further comprises determining feature points of the object based on a function of a first
estimated reprojected image point, a second estimated reprojected image point, and the

data output by the at least one motion sensor.

9. The method of claim 1, wherein computing the three-dimensional model of
the object further comprises:

deterraining a first estimated reprojected 1mage point of the object based ona
product of a first estimate of the first position and one or more feature
points of the object;

determining a second estimated reprojected tmage point of the object based on a
praduct of a second estimate of the second position and the one or more
feature points of the object;

determyining a square of a first Euclidean distance between the first estimnated
reprojected image point and coordinates of the object in the fivst image;

determining a square of a sccond Fuclidean distance between the second
estimated reprojected image point and coordinates of the object in the
second image; and

maodifying an ostimate of the 3D model to minimize a sum of the square of the
first Euclidean distance and the square of the second Euclidean distance,

wherein the second estimate of the second position is generated based on the
first estimate of the first position and the data cutput by the at least one

MOotion Sensor.
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10. The method of claim 9, wherein modifying the estimate of the 3D model is
performed according to a bundle adjustment technigque to determine a maximum

fikehihood sotution of:

min Z«J (P‘X,»,x;y: ,

PLX

) i
[l B T

wherein 4 is associated with a distance operation,
wherein £ is a projection matrix of the camera,
wherein X; is a j-th feature point of the object, and

wherein x) are coordinates of the j-th feature point in an i-th image.

i, Anapparatus comprising:
a camera configured to capture a first image of an object while at a first position
and to capture a second image of the object while at a second posifion;
at lcast one molion sensor;
a processor; and
a memory storing instructions executable by the processor to:
determine, based on data output by the at least one motion sensor, a
moverent of the camera from the first posifion to the second
position; and
compute a three-dimensional (3D} model of the object based on the first
image, the second image, and the determined movement of the

camera.

12, The apparatus of ¢laim 11, wherein the processor is integrated into a mobile
device, the camera, 2 mitimedia player, an entertainment unit, 2 navigation device, a

personal digital assistant (PD A}, a portable computer, or any combination thereof,

i3. The apparatus of claim 11, wherein the data output by the at least one
motion sensor includes rotational mformation associated with the camera, iranslational

information associated with the camera, or a combination thereof.

i4. The apparatus of claim 11, wherein the determined movement of the camera

inchudes a rotation of the camera, a fransiation of the camera, or a combination thereof.
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15. The apparatus of claim 11, wherein the instructions are turther executable
by the processor to determine feature points of the object based on a function of a first
estimated reprojected image point, a second estimated reprojected image point, and the

data output by the at least one motion sensor.

16. The apparatus of clavm 11, wherein the instructions are further executable
by the processor o

determine a first cstimated reprojected image point of the object based ona
product of a first estimate of the first position and one or more feature
points of the object;

determine a second estimated reprojected image point of the object basedon a
product ot a second estimate of the second position and the one or more
feature points of the object;

determine a square of a first Euclidean distance between the first estimated
reprojected tmage point and coordinates of the object in the first image;

determyine a square of a second Euclidean distance between the second estimated
reprojected image point and coordinates of the object in the second
image; and

modify an estimate of the 3D model to minimize a sum of the square of the first
Fuclidean distance and the square of the second Euclidean distance,

wherein the second estimate of the second position is generated based on the
first estimate of the first position and the data output by the at least one

MOLon Sensor.

17. The apparatus of claim 16, wherein modifying the estimate of the 3D model
is performed according to a bundle adjustment technique to determine a maxinurm

{ikelihood solution of

min Zelrx .« f .

PLX L4

wherein o is associated with a distance operation,
wherein 7' 1s a projection matrix of the camera,
wherein X is a j-th feature point of the object, and

wherein x’ are coordinates of the j-th feature point in an i-th image.
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18, A method comprising:

determining, based on data received from at least one motion sensor, 2
movement of a mobile device from a first position to a second position;
and

computing a three-dimensional (3D} mode! of an object based on g first image of
the object corresponding to a first view of the object from the first
position of the mobile device, based further on a second mmage of'the
object corresponding to a second view of the object from the second
position of the mobile device, and based further on the movement of the

mobtle device.

i9. An apparatus comprising:

means for determining, based on data received from af least one means for
sensing motion, a movement of a mobie device from a first position to a
second position; and

means for computing a three-dimensional (3D} model of an object based on a
first image of the object corresponding (o a first view of the object from
the first position of the mobile device, based further on a second image
of the object corresponding (o a second view of the object from the
second position of the mobile device, and based further on the movement

of the mobile device.

20. The apparatus of claim 19, further comprising means for capturing the first

image and for capturing the second image.

21. The apparatus of claim 19, further comprising means for determining
teature points of the object based on a function of a first estimated reprojected umage
point, a second estimated reprojected image point, and the data received from the at

least one means for sensing motion.
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22. A computer-readable non-transilory medium comprising instructions that,

when executed by a processor, cause the processor o]

determine, based on data received from at least one motion sensor, a movement
of a mobile device from a first position to a second position; and

compute a three-dimensional (3D) raodel of an object based on a first image of
the object corresponding to a first view of the object from the first
position of the mobile device, based further on a second image of the
obiect corresponding to a second view of the object from the second
position of the mobile device, and based further on the movement of the

mobile device.

23. The non-transitory computer-readable medium of claim 22, wherein the data
inchides rotational information associated with the mobile device, translational

information associated with the mobile device, or a combination thereof,

24, The non-transitory computer-readable medium of claim 22, further
comprising instructions executable by the processor to deternune feature points of the
object based on a function of a first estimated reprojected image point, a second

estimated reprojected image point, and the data.
D 9

25. The non-transitory computer-readable medium of claim 22, further
comprising instructions executable by the processor to generate one or more sithoucttes
associated with the object, wherein the 3D model of the object is based further on the

one or more silhoucties.
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