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Description

FIELD OF THE INVENTION

[0001] The present invention relates to a method and system for modeling a process, piece of equipment or complex
interrelated system. More particularly, it relates to equipment condition and health monitoring and process performance
monitoring for early fault and deviation warning, based on recurrent non-parametric modeling and state estimation using
exemplary data.

[0002] US 2002/0128731 A1 discloses an improved empirical model-based surveillance or control system for moni-
toring or controlling a process or machine, which provides identification of transitions between operational states. Em-
pirical model-based estimates generated in response to receiving actual operational parameters are compared using a
global similarity operator to the actual parameters to indicate whether the process or machine is operating in a stable
state, or is in transition from one state to another.

[0003] WO-A-02/35299 discloses a method for estimating and reducing uncertainties in process measurements. A
reference matrix contains valid measurements characterizing operation of a multivariate process. Modeling parameters
of the reference matrix are derived. The final model parameters, balanced with respect to measuring and modeling
uncertainties, are applied to model a new set of measurements. If the new set has no faults then all modeled values
and modeling uncertainties can be used to control the process. If the new set has only one fault then the modeled value
and modeling uncertainty of the faulted measurement plus the measured values and measuring uncertainties of the
unfaulted measurements can be used to control the process while repair procedures are implemented for the identified
fault. If the new set has more

than one faultthen the process should be shutdown, and repair procedures should be implemented for all identified faults.

SUMMARY OF THE INVENTION

[0004] According to the present invention, there is provided a method of system state monitoring as set out in claim 1.
[0005] The present invention also provides an apparatus for system state monitoring as set out in claim 20.
[0006] Optional features are set out in the dependent claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007]
FIG. lis process flowchart for equipment health monitoring using the model of an embodiment of the invention;
FIG. 2 shows a diagram for windowed adaptation in a model according to an embodiment of the invention; and

FIG. 3 shows a block diagram of a system according to an embodiment of the invention for monitoring equipment
health.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0008] In the following, there is described an empirical, non-parametric multivariate modeling method and apparatus
for state modeling of a complex system such as equipment, processes or the like, and provides equipment health
monitoring, process performance optimization, and state categorization. In a machine, process or other complex system
that can be characterized by data from sensors or other measurements, the modeling method comprises first acquiring
reference data observations from the sensors or measurements representative of the machine, process or system, and
then computing the model from a combination of the representative data with a current observation from the same
sensors or measurements. The model is recomputed with each new observation of the modeled system. The output of
the model is an estimate of at least one sensor, measurement or other classification or qualification parameter that
characterizes the state of the modeled system.

[0009] Accordingly, for equipment health monitoring, the model provides estimates for one or more sensors on the
equipment, which can be compared to the actually measured values of those sensors to detect a deviation indicative of
an incipient failure mode. Alternatively, the model can estimate a performance parameter that can be used to optimize
a process, by indicating how that performance parameter changes with controllable changes in inputs to the process.
The estimate provided by the model can even by a logical or qualitative output designating the state of the modeled
system, as in a quality control application or a disease classification medical application.

[0010] Advantageously, the modeling method employs similarity-based modeling, wherein the model estimate is com-
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prised of a weighted composite of the most similar observations in the reference data to the current observation. The
model employs matrix regularization to control against ill-conditioned outputs, e. g. , estimates that blow up to enormous
or unrealistic values, which are useless in the applications of the model. For applications in which the size of the reference
data is large, or the sampling time of observations (and thus the need for estimates from the model) is fast, the current
observation can be indexed into a subset domain or fuzzy subset of the reference data using a comparison of the current
observation with a reference vector, for quicker computation of the estimate.

[0011] The described apparatus comprises a memory for storing the reference data; an input means such as a net-
worked data bus or analog-to-digital converter connected directly to sensors, for receiving current observations; a
processing unit for computing the model estimate responsive to the receipt of the current observation; and output means
such as a graphic user interface for reporting the results of the modeling. The described apparatus further comprises a
software module for outputting the model estimates to other software modules for taking action based on the estimates.
[0012] The modeling method of an embodiment the present invention can be used in equipment condition monitoring
where the model estimates sensor readings in response to current readings, and the estimates and actual readings are
compared to detect and diagnose any equipment health issues. The modeling method can also be extended for use in
classification of a system characterized by observed variables or features, where the output of the model can be an
estimate of a parameter used for classifying. Generally, an embodiment of the invention will be described with respect
to equipment health monitoring.

[0013] Areference data set of observations from sensors or other variables of the modeled system comprises sufficient
numbers of observations to characterize the modeled system through all of the dynamics ofthat system that are anticipated
for purposes of the modeling. For example, in the case of monitoring a gas combustion turbine for equipment health
and detection of incipientfailures, it may be sufficientto obtain 500 to 10,000 observations from a set of 20-80 temperature,
flow and pressure sensors on the turbine, throughout the operational range of the turbine, and throughout environmental
changes (seasons) if the turbine is located outside. As another example of equipment health monitoring, 10-20 sensors
on a jet engine can be used to obtain 50-100 observations of take-off or cruise-mode operation to provide adequate
modeling. In the event that all such data is not available up front (for example, seasonally affected operation), the
reference set can be augmented with current observations.

[0014] Observations may comprise both real-world sensor data and other types of measurements. Such measurements
can include statistical data, such as network traffic statistics; demographic information; or biological cell counts, to name
a few. Qualitative measurements can also be used, such as sampled opinions, subjective ratings, etc. All that is required
of the input types used is that they are related in some fashion through the physics, mechanics, or dynamics of the
system being modeled (or are suspected to be so), and in aggregate represent "states" the modeled system may take on.
[0015] With reference to FIG. 1, in an embodiment of the invention, the reference set of observations is formed into
a matrix, designated H for purposes hereof, in a step 102 typically with each column of the matrix representing an
observation, and each row representing values from a single sensor or measurement. The ordering of the columns (i.
e. , observations) in the matrix is not important, and there is no element of causality or time progression inherent in the
modeling method. The ordering of the rows is also not important, only that the rows are maintained in their correspondence
to sensors throughout the modeling process, and readings from only one sensor appear on a given row. This step 102
occurs as part of the setup of the modeling system, and is not necessarily repeated during online operation.

[0016] After assembling a sufficiently characterizing set H of reference data observations for the modeled system,
modeling can be carried out. Modeling results in the generation of estimates in response to acquiring or inputting a real-
time or current or test observation, as shown in step 107, which estimates can be estimates of sensors or non-sensor
parameters of the modeled system, or estimates of classifications or qualifications distinctive of the state of the system.
These estimates can be used for a variety of useful modeling purposes as described below.

[0017] The generation of estimates according to the modeling method of an embodiment comprises two major steps
after acquiring the input in 107. In the first step 118, the current observation is compared to the reference data H to
determine asubsetof reference observations from H having a particular relationship or affinity with the current observation,
with which to constitute a smaller matrix, designated D for purposes hereof. In the second step 121, the D matrix is used
to compute an estimate of at least one output parameter characteristic of the modeled system based on the current
observation. Accordingly, it may be understood that the model estimate Y, is a function of the current input observation
Yin and the current matrix D, derived from H:

Y =DeW (1)

est
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where the vector Y4 of estimated values for the sensors is equal to the contributions from each of the snapshots of
contemporaneous sensor values arranged to comprise matrix D. These contributions are determined by weight vector
W. The multiplication operation is the standard matrix/vector multiplication operator, or inner product The similarity
operator is symbolized in Equation 3, above, as the circle with the "X" disposed therein. Both the similarity operation of
Equation 3 and the determination F of membership comprising D from H and the input observation Yin are discussed
below.

[0018] As stated above, the symbol ® represents the "similarity” operator, and could potentially be chosen from a
variety of operators. In the context of the embodiment, this symbol should not to be confused with the normal meaning
of designation of ®, which is something else. In other words, for purposes of the present embodiment the meaning of
® is that of a "similarity” operation.

[0019] The similarity operator, ®, works much as regular matrix multiplication operations, on a row-to-column basis,
and results in a matrix having as many rows as the first operand and as many columns as the second operand. The
similarity operation yields a scalar value for each combination of a row from the first operand and column from the second
operand. One similarity operation that has been described above involves taking the ratio of corresponding elements of
a row vector from the first operand and a column vector of the second operand, and inverting ratios greater than one,
and averaging all the ratios, which for normalized and positive elements always yields a row/column similarity value
between zero (very different) and one (identical). Hence, if the values are identical, the similarity is equal to one, and if
the values are grossly unequal, the similarity approaches zero.

[0020] Another example of a similarity operator that can be used determines an elemental similarity between two
corresponding elements of two observation vectors or snapshots, by subtracting from one a quantity with the absolute
difference of the two elements in the numerator, and the expected range for the elements in the denominator. The
expected range can be determined, for example, by the difference of the maximum and minimum values for that element
to be found across all the data of the reference library H. The vector similarity is then determined by averaging the
elemental similarities.

[0021] Inyetanother similarity operatorthat can be used in an embodiment of the present invention, the vector similarity
of two observation vectors is equal to the inverse of the quantity of one plus the magnitude Euclidean distance between
the two vectors in n-dimensional space, where n is the number of elements in each observation, that is, the number of
sensors being observed. Thus, the similarity reaches a highest value of one when the vectors are identical and are
separated by zero distance, and diminishes as the vectors become increasingly distant (different).

[0022] Other similarity operators are known or may become known to those skilled in the art, and can be employed
in the embodiments of the present invention as described herein. The recitation of the above operators is exemplary
and not meant to limit the scope of the invention. In general, the following guidelines help to define a similarity operator
for use in an embodiment of the invention as in equation 3 above and elsewhere described herein, but are not meant
to limit the scope of the invention:

1. Similarity is a scalar range, bounded at each end.
2. The similarity of two identical inputs is the value of one of the bounded ends.
3. The absolute value of the similarity increases as the two inputs approach being identical.

[0023] Accordingly, for example, an effective similarity operator for use in an embodiment the present invention can
generate a similarity of ten (10) when the inputs are identical, and a similarity that diminishes toward zero as the inputs
become more different Alternatively, a bias or translation can be used, so that the similarity is 12 for identical inputs,
and diminishes toward 2 as the inputs become more different. Further, a scaling can be used, so that the similarity is
100 for identical inputs, and diminishes toward zero with increasing difference. Moreover, the scaling factor can also be
a negative number, so that the similarity for identical inputs is -100 and approaches zero from the negative side with
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increasing difference of the inputs. The similarity can be rendered for the elements of two vectors being compared, and
summed or otherwise statistically combined to yield an overall vector-to-vector similarity, or the similarity operator can
operate on the vectors themselves (as in Euclidean distance).

[0024] Significantly, an embodiment of the presentinvention can be used for monitoring variables in an autoassociative
mode or an inferential mode. In the autoassociative mode, model estimates are made of variables that also comprise
inputs to the model. In the inferential mode, model estimates are made of variables that are not present in the input to
the model. In the inferential mode, Equation 1 above becomes:

=D oW (5)

A

i =(D,”®D,)" «(D,” ®7,) 6)

—_ n

where the D matrix has been separated into two matrices Din, and D, according to which rows are inputs and which
rows are outputs, but column (observation) correspondence is maintained.

[0025] A key aspect of one embodiment is that D is determined recurrently with each new input observation, from the
superset of available learned observations H characterizing the dynamic behavior of the modeled system. In doing so,
sufficiently relevant exemplars or learned observations are used to characterize the modeled behavior in the neighbor-
hood of the current observation, but the model avoids both undue overfitting as well as impractical computational time.
The determination of membership in D according to an embodiment is accomplished by relating the current input ob-
servation to observations in H, and when there is a sufficient relationship, that learned observation from H is included
in D, otherwise it is not included in D for purposes of processing the current input observation.

[0026] According to one embodiment of the invention, the input observation is compared to exemplars in H using the
similarity operation to render a similarity score for each such comparison, called "global similarity" for purposes hereof.
If the resulting global similarity is above a certain threshold, or is one of the x highest such global similarities across all
exemplars in H, the exemplar or learned observation is included in D. For a similarity operator rendering similarity scores
between zero (different) and one (identical), a typical threshold may be 0.90 or above, by way of example. However,
the choice of threshold will depend on the nature of the application, and especially on the number of exemplars in the
set H. In the event that the highest x similarities are used to determine membership in D, it is not uncommon to use
somewhere in the range of 5 to 50 exemplars in D, even when selecting from a set H that may have an enormous number
of exemplars, such as 100,000. A hybrid of threshold and count can be used to determine membership of D, for example
by using a threshold for inclusion, but requiring that D contain no less than 5 exemplars and no more than 25.

[0027] Importantly, notall elements of the observations need be used for determining global similarity. Certain variables
or sensors may be deemed more dominant in the physics of the monitored system, and may be the basis for determining
membership of D, by performing the global similarity calculation only on a subvector comprised the those elements from
each of the current observation and each learned observation. By way of example, in an inferential model, in which the
input observation has ten (10) sensor values, and the output of the model is an estimate for five (5) additional sensor
values not among the inputs, the global similarity may be computed using a subvector of the input vector and the learned
observations comprising only the 15t 2nd 5th and 7th sensor values, even though the estimate of the 5 outputs will be
performed using all 10 inputs. Selection of which input sensors to rely on in determining global similarity for constituting
membership in the D matrix can be made using domain knowledge, or can be determined from the least root mean
square error between actual values and estimates produced by the model when tested against a set of test data (not
part of the set H) characterizing normal system behavior, among other methods.

[0028] In an alternative to the use of the global similarity, membership in D can be determined by examining one or
more variables at an elemental level, and including exemplars from H that have elemental values fitting a range or fitting
some other criterion for one or more elements. For example, in the fanciful 10-input, 5-output model mentioned above,
D might be comprised by exemplars from H with the 5 closest values for the 15t sensor to the same sensor value for the
current observation, the 5 closest value for the 219 sensor, the 5 closest for the 5th sensor, and the 5 closest for the 7th
sensor, such that D has at most 20 vectors from H (though possibly less if some repeat). Note that this is different from
the global similarity in that a learned observation may be included in D solely because it has a closely matching value
on an mth sensor, irrespective of the rest of its sensor values.

[0029] In a preferred embodiment, the examination at an elemental level for membership in D can be performed on
variables that do not in fact comprise inputs to the model, but are nonetheless sensor values or measurements available
from the system with each observation of the other sensors in the model. A particularly important circumstance when
this can be useful is with ambient condition variables, such as ambient air temperature, or ambient barometric pressure.
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Such ambient variables - while not necessarily serving as inputs to any given model - may be proxies for overall conditions
that impact the interrelationships of the other sensor values that are in the model. Consequently, the use of ambient
variables for determining membership in D of exemplars selected from H can be a good way of providing a D matrix
with relevant exemplars to seasonal variation. For example, in an application for monitoring the health of the engine of
a locomotive, a variety of engine parameters (e.g., fuel flow, exhaust gas temperature, turbo pressure, etc.) may be
used to model the behavior of the engine, and ambient temperature may be used as an ambient variable for selecting
observations from H for D. The ambient temperature is a proxy for the weather conditions that affect how all the other
parameters may interrelate at any given temperature. H ideally contains historic data of normal performance of the
engine, for all temperature ranges, from below freezing in winter, to sweltering temperatures of a desert summer. Ex-
emplars from H (coming from all across this temperature range) may be selected for a particular D matrix if the ambient
temperature of the exemplar is one of the x closest values to the ambient temperature of the current input reading. Note
that in computing the model estimates per equations 1-4 above, ambient temperature would not necessarily be an input
or an output.

[0030] In a preferred embodiment, a hybrid of the ambient variable data selection and one of either global similarity
or elemental test for inclusion, is used in combination. Thus, for example, ambient temperature may be used to select
from a superset of H having 100,000 learned observations covering temperatures from well below freezing to over 100
degrees Fahrenheit, a subset of 4000 observations to comprise an intermediate set H’, which 4000 observations are
those within +/- 5 degrees from the current ambient temperature. This intermediate subset H’ can then be used without
alteration for several hours worth of input data (during which ambient temperature has not shifted significantly), to
repeatedly generate a D matrix of, say, 30 vectors selected from the 4000 by means of global similarity for each input
observation. In this way, the current observation can be closely modeled based on the performance characteristics of
the system at that moment, within the framework of a set of data selected to match the ambient conditions. This cuts
down on computational time (avoiding processing all 100,000 observations in H), avoids overfitting, and provides high
fidelity modeling tuned to the conditions in which the monitored equipment is encountered.

[0031] Yetanother way of determining membership in D involves a modified use of global similarity, for improving the
computational speed of this step. Accordingly, a reference vector, which may be one of the exemplars in H, is first
compared to all the learned observations to generate a global similarity for each comparison. This can be done before
on-line monitoring is commenced, and need be done only once, up front. Then, during monitoring the current observation
is compared to that reference vector using global similarity, instead of comparing the current observation to all learned
observations in H. The resulting global similarity score is then compared to the pre-calculated global similarities of the
reference vector vis-a-vis the learned observations in H, and the closest n scores indicate the learned observations to
include in D; or alternatively, those global similarities within certain limits around the global similarity of the current
observation, indicate the learned observations to include in D.

[0032] According to yet another way to determine membership in D, the reference set of learned observations in H
are grouped using a clustering method into a finite number of clusters. In real-time, the current observation is then
analyzed to determine which cluster it belongs to, and the learned observations in that cluster are then drawn from to
constitute the D matrix. All of the learned observations in the cluster can be included, or a sampled subset of them can
be included in order to keep the size of D manageable if the cluster contains too many vectors. The subset can be
sampled randomly, or can be sampled from using a "characterized" sampling method as disclosed later herein.

[0033] To select the clusters for the clustering algorithm, seed vectors can be selected from H. A vector becomes a
seed for a cluster based on containing a maximum or minimum value for a sensor across all the values of that sensor
in H. One clustering technique that can be used is fuzzy C means clustering, which was derived from Hard C-Means
(HCM). Accordingly, vectors in H can have partial membership in more than one cluster. Fuzzy C-Means (FCM) clustering
minimizes the objective function:

JnZ(U,V)=ZZu;',j z(xk9vi) @)

k=l i=]

where X = (x4, X5, X,;) is n data sample vectors (the learned observations in H), U is a partition of X in ¢ part, V = (v,
Vo, ..., V) are cluster centers in R (seeded as mentioned above from actual observations in H), uy is referred to as the
grade of membership of x; to the cluster J, in this case the member of uy is 0 or 1, and d?(x,, v)) is an inner product
induced norm on RV:

d(x;,v;) =\[(xk "Vi)T (X, —v,) (8
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The problem is to determine the appropriate membership uy,, which is done through iterative determination to convergence
of:

n m

b = LiaUyX,

i R 9
j=1 Uy

uij 2/(m-1)

c di'
2o 5;

(10)

where c is the number of clusters. The u; are randomly selected initially subject to the constraints:

0<u, <], forl<i<c, 1<k<nm (11)

n
0<D uy <n, forl<i<c 12)
k=l

Mu,=1 forl<k<n 13)
=]

During monitoring, the input observation is compared using global similarity, Euclidean distance, or the like, to the cluster
centers v;, to determine which cluster the input observation is most related to. The D matrix is then constituted from the
identified cluster. A cluster is determined to be those vectors in H that have a fuzzy membership v, that is above a
certain threshold, typically 0.70 (but dependent on the application and availability of data in H). Thus, a particular
observation in H could belong to more than one cluster. The cluster in H matching the input observation can be used in
its entirety for D, or can be selected from to comprise D, using any of the other methods described herein. Fuzzy c-
means clustering can thus be used to reduce the number of vectors in H that need to be analyzed with some other
method for inclusion in D, such as global similarity, as a computational savings.

[0034] An additional important aspect of one embodiment is adaptation of the model. Especially for equipment health
monitoring (but also for other applications) the issue of keeping the model tuned with slow and acceptable changes to
the underlying modeled system is critical for practical use. When monitoring equipment, graceful aging is assumed, and
should not become a source of health alerts. Therefore the model must adapt through time to gradual aging and settling
of the monitored equipment, and not generate results that suggest an actionable fault is being detected.

[0035] Adaptation can be accomplished in an embodiment in a number of ways. According to a first way, called for
purposes herein "out-of-range” adaptation, certain of the monitored variables of the system are considered drivers or
independent variables, and when they take on values outside of the ranges heretofore seen in the set H of exemplars,
then the current observation is not alerted on, but rather is added to the set H, either by addition or by substitution. In
this way, when a driver variable goes to a new high or a new low, the model incorporates the observation as part of
normal modeled behavior, rather than generating an estimate that in all likelihood is different from the current observation.
The drawback of this out-of-range adaptation is two-fold: (1) not all variables can be considered drivers and thus cause
out-of- range adaptation and thus there is an application-specific art to determining which variables to use; and (2) there
exists the possibility that an out-of-range event is in fact initial evidence of an incipient fault, and the model may now not
as easily identify the fault With regard to the first concern, ambient variables can usually
make good candidates for out-of-range adaptation as a rule. For the second concern, a preferred embodiment of the
invention does not permit n successive out-of-range adaptations, where n is typically in the range of 2 and up, depending
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on the sampling rate of the data acquisition.

[0036] Usually, out-of-range adaptation is additive to the H matrix, rather than replacing exemplars in H. According to
another kind of adaptation that can be employed in parallel with out-of-range adaptation, vectors are added to H that
occur in a window of observations delayed by some offset from the current observation, and these additions replace the
oldestexemplarsin H. Thus H is afirst-in, first-out stack, and is eventually turned over entirely with updated observations,
thus tracking the graceful aging of the monitored equipment. The offset is required so that observations aren’t learned
that include developing faults, and the choice of delay size is largely a function of the application, the data sampling
rate, and the nature of expected failures and how they manifest themselves.

[0037] Turning to FIG. 2, this method of moving window adaptation can be better understood in view of a timeline 206
of sequential current observations being monitored. Monitoring begins at time step 210. A reference library H of learned
observations 213 has been assembled from prior normal operation of the monitored equipment. The current real-time
observation 220 is being monitored presently. A window of past observations 225 is drawn from to provide updated
exemplars to reference library H 213, which may or may not employ a replacement scheme by which older exemplars
are deleted from the library 213. The window 225 moves forward with the timeline 206, at some delay separation 230
from the current observation 220. If faults are detected in observations that enter the leading edge of window 225, there
are two alternatives for avoiding adapting into the developing fault. First, the faulted observations themselves can be
flagged to not be adapted on. Second, windowed adaptation can be turned off until the fault is resolved. Upon resolution
of the fault, the window would be reinitiated starting with "normal" data beyond (in time) the fault resolution event.
[0038] The observations in window 225 can be sampled for addition to library 213, or can all be added. Methods for
sampling a subset of observations to add to library 213 include random sampling; periodic sampling; and sampling, in
which the set of observations in window 225 is mined for those observations that characterize the dynamics of operation
throughout the window. For example, one way is to pick those observations which contain a highest value or a lowest
value for any one of the sensors in the observations throughout the window, optionally augmented with observations
having sensor values that cover the sensor range (as seen throughout the window) at equally spaced values (e. g., for
a temperature range of 50-100 degrees, picking vectors at 60,70, 80 and 90, as well as the extremes of 50 and 100).
[0039] Turning to FIG. 3, the use of the modeling of an embodiment of the present invention is described in the context
of a complete apparatus for performing equipment health monitoring. An H reference library 304 is stored in memory,
typically permanent disk drive read/write memory, and comprises learned observations characterizing the anticipated
operational dynamics of the monitored equipment in normal, non-faulted operation. Data acquired or supplied from
sensors or other measurement systems on the equipment are provided for active monitoring to a set of preconditioning
modules 307, including data cleaning, feature extraction and complex signal decomposition. Data cleaning includes
filtering for spikes, smoothing with filters or splines, and other techniques known in the art. Feature extraction can include
spectral feature extraction, and translation of analog data values into classes or other numeric symbols, as is known in
the art For sensors such as acoustics and vibration, complex signal decomposition is a form of feature extraction in
which pseudo-sensors are provided from the spectral features of these complex signals, and can be FFT components
as signals, or subbands.

[0040] The preconditioned data is then supplied to the D selector module 311 and the estimate generator 315. The D
selector module 311 employs the techniques mentioned above to compare the (preconditioned) current observation to
the exemplars in the library 304, to select a subset to comprise the D matrix. The estimate generator uses the D matrix
and the current observation to generate an estimate for sensors describing equipment health according to Equations 1
through 4 above. Estimates are provided along with the current observation to a statistical testing module 320 which is
described below. The purpose of the statistical testing module is to test the estimate in contrast to the actual current
readings to detect incipience of faults in the equipment. The estimated sensor values or parameters are compared using
adecision technique to the actual sensor values or parameters that were received from the monitored process ormachine.
Such a comparison has the purpose of providing an indication of a discrepancy between the actual values and the
expected values that characterize the operational state of the process or machine. Such discrepancies are indicators
of sensor failure, incipient process upset, drift from optimal process targets, incipient mechanical failure, and so on.
[0041] The estimates and current readings are also available to a diagnostics module 324, as are the results of the
statistical testing module. The diagnostics module 324 can comprise a rules-based processor for detecting patterns of
behavior characteristic of particular known failure modes, by mapping combinations of residuals, statistical test alerts,
raw values and features of raw values to these known failure modes. This is described in greater detail below.

[0042] The results of both the statistical testing module 320 and the diagnostics module 324 are made available to a
user interface module 330, which in a preferred embodiment is a web-based graphical interface which can be remotely
located, and which displays both failure messages and confidence levels generated by the diagnostics module 324, and
charts of residuals, statistical testing alerts, and raw values. Diagnostic results and statistical test results can also be
made available through a software interface 335 to downstream software that may use the information, e.g., for scheduling
maintenance actions and the like. The software interface 335 in a preferred embodiment comprises a messaging service
that can either be polled or pushes information to subscribing systems, such as .NET services.
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[0043] An adaptation module 340 employs the out-of-range adaptation and the windowed adaptation described above
to update the library 304 as frequently as with every new current observation.

[0044] The statistical testing module can employ a number of tests for determining an alert condition on the current
observation or sequence of recent observations. One test that can be used is a simple threshold on the residual, which
is the difference between the estimate of a sensor value and the actual sensor value (or actual preconditioned sensor
value) from the current observation. Alerts can be set for exceeding both a positive and/or a negative threshold on such
aresidual. The thresholds can be fixed (e.g., +/- 10 degrees) or can be set as a multiple of the standard deviation on a
moving window of the past n residuals, or the like.

[0045] Another test or decision technique that can be employed is called a sequential probability ratio test (SPRT),
and is described in the aforementioned U.S. Patent No. 5,764,509 to Gross et al. Broadly, for a sequence of estimates
for a particular sensor, the test is capable of determining with preselected missed and false alarm rates whether the
estimates and actuals are statistically the same or different, that is, belong to the same or to two different Gaussian
distributions.

[0046] The SPRT type of test is based on the maximum likelihood ratio. The test sequentially samples a process at
discrete times until it is capable of deciding between two alternatives: HO:p.=0; and H1:u=M. In other words, is the
sequence of sampled values indicative of a distribution around zero, or indicative of a distribution around some non-
zero value? It has been demonstrated that the following approach provides an optimal decision method (the average
sample size is less than a comparable fixed sample test). A test statistic, ¥t, is computed from the following formula:

n-E

where In() is the natural logarithm, f,() is the probability density function of the observed value of the random variable
Yi under the hypothesis Hg and j is the time point of the last decision.

[0047] Indeciding between two alternative hypotheses, without knowing the true state of the signal under surveillance,
it is possible to make an error (incorrect hypothesis decision). Two types of errors are possible. Rejecting Ho when it is
true (type | error) or accepting Ho when it is false (type Il error). Preferably these errors are controlled at some arbitrary
minimum value, if possible. So, the probability of a false alarm or making a type | error is termed o, and the probability
of missing an alarm or making a type Il error is termed . The well-known Wald’s Approximation defines a lower bound,
L, below which one accepts Ho and an upper bound, U above which one rejects Ho.

U ——ln —_
94 (15)

b
L=In| — (16)

l-«

[0048] Decision Rule: if ¥i<L, then ACCEPT Hy; else if ¥;2U, then REJECT Hj; otherwise, continue sampling.
[0049] To implement this procedure, this distribution of the process must be known. This is not a problem in general,
because some a priori information about the system exists. For most purposes, the multivariate Gaussian distribution
is satisfactory, and the SPRT test can be simplified by assuming a Gaussian probability distribution p:

]
= &

Then, the test statistic a typical sequential test deciding between zero-mean hypothesis Ho and a positive mean hy-
pothesis H, is:
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M M
\Pt+1:th+g_—2_ yt_7 (18)

where M is the hypothesized mean (typically set at a standard deviation away from zero, as given by the variance), ¢
is the variance of the training residual data and y; is the input value being tested. Then the decision can be made at any
observation t+1 in the sequence according to:

1. If P44 < In(B/(1-0)), then accept hypothesis Ho as true;
2. If ¥4 2 In((1-B)/av), then accept hypothesis H1 as true; and
3. I In(B/(1-a)) < ¥i4q < In((1-B)/ar), then make no decision and continue sampling.

The SPRT test can run against the residual for each monitored parameter, and can be tested against a positive biased
mean, a negative biased mean, and against other statistical moments, such as the variance in the residual.

[0050] Other statistical decision techniques can be used in place of SPRT to determine whether the remotely monitored
process or machine is operating in an abnormal way that indicates an incipient fault. According to another technique,
the estimated sensor data and the actual sensor data can be compared using the similarity operator to obtain a vector
similarity. If the vector similarity falls below a selected threshold, an alert can be indicated and action taken to notify an
interested party as mentioned above that an abnormal condition has been monitored.

[0051] It should be appreciated that a wide range of changes and modifications may be made to the embodiments of
the invention as described herein. Thus, it is intended that the foregoing detailed description be regarded as illustrative
rather than limiting.

Claims
1. A method of system state monitoring comprising:

providing a reference set of data (H) comprising a plurality of learned observations from sensors of a modeled
system that characterize the dynamic behaviour of the modeled system, wherein the reference set of data (H)
is in the form of a matrix, with each column of the matrix representing an observation and each row representing
values from a single sensor;

providing a current observation regarding the modeled system;

comparing the current observation to the reference set of data (H) using a similarity operator to render a similarity
score for each learned observation in the reference set of data (H); and

if the similarity score for a learned observation is above a threshold or is one of a predetermined number of the
highest similarity scores across all learned observation, including that learned observations in a subset of data
(D) of the reference set of data (H);

computing a model of the system based on the current observation and the current subset of data (D) derived
from the reference set of data (H), wherein computing the model comprises generating a model estimate com-
prising a weighted composite of the subset of data (D).

providing a series of subsequent current observations regarding the modeled system;

re-computing the model by re-determining the subset of data (D) for each new current observation; and
detecting incipience of faults in the system by testing the model estimate in contrast to the current observation.

2. The method of claim 1, wherein providing a reference set of data (H) further comprises receiving the observations
for a plurality of different times.

3. The method of claim 1, wherein providing a current observation regarding the modeled system further comprises
monitoring the system using a plurality of sensors.

4. The method of claim 1, wherein:
providing a reference set of data further comprises receiving information as corresponds to a first plurality of
information sources; and

providing a current observation further comprises receiving information as corresponds to a second plurality of
information sources.
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The method of claim 4, wherein the second plurality of information sources are at least partially the same as the
first plurality of information sources.

The method of claim 5, wherein the second plurality of information sources are at least partially the same as the
first plurality of information sources but not fully inclusive of all of the first plurality of information sources.

The method of claim 1, wherein comparing the current observation to the reference set of data (H) to determine a
subset of data (D), further comprises determining similarity as a function, at least in part, by:

defining similarity as a scalar range, bounded at each end thereof;

defining a level of similarity for two identical inputs as comprising a value that corresponds to one of the ends
of the scalar range; or

providing for an absolute value of a similarity value to increase as two inputs approach being identical.

The method of claim 1, wherein comparing the current observation to the reference set of data (H) to determine a
subset of data (D ) comprises calculating the similarity between reference observations of the reference set of data
andthe currentobservation, wherein not all of the elements in the observations being compared are used to determine
the similarity.

The method of claim 1, wherein providing a reference set of data (H) further comprises at least one of:

receiving observations regarding non-sensor measurements related to the modeled system, the non-sensor
measurements comprising at least one of statistical data, demographic data network traffic statistics, biological
cell counts or qualitative measurements; and

receiving information regarding at least one ambient condition as corresponds to the given system.

The method of claim 1, further comprising comparing the current observation to the reference set of data (H) to
determine a subset of data (D) comprises selecting learned observations from the reference set of data (H) as a
function, at least in part, on the basis of at least one variable that is not an input or an output of the model.

The method of claim 10, wherein the at least one variable comprises an ambient condition variable.

The method of claim 10, comparing the current observation to the reference set of data (H) to determine a subset
of data (D) comprises using the at least one variable to eliminate a portion of the reference data from inclusion in
the subset and using a predetermined level of similarity to select reference data for inclusion in the subset from
what is left after elimination by the at least one variable.

The method of claim 1, further comprising modifying the reference set of data (H).

The method of claim 13, wherein modifying the reference set of data further comprises:
identifying at least one monitored system variable as an identified variable, including identifying at least one
ambient variable;
determining when the identified variable exceeds a range of values for the identified variable as are presently
included in the reference set of data; and
modifying the reference set of data as a function, at least in part, of the identified variable that exceeds the

range of values.

The method of claim 14, wherein modifying the reference set of data as a function, at least in part, of the identified
variable that exceeds the range of values further comprises adding additional data to the reference set of data.

The method of claim 14, wherein modifying the reference set of data as a function, at least in part, of the identified
variable that exceeds the range of values further comprises substituting new data for existing data in the reference
set of data.

The method of claim 14, and further comprising:

when the identified variable exceeds a range of values for the identified variable as are presently included in
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the reference set of data, determining whether the reference set of data should nevertheless not be modified.

The method of claim 17, wherein determining whether the reference set of data should nevertheless not be modified
further comprises determining whether the reference set of data has already been modified a predetermined number
of times.

The method of claim 17, wherein determining whether the reference set of data should nevertheless not be modified
further comprises determining whether the given system is likely exhibiting a fault.

An apparatus for system state monitoring comprising:

first means for providing a reference set of data (H) comprising a plurality of learned observations from sensors
of a modeled system that characterize the dynamic behaviour of the modeled system, wherein the reference
set of data (H) is in the form of a matrix, with each column of the matrix representing an observation and each
row representing values from a single sensor;

second means for providing a current observation regarding the modeled system;

third means for comparing the current observation to the reference set of data (H) using a similarity operator to
render a similarity score for each learned observation in the reference set of data (H), and, if the similarity score
for a learned observation is above a threshold or is one of a predetermined number of the highest similarity
scores across all learned observations, including that learned observation in a subset of data (D) of the reference
set of data (H);

fourth means for computing a model of the system based on the current observation and the current subset of
data (D) derived from the reference set of data (H), wherein computing the model comprises generating a model
estimate comprising a weighted composite of the subset of data (D);

fifth means for providing a series of subsequent current observations regarding the modeled system;

sixth means for recomputing the model by re-determining the subset of data (D) for each new current observation;
and

seventh means for detecting incipience of faults in the system by testing the model estimate in contrast to the
current observation

The apparatus of claim 20, wherein the first means for providing a reference set of data (H) comprises means for
receiving the observations for a plurality of different times.

The apparatus of claim 20, wherein the second means for providing a current observation in relation to the modeled
system comprises means for monitoring the system using a plurality of sensors.

The apparatus of claim 20, wherein:

the first means for providing a reference set of data further comprises means for receiving information as
corresponds to a first plurality of information sources; and

the second means for providing a current observation comprises means for receiving information as corresponds
to a second plurality of information sources.

The apparatus of claim 23, wherein the second plurality of information sources are at least partially the same as the
first plurality of information sources.

The apparatus of claim 24, wherein the second plurality of information sources are at least partially the same as the
first plurality of information sources but not fully inclusive of all of the first plurality of information sources.

The apparatus of claim 20, wherein the third means for comparing the current observation to the reference set of
data (H) to determine a subset of data (D) comprises means for determining similarity as a function, at leastin part, by:

defining similarity as a scalar range, bounded at each end thereof;
defining a level of similarity for two identical inputs as comprising a value that corresponds to one of the ends
of the scalar range; or

providing for an absolute value of a similarity value to increase as two inputs approach being identical.

The apparatus of claim 20, wherein the third means for comparing the current observation to the reference set of
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data (H) to determine a subset of data (D) comprises means for calculating the similarity between reference obser-
vations of the reference set of data and the current observation, wherein not all of the elements in the observations
being compared are used to determine the similarity.

The apparatus of claim 20, wherein the first means for providing a reference set of data (H) further comprises at
least one of:

means for receiving observations regarding non-sensor measurements related to the modeled system, the non-
sensor measurements comprising at least one of statistical data, demographic data network traffic statistics,
biological cell counts or qualitative measurements;

and

means receiving information regarding at least one ambient condition as corresponds to the given system.

The apparatus of claim 20, wherein the third means for comparing the current observation to the reference set of
data (H) to determine a subset of data (D) comprises means for selecting learned observations from the reference
set of data (H) as a function, at least in part, on the basis of at least one variable that is not an input or an output of
the model.

The apparatus of claim 29, wherein the at least one variable comprises an ambient condition variable.

The apparatus of claim 29, wherein the means for selecting learned observations from the reference set of data (H)
as a function, at least in part, on the basis of at least one variable that does not comprise an observation of the
reference set of data (H) and the current observation comprises means for using the at least one variable to eliminate
a portion of the reference data from inclusion in the subset and using a predetermined level of similarity to select
reference data for inclusion in the subset from what is left after elimination by the at least one variable.

The apparatius of claim 20, further comprising means for modifying the reference set of data (H).
The apparatus of claim 32, wherein the means for modifying the reference set of data further comprises:

means for identifying at least one monitored system variable as an identified variable, including identifying at
least one ambient variable;

means for determining when the identified variable exceeds a range of values for the identified variable as are
presently included in the reference set of data; and

means for modifying the reference set of data as a function, at least in part, of the identified variable that exceeds
the range of values.

The apparatus of claim 33, wherein the means for modifying the reference set of data as a function, at least in part,
of the identified variable that exceeds the range of values further comprises means for adding additional data to the
reference set of data.

The apparatus of claim 33, wherein the means for modifying the reference set of data as a function, at least in part,
of the identified variable that exceeds the range of values further comprises means for substituting new data for
existing data in the reference set of data.

The apparatus of claim 33, further comprising:

means for determining whether the reference set of data should nevertheless not be modified, when the identified
variable exceeds arange of values for the identified variable as are presently included in the reference set of data.

The apparatus of claim 36, wherein comprises means for determining whether the reference set of data has already
been modified a predetermined number of times.

The apparatus of claim 36, wherein the means for determining whether the reference set of data should nevertheless
not be modified further comprises means for determining whether the given system is likely exhibiting a fault.
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Patentanspriiche

1.

Verfahren zur Systemzustandsiiberwachung, umfassend:

Bereitstellen eines Referenzdatensatzes (H), der mehrere gelernte Beobachtungen von Sensoren eines mo-
dellierten Systems umfasst, die das dynamische Verhalten des modellierten Systems kennzeichnen, wobei der
Referenzdatensatz (H) die Form einer Matrix aufweist, wo jede Spalte der Matrix flr eine Beobachtung steht
und jede Reihe fiir Werte eines einzelnen Sensors steht;

Bereitstellen einer aktuellen Beobachtung beziglich des modellierten Systems;

Vergleichen der aktuellen Beobachtung mit dem Referenzdatensatz (H) unter Verwendung eines Ahnlichkeits-
operators, um eine Ahnlichkeitsbewertung fiir jede gelernte Beobachtung im Referenzdatensatz (H) zu erbrin-
gen; und

falls die Ahnlichkeitsbewertung firr eine gelernte Beobachtung (iber einem Schwellenwert liegt oder eine von
einer vorbestimmten Zahl der héchsten Ahnlichkeitsbewertungen tiber die gesamte gelernte Beobachtung ist,
Aufnehmen der gelernten Beobachtungen in einem Datenuntersatz (D) des Referenzdatensatzes (H);
Berechnen eines Modells des Systems, basierend auf der aktuellen Beobachtung und dem aktuellen Daten-
untersatz (D), der vom Referenzdatensatz (H) abgeleitet ist, wobei das Berechnen des Modells ein Erstellen
einer Modellschatzung umfasst, die eine gewichtete Zusammensetzung des Datenuntersatzes (D) umfasst;
Bereitstellen einer Serie nachfolgender aktueller Beobachtungen beziiglich des modellierten Systems;
Neuberechnen des Modells durch Neuermitteln des Datenuntersatzes (D) fiir jede neue aktuelle Beobachtung;
und

Erfassen eines Anfangs von Fehlern im System durch Testen der Modellschatzung in Kontrast zur aktuellen
Beobachtung.

Verfahren nach Anspruch 1, wobei das Bereitstellen eines Referenzdatensatzes (H) des Weiteren ein Empfangen
der Beobachtungen flir mehrere verschiedene Zeiten umfasst.

Verfahren nach Anspruch 1, wobei das Bereitstellen einer aktuellen Beobachtung beziiglich des modellierten Sys-
tems des Weiteren ein Uberwachen des Systems unter Verwendung mehrerer Sensoren umfasst.

Verfahren nach Anspruch 1, wobei:

das Bereitstellen eines Referenzdatensatzes des Weiteren ein Empfangen von Informationen, wie es einer
ersten Vielzahl von Informationsquellen entspricht, umfasst; und

das Bereitstellen einer aktuellen Beobachtung des Weiteren ein Empfangen von Informationen, wie es einer
zweiten Vielzahl von Informationsquellen entspricht,

umfasst.

Verfahren nach Anspruch 4, wobei die zweite Vielzahl von Informationsquellen zumindest teilweise dieselbe ist wie
die erste Vielzahl von Informationsquellen.

Verfahren nach Anspruch 5, wobei die zweite Vielzahl von Informationsquellen zumindest teilweise dieselbe ist wie
die erste Vielzahl von Informationsquellen, aber nicht vollstandig alle der ersten Vielzahl von Informationsquellen
enthalt.

Verfahren nach Anspruch 1, wobei das Vergleichen der aktuellen Beobachtung mit dem Referenzdatensatz (H),
um einen Datenuntersatz (D) zu ermitteln, des Weiteren ein Ermitteln einer Ahnlichkeit als eine Funktion umfasst,
durch, zumindest teilweise:

Definieren der Ahnlichkeit als eine Skalarspanne, die an jedem Ende davon begrenzt ist;

Definieren eines Ahnlichkeitsgrads fiir zwei identische Eingaben als einen Wert umfassend, der einem der
Enden der Skalarspanne entspricht; oder

Bereitstellen einer Zunahme flr einen absoluten Wert eines Ahnlichkeitswertes, wenn zwei Eingaben sich
annahern, ident zu sein.

Verfahren nach Anspruch 1, wobei das Vergleichen der aktuellen Beobachtung mit dem Referenzdatensatz (H),

um einen Datenuntersatz (D) zu ermitteln, ein Berechnen der Ahnlichkeit zwischen Referenzbeobachtungen des
Referenzdatensatzes und der aktuellen Beobachtung umfasst, wobei nicht alle der Elemente in den Beobachtungen,
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die verglichen sind, verwendet werden, um die Ahnlichkeit zu ermitteln.

Verfahren nach Anspruch 1, wobei das Bereitstellen eines Referenzdatensatzes (H) des Weiteren zumindest eines
umfasst von:

Empfangen von Beobachtungen beziglich Nicht-Sensormessungen, die dem modellierten System zugehdrig
sind, wobei die Nicht-Sensormessungen zumindest eines von statistischen Daten, demographischen
Datennetzwerksverkehrsstatistiken, biologischen Zellzdhlungen oder qualitativen Messungen umfassen; und
Empfangen von Informationen bezliglich zumindest einer Umgebungsbedingung entsprechend dem gegebenen
System.

Verfahren nach Anspruch 1, des Weiteren umfassend, dass das Vergleichen der aktuellen Beobachtung mit dem
Referenzdatensatz (H), um einen Datenuntersatz (D) zu ermitteln, ein Auswahlen gelernter Beobachtungen aus
dem Referenzdatensatz (H) als eine Funktion, zumindest teilweise, auf Basis zumindest einer Variable, die keine
Eingabe oder Ausgabe des Modells ist, umfasst.

Verfahren nach Anspruch 10, wobei die zumindest eine Variable eine Umgebungsbedingungsvariable umfasst.

Verfahren nach Anspruch 10, wobei das Vergleichen der aktuellen Beobachtung mit dem Referenzdatensatz (H),
um einen Datenuntersatz (D) zu ermitteln, ein Verwenden der zumindest einen Variable, um einen Abschnitt der
Referenzdaten vom Einbezug in den Untersatz auszuschlieRen, und ein Verwenden eines vorbestimmten Ahnlich-
keitsgrads zum Auswahlen von Referenzdaten zum Einbezug in den Untersatz dessen, was nach dem Ausschluss
durch die zumindest eine Variable Ubrig ist, umfasst.

Verfahren nach Anspruch 1, des Weiteren umfassend ein Modifizieren des Referenzdatensatzes (H).
Verfahren nach Anspruch 13, wobei das Modifizieren des Referenzdatensatzes des Weiteren umfasst:

Identifizieren zumindest einer Uberwachten Systemvariable als eine identifizierte Variable, enthaltend ein Iden-
tifizieren zumindest einer Umgebungsvariable;

Ermitteln, wann die identifizierte Variable eine Spanne von Werten flr die identifizierte Variable, wie sie mo-
mentan im Referenzdatensatz enthalten sind, Uiberschreitet; und

Modifizieren des Referenzdatensatzes als eine Funktion, zumindest teilweise, der identifizierten Variable, die
die Spanne an Werten Uberschreitet.

Verfahren nach Anspruch 14, wobei das Modifizieren des Referenzdatensatzes als eine Funktion, zumindest teil-
weise, der identifizierten Variable, die die Spanne an Werten Giberschreitet, des Weiteren ein Hinzufligen zusatzlicher
Daten zum Referenzdatensatz umfasst.

Verfahren nach Anspruch 14, wobei das Modifizieren des Referenzdatensatzes als eine Funktion, zumindest teil-
weise, der identifizierten Variable, die die Spanne an Werten Uberschreitet, des Weiteren ein Einwechseln neuer
Daten fir bestehende Daten im Referenzdatensatz umfasst.
Verfahren nach Anspruch 14 und des Weiteren umfassend:
wenn die identifizierte Variable eine Spanne an Werten fir die identifizierte Variable, wie sie momentan im
Referenzdatensatz enthalten sind, lberschreitet, Ermitteln, ob der Referenzdatensatz nichtsdestotrotz nicht
modifiziert werden sollte.
Verfahren nach Anspruch 17, wobei das Ermitteln, ob der Referenzdatensatz nichtsdestotrotz nicht modifiziert
werden sollte, des Weiteren ein Ermitteln umfasst, ob der Referenzdatensatz bereits eine vorbestimmte Anzahl an

Modifizierungen aufweist.

Verfahren nach Anspruch 17, wobei das Ermitteln, ob der Referenzdatensatz nichtsdestotrotz nicht modifiziert
werden sollte, des Weiteren ein Ermitteln umfasst, ob das gegebene System wahrscheinlich einen Fehler aufweist.

Vorrichtung zur Systemzustandsiiberwachung, umfassend:
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erste Mittel zum Bereitstellen eines Referenzdatensatzes (H), der mehrere gelernte Beobachtungen von Sen-
soren eines modellierten Systems umfasst, die das dynamische Verhalten des modellierten Systems kenn-
zeichnen, wobei der Referenzdatensatz (H) die Form einer Matrix aufweist, wo jede Spalte der Matrix fir eine
Beobachtung steht und jede Reihe fiir Werte eines einzelnen Sensors steht;

zweite Mittel zum Bereitstellen einer aktuellen Beobachtung bezlglich des modellierten Systems;

dritte Mittel zum Vergleichen der aktuellen Beobachtung mit dem Referenzdatensatz (H) unter Verwendung
eines Ahnlichkeitsoperators, um eine Ahnlichkeitsbewertung fiir jede gelernte Beobachtung im Referenzdaten-
satz (H) zu erbringen und falls die Ahnlichkeitsbewertung fir eine gelernte Beobachtung Uber einem Schwel-
lenwert liegt oder eine von einer vorbestimmten Zahl der héchsten Ahnlichkeitsbewertungen tiber die gesamte
gelernte Beobachtung ist, Aufnehmen der gelernten Beobachtungen in einem Datenuntersatz (D) des Refe-
renzdatensatzes (H);

vierte Mittel zum Berechnen eines Modells des Systems, basierend auf der aktuellen Beobachtung und dem
aktuellen Datenuntersatz (D), der vom Referenzdatensatz (H) abgleitet ist, wobei das Berechnen des Modells
ein Erstellen einer Modellschatzung umfasst, die eine gewichtete Zusammensetzung des Datenuntersatzes
(D) umfasst;

finfte Mittel zum Bereitstellen einer Serie nachfolgender aktueller Beobachtungen bezliglich des modellierten
Systems;

sechste Mittel zum Neuberechnen des Modells durch Neuermitteln des Datenuntersatzes (D) fir jede neue
aktuelle Beobachtung; und

siebte Mittel zum Erfassen eines Anfangs von Fehlern im System durch Testen der Modellschatzung in Kontrast
zur aktuellen Beobachtung.

Vorrichtung nach Anspruch 20, wobei die ersten Mittel zum Bereitstellen eines Referenzdatensatzes (H) des Wei-
teren Mittel zum Empfangen der Beobachtungen flir mehrere verschiedene Zeitpunkte umfassen.

Vorrichtung nach Anspruch 20, wobei die zweiten Mittel zum Bereitstellen einer aktuellen Beobachtung bezlglich
des modellierten Systems des Weiteren Mittel zum Uberwachen des Systems unter Verwendung mehrerer Sensoren
umfassen.

Vorrichtung nach Anspruch 20, wobei:

die ersten Mittel zum Bereitstellen eines Referenzdatensatzes des Weiteren Mittel zum Empfangen von Infor-
mationen, wie es einer ersten Vielzahl von Informationsquellen entspricht, umfassen; und

die Mittel zum Bereitstellen einer aktuellen Beobachtung des Weiteren Mittel zum Empfangenvon Informationen,
wie es einer zweiten Vielzahl von Informationsquellen entspricht, umfassen.

Vorrichtung nach Anspruch 23, wobei die zweite Vielzahl von Informationsquellen zumindest teilweise dieselbe ist
wie die erste Vielzahl von Informationsquellen.

Vorrichtung nach Anspruch 24, wobei die zweite Vielzahl von Informationsquellen zumindest teilweise dieselbe ist
wie die erste Vielzahl von Informationsquellen, aber nicht vollstandig alle der ersten Vielzahl von Informationsquellen
enthalt.

Vorrichtung nach Anspruch 20, wobei die dritten Mittel zum Vergleichen der aktuellen Beobachtung mit dem Refe-
renzdatensatz (H), um einen Datenuntersatz (D) zu ermitteln, des Weiteren ein Ermitteln einer Ahnlichkeit als eine
Funktion umfasst, durch, zumindest teilweise:

Definieren der Ahnlichkeit als eine Skalarspanne, die an jedem Ende davon begrenzt ist;

Definieren eines Ahnlichkeitsgrads fiir zwei identische Eingaben als einen Wert umfassend, der einem der
Enden der Skalarspanne entspricht; oder

Bereitstellen einer Zunahme flr einen absoluten Wert eines Ahnlichkeitswertes, wenn zwei Eingaben sich
annahern, ident zu sein.

Vorrichtung nach Anspruch 20, wobei die dritten Mittel zum Vergleichen der aktuellen Beobachtung mit dem Refe-
renzdatensatz (H), um einen Datenuntersatz (D) zu ermitteln, Mittel zum Berechnen der Ahnlichkeit zwischen Re-
ferenzbeobachtungen des Referenzdatensatzes und der aktuellen Beobachtung umfassen, wobei nicht alle der
Elemente in den Beobachtungen, die verglichen sind, verwendet werden um die Ahnlichkeit zu ermitteln.
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Vorrichtung nach Anspruch 20, wobei die Mittel zum Bereitstellen eines Referenzdatensatzes (H) des Weiteren
zumindest eines umfassen von:

Mitteln zum Empfangen von Beobachtungen bezliglich Nicht-Sensormessungen, die dem modellierten System
zugehorig sind, wobei die Nicht-Sensormessungen zumindest eines von statistischen Daten, demographischen
Datennetzwerksverkehrsstatistiken, biologischen Zellzahlungen oder qualitativen Messungen umfassen; und
Mitteln zum Empfangen von Informationen beziiglich zumindest einer Umgebungsbedingung entsprechend
dem gegebenen System.

Vorrichtung nach Anspruch 20, wobei die dritten Mittel zum Vergleichen der aktuellen Beobachtung mit dem Refe-
renzdatensatz (H), um einen Datenuntersatz (D) zu ermitteln, Mittel zum Auswahlen gelernter Beobachtungen aus
dem Referenzdatensatz (H) als eine Funktion, zumindest teilweise, auf Basis zumindest einer Variable, die keine
Eingabe oder Ausgabe des Modells ist, umfassen.

Vorrichtung nach Anspruch 29, wobei die zumindest eine Variable eine Umgebungsbedingungsvariable umfasst.

Vorrichtung nach Anspruch 29, wobei die Mittel zum Auswahlen gelernter Beobachtungen aus dem Referenzda-
tensatz (H) als eine Funktion, zumindest teilweise, auf der Basis zumindest einer Variable, die keine Beobachtung
des Referenzdatensatzes (H) umfasst, und der aktuellen Beobachtung, Mittel zum Verwenden der zumindest einen
Variable umfassen, um einen Abschnitt der Referenzdaten vom Einbezug in den Untersatz auszuschlieen und
Verwenden eines vorbestimmten Ahnlichkeitsgrades zum Auswahlen von Referenzdaten zum Einbezug in den
Untersatz dessen, was nach dem Ausschluss durch die zumindest eine Variable Ubrig ist.

Vorrichtung nach Anspruch 20, des Weiteren umfassend Mittel zum Modifizieren des Referenzdatensatzes (H).
Verfahren nach Anspruch 32, wobei die Mittel zum Modifizieren des Referenzdatensatzes des Weiteren umfassen:

Mittel zum Identifizieren zumindest einer Uberwachten Systemvariable als eine identifizierte Variable, enthaltend
ein |dentifizieren zumindest einer Umgebungsvariable;

Mittel zum Ermitteln, wann die identifizierte Variable eine Spanne von Werten fiir die identifizierte Variable, wie
sie momentan im Referenzdatensatz enthalten sind, Uberschreitet; und

Mittel zum Modifizieren des Referenzdatensatzes als eine Funktion, zumindest teilweise, der identifizierten
Variable, die die Spanne an Werten tberschreitet.

Vorrichtung nach Anspruch 33, wobei die Mittel zum Modifizieren des Referenzdatensatzes als eine Funktion,
zumindest teilweise, der identifizierten Variable, die die Spanne an Werten Uberschreitet, des Weiteren Mittel zum
Hinzufligen zusétzlicher Daten zum Referenzdatensatz umfassen.

Vorrichtung nach Anspruch 33, wobei die Mittel zum Modifizieren des Referenzdatensatzes als eine Funktion,
zumindest teilweise, der identifizierten Variable, die die Spanne an Werten Uberschreitet, des Weiteren Mittel zum
Einwechseln neuer Daten fiir bestehende Daten im Referenzdatensatz umfassen.

Vorrichtung nach Anspruch 33, des Weiteren umfassend:
wenn die identifizierte Variable eine Spanne an Werten fir die identifizierte Variable, wie sie momentan im
Referenzdatensatz enthalten sind, lberschreitet, Ermitteln, ob der Referenzdatensatz nichtsdestotrotz nicht

modifiziert werden sollte.

Vorrichtung nach Anspruch 36, wobei sie Mittel zum Ermitteln umfasst, ob der Referenzdatensatz bereits eine
vorbestimmte Anzahl an Modifizierungen aufweist.

Vorrichtung nach Anspruch 36, die Mittel zum Ermitteln, ob der Referenzdatensatz nichtsdestotrotz nicht modifiziert

werden sollte, des Weiteren Mittel zum Ermitteln umfassen, ob das gegebene System wahrscheinlich einen Fehler
aufweist.
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Revendications

1.

8.

Procédé de surveillance d’état d’'un systéeme comprenant :

la fourniture d’'un ensemble de données de référence (H) comprenant une pluralité d’observations apprises de
capteurs d’'un systéme modélisé qui caractérisent le comportement dynamique du systéme modélisé, dans
lequel 'ensemble de données de référence (H) se présente sous la forme d’une matrice, chaque colonne de
la matrice représentant une observation et chaque rangée représentant des valeurs issues d’'un capteur
individuel ;

la fourniture d’une observation courante concernant le systéme modélisé ;

la comparaison de l'observation courante a 'ensemble de données de référence (H) en utilisant un opérateur
de similarité pour rendre un score de similarité pour chaque observation apprise dans 'ensemble de données
de référence (H) ; et

si le score de similarité pour une observation apprise se situe au-dessus d’un seuil ou est 'un d’un nombre
prédéterminé des scores de similarité les plus élevés sur toute 'observation apprise, comprenant cette obser-
vation apprise dans un sous-ensemble de données (D) de 'ensemble de données de référence (H) ;

le calcul d’un modéle du systéme sur la base de 'observation courante et du sous-ensemble de données courant
(D) tiré de I'ensemble de données de référence (H), dans lequel le calcul du modéle comprend la génération
d’une estimation de modéle comprenant un composite pondéré du sous-ensemble de données (D), la fourniture
d’une série d’observations courantes ultérieures concernant le systéme modélisé ;

le re-calcul du modéle par une re-détermination du sous-ensemble de données (D) pour chaque nouvelle
observation courante ; et

la détection de I'apparition de défauts dans le systéme en testant I'estimation de modéle au regard de 'obser-
vation courante.

Procédé selon la revendication 1, dans lequel la fourniture d’un ensemble de données de référence (H) comprend
en outre la réception des observations une pluralité de fois différentes.

Procédé selon la revendication 1, dans lequel la fourniture d’une observation courante concernant le systéme
modélisé comprend en outre la surveillance du systéme en utilisant une pluralité de capteurs.

Procédé selon la revendication 1, dans lequel :

la fourniture d’un ensemble de données de référence comprend en outre la réception d’informations qui cor-
respondent a une premiére pluralité de sources d’information ; et

la fourniture d’'une observation courante comprend en outre la réception d’informations qui correspondent a
une seconde pluralité de sources d’informations.

Procédé selon la revendication 4, dans lequel la seconde pluralité de sources d’information est au moins en partie
la méme que la premiére pluralité de sources d’informations.

Procédé selon la revendication 5, dans lequel la seconde pluralité de sources d’information est au moins en partie
la méme que la premiére pluralité de sources d’information, mais n’inclut pas totalement la premiére pluralité de
sources d’information.

Procédé selon la revendication 1, dans lequel la comparaison de I'observation courante a 'ensemble de données
de référence (H) pour déterminer un sous-ensemble de données (D) comprend en outre la détermination de la
similarité en tant que fonction au moins en partie :

en définissant la similarité comme une plage scalaire délimitée a chacune de ses extrémités ;

en définissant un niveau de similarité pour deux entrées identiques comme comprenant une valeur qui corres-
pond a 'une des extrémités de la plage scalaire ;

ou

la condition pour qu’une valeur absolue d’une valeur de similarité augmente lorsque deux entrées se rapprochent
étant identique.

Procédé selon la revendication 1, dans lequel la comparaison de I'observation courante a 'ensemble de données
de référence (H) pour déterminer un sous-ensemble de données (D) comprend le calcul de la similarité entre des
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observations de référence de 'ensemble de données de référence et 'observation courante, dans lequel tous les
éléments des observations en comparaison n’étant pas utilisés pour déterminer la similarité.

Procédé selon la revendication 1, dans lequel la fourniture d’un ensemble de données de référence (H) comprend
en outre au moins I'une ou l'autre des étapes suivantes :

la réception d’observations concernant des mesures ne venant pas des capteurs en rapport avec le systéme
modélisé, les mesures ne venant pas des capteurs comprenant au moins 'une parmi les données statistiques,
les données démographiques, les statistiques de trafic de réseaux, les comptages de cellules biologiques ou
les mesures quantitatives ; et

la réception d’informations concernant au moins une condition ambiante qui correspond au systéme donné.

Procédé selon la revendication 1, comprenant en outre la comparaison de I'observation courante a 'ensemble de
données de référence (H) pour déterminer un sous-ensemble de données (D) comprend la sélection d’observations
apprises de 'ensemble de données de référence (H) en tant que fonction, au moins en partie sur la base d’au moins
une variable qui n’est pas une entrée ou une sortie du modeéle.

Procédé selon la revendication 10, dans lequel la au moins une variable comprend une variable de condition
ambiante.

Procédé selon la revendication 10, dans lequel la comparaison de I'observation courante a 'ensemble de données
de référence (H) pour déterminer un sous-ensemble de données (D) comprend l'utilisation de la au moins une
variable pour éliminer une partie des données de référence d’une inclusion dans le sous-ensemble et I'utilisation
d’un niveau prédéterminé de similarité pour sélectionner des données de référence pour une inclusion dans le sous-
ensemble a partir de ce qui reste aprés élimination par la au moins une variable.

Procédé selon la revendication 1, comprenant en outre la modification de 'ensemble de données de référence (H).

Procédé selon la revendication 13, dans lequel la modification de 'ensemble de données de référence comprend
enoutre :

lidentification d’au moins une variable du systéme surveillé en tant que variable identifiée, comprenant I'iden-
tification d’au moins une variable ambiante ;

la détermination du moment ou la variable identifiée dépasse une plage de valeurs pour la variable identifiée
telles qu’elles sont comprises actuellement dans 'ensemble de données de référence ; et

la modification de 'ensemble de données de référence en tant que fonction, au moins en partie, de la variable
identifiée qui dépasse la plage de valeurs.

Procédé selon la revendication 14, dans lequel la modification de 'ensemble de données de référence en fonction,
au moins en partie, de la variable identifiée qui dépasse la plage de valeurs comprend en outre I'addition de données
supplémentaires a 'ensemble de données de référence.

Procédé selon la revendication 14, dans lequel la modification de 'ensemble de données de référence en fonction,
au moins en partie, de la variable identifiée qui dépasse la plage de valeurs comprend en outre la substitution de
nouvelles données pour les données existantes de 'ensemble de données de référence.

Procédé selon la revendication 14 et comprenant en outre :
lorsque la variable identifiée dépasse une plage de valeurs pour la variable identifiée telles qu’elles sont ac-
tuellement comprises dans I'ensemble de données de référence, la détermination du fait que 'ensemble de
données de référence ne doit néanmoins pas étre modifiée.

Procédé selon la revendication 17, dans lequel la détermination du fait que 'ensemble de données de référence

ne doit néanmoins pas étre modifiée encore comprend la détermination du fait que I'ensemble de données de

référence a déja été modifié un nombre prédéterminé de fois.

Procédé selon la revendication 17, dans lequel la détermination du fait que 'ensemble de données de référence
ne doit pas néanmoins pas étre modifié comprend encore la détermination du fait que le systéme donné est sus-
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ceptible de présenter un défaut.
20. Appareil de surveillance de I'état d’un systéme comprenant :

un premier moyen pour fournir un ensemble de données de référence (H) comprenant une pluralité d’observa-
tions apprises venant de capteurs d’'un systéme modélisé qui caractérisent le comportement dynamique du
systéme modélisé, dans lequel 'ensemble de données de référence (H) se présente sous laforme d’une matrice,
chaque colonne de la matrice représentant une observation et chaque rangée représentant des valeurs venant
d’un capteur individuel ;

un deuxiéme moyen pour fournir une observation courante concernant le systéme modélisé ;

un troisiéme moyen pour comparer 'observation courante al’ensemble de données de référence (H) en utilisant
un opérateur de similarité afin d’obtenir un score de similarité pour chaque observation apprise de 'ensemble
de données de référence (H) et, si le score de similarité pour une observation apprise se situe au-dessus d’un
seuilouestl’'und’un nombre prédéterminédes scores de similarité les plus élevés d’entre toutes les observations
apprises, notamment 'observation apprise dans un sous-ensemble de données (D) de 'ensemble de données
de référence (H) ;

un quatriéme moyen pour calculer un modele du systéme sur la base de 'observation courante et du sous-
ensemble courant de données (D) tirées de 'ensemble de données de référence (H), dans lequel le calcul du
modeéle comprend la génération d’une estimation de modéle comprenant un composite pondéré du sous-en-
semble de données (D) ;

un cinquiéme moyen pour fournir une série d’observations courantes ultérieures concernant le systéme
modélisé ;

un sixieme moyen pour recalculer le modele en re-déterminant le sous-ensemble de données (D) pour chaque
nouvelle observation courante ; et

un septiéme moyen pour détecter 'apparition de défauts dans le systéme en testant I'estimation de modéle au
regard de I'observation courante.

21. Appareil selon la revendication 20, dans lequel le premier moyen pour fournir un ensemble de données de référence
(H) comprend un moyen pour recevoir les observations une pluralité de différentes fois.

22. Appareil selon la revendication 20, dans lequel le deuxiéme moyen pour fournir une observation courante en rapport
avec le systéme modélisé comprend un moyen pour surveiller le systéme en utilisant une pluralité de capteurs.

23. Appareil selon la revendication 20, dans lequel :

le premier moyen pour fournir un ensemble de données de référence comprend en outre un moyen pour recevoir
des informations qui correspondent a une premiére pluralité de sources d’information ; et

le deuxiéme moyen pour fournir une observation courante comprend un moyen pour recevoir des informations
qui correspondent a une deuxiéme pluralité de sources d’information.

24. Appareil selon la revendication 23, dans lequel la deuxiéme pluralité de sources d’information est au moins en partie
la méme que la premiére pluralité de sources d’information.

25. Appareil selon la revendication 24, dans lequel la deuxiéme pluralité de sources d’information est au moins en partie
la méme que la premiére pluralité de sources d’information, mais ne comprend pas la totalité de toutes la premiére
pluralité de sources d’information.

26. Appareilselonlarevendication 20, danslequelle troisieme moyen pour comparer I'observation courante al’ensemble
de données de référence (H) pour déterminer un sous-ensemble de données (D) comprend un moyen pour déter-
miner la similarité en tant que fonction, au moins en partie :

en définissant une similarité comme une plage scalaire délimitée a chacune de ses extrémités ;

en définissant un niveau de similarité pour deux entrées identiques en ce qu’elles comprennent une valeur qui
correspond a 'une des extrémités de la plage scalaire ;

ou

a condition qu’une valeur absolue d’'une valeur de similarité qui augmente lorsque deux entrées se rapprochent
soit identique.
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Appareil selonlarevendication 20, dans lequel le troisiéme moyen pour comparer 'observation courante al’ensemble
de données de référence (H) afin de déterminer un sous-ensemble de données (D) comprend un moyen pour
calculer la similarité entre des observations de référence de 'ensemble de données de référence et 'observation
courante,dans lequel tous les éléments des observations comparées ne sont pas utilisés pourdéterminerla similarité.

Appareil selon la revendication 20, dans lequel le premier moyen pour fournir un ensemble de données de référence
(H) comprend en outre au moins 'un des suivants :

un moyen pour recevoir des observations concernant des mesures ne venant pas de capteurs se rapportant
au systeme modélisé, les mesures ne venant pas de capteurs comprenant au moins 'une ou 'autre de données
statistiques, de données démographiques, de statistiques de trafic de réseau, de comptage de cellules biolo-
gigues ou de mesures qualitatives ; et

un moyen recevant des informations concernant au moins une condition ambiante qui correspond au systéme
donné.

Appareil selonlarevendication 20, dans lequel le troisiéme moyen pour comparer 'observation courante al’ensemble
de données de référence (H) afin de déterminer un sous-ensemble de données (D) comprend un moyen pour
sélectionner des observations apprises provenant d’'un ensemble de données de référence (H) en tant que fonction
au moins en partie, sur la base d’au moins une variable qui n’est pas une entrée ou une sortie du modele.

Appareil selon la revendication 29, dans lequel la au moins une variable comprend une variable de condition am-
biante.

Appareil selon la revendication 29, dans lequel le moyen de sélection d’observations apprises provenant de I'en-
semble de données de référence (H) en tant que fonction, au moins en partie, sur la base d’au moins une variable
quine comprend pas une observation de'ensemble de données deréférence (H) et 'observation courante comprend
un moyen pour utiliser la au moins une variable afin d’éliminer une partie des données de référence d’une inclusion
dans le sous-ensemble et utiliser un niveau prédéterminé de similarité pour sélectionner des données de référence
pour inclusion dans le sous-ensemble a partir de ce qui est resté aprés élimination par la au moins une variable.

Appareil selon larevendication 20, comprenant en outre un moyen pour modifier 'ensemble de données de référence

(H).

Appareil selon larevendication 32, dans lequelle moyen pour modifier ’ensemble de données de référence comprend
enoutre :

un moyen pour identifier au moins une variable du systéme surveillé en tant que variable identifiée, notamment
pour identifier au moins une variable ambiante ;

un moyen pour déterminer a quel moment la variable identifiée dépasse une plage de valeurs pour la variable
identifiée qui sont actuellement comprises dans 'ensemble de données de référence ; et

un moyen pour modifier 'ensemble de données de référence en fonction, au moins en partie, de la variable
identifiée qui dépasse la plage de valeurs.

Appareil selon la revendication 33, dans lequel le moyen de modification de 'ensemble de données de référence
en fonction, au moins en partie, de la variable identifiée qui dépasse la plage de valeurs comprend en outre un
moyen pour ajouter des données supplémentaires a 'ensemble de données de référence.
Appareil selon la revendication 33, dans lequel le moyen de modification de 'ensemble de données de référence
en fonction, au moins en partie, de la variable identifiée qui dépasse la plage de valeurs comprend en outre un
moyen pour substituer de nouvelles données aux données existantes dans 'ensemble de données de référence.
Appareil selon la revendication 33, comprenant en outre :
un moyen pour déterminer si 'ensemble de données de référence ne doit néanmoins pas étre modifié lorsque
la variable identifiée dépasse une plage de valeurs pour la variable identifiée telles qu’elles sont comprises

actuellement dans 'ensemble de données de référence.

Appareil selon la revendication 36, qui comprend un moyen pour déterminer si 'ensemble de données de référence

21



EP 1 579 288 B1
a déja été modifié un nombre prédéterminé de fois.

38. Appareil selon la revendication 36, dans lequel le moyen pour déterminer si 'ensemble de données de référence
ne doitnéanmoins pas étre modifié comprend en outre un moyen pour déterminer si le systéme donné est susceptible
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de présenter un défaut.
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1.

RENDSZERALLAPOT-FIGYELES VISSZATERO HELYY
TANULOGEP SEGITSEGEVEL

Sabadalmi igényponiek

Elhjards rendszerdllapot-igyelésre, amely a kovetkerdket tartalmazza

hivatkozasi adathalmaz (H) blztositdsa, smely nodellerett rendszer olyan éradke-
16181 vald tamalt megfigyeldsek sokasdedt tartalmarza, amelyek jellemaik & mo-
dellexett rendszer dinamibies vivelkedésdi, shol a hivatkozdst sdathalmaz () mat
rix formdjaban van, a matix egyes oszlopaival egy-eey mepflgyelést dbrizolva,
az sgyes sorok pedig epy-egy Hndlld Sreckeldtt! vald Sridkeket abrasolnak;

a modellezett rendszers vonatkoxd akindlis mepfigyelds biztositasa;

gz aktualis megfigyelds Gssrchasoniitisa g hivatkozast adathalmazzal (H) hasons
losagh mibvelett jel segfiségével, hogy hazonloségl pontot adion a hivatkozdsi
adathalmazban (Hy v6 minden ogyes tanndt megfigyeléssst: éa

a hasoulGsdgi pontszam egy tanult megligyelésre gy kilszdbéridk folat vanee,
vagy sz Osszes tanudl megligyeldsre 8 logmagasabb hasonddsagl pontszdm eldre
meghatarozott svdmainak cgyike, beledrtve g hivatkozast adathabmaz (D) rése-
hahnaedban (D) levd taoult megligveléseket;

a rendszer modellidnek iszamitdsa ax aktdlis meglfigyveles 8y o hivatkosdst adat
halmazbol (M) sedrmartatott akiudlis résshalmaz (D) alapian, ahol a modelt ki-
szamitdsa gz adatok részhabmazinak (D) stlyozott Sesretdteldt tartabmazd modall-
becslés elogliasst tartalmarzs,

a modellesett rendszerre vonatkozd epymdst kovetd akivdlis megfigvelések soro-
zatdnak biztositisa

a modell Graszamitdsa v adatol réschalmazdnak (D) minden sgves wegligvelts-
re vadd aiboli meghatirorasavaly és

a rensdsgerben levd meghibdsoddsok kexdetének jelvdse az aktudlis megfigyeléssel

srembend modellbeeslds vizsgdlatival,



6.

2

Az 1. igényvpont szerint eljdrds, shol a hivatkozdsi adathalmaz {H) biztositasa tovabba

tartalmazza kilonbdzd iddpontokhor valo megfigyelések vétslét,

'ﬁgyeiés bixtogit{zsa tovabba tartalmazza a rendsrornek drzékeldk sokasdgival valé fi-

gyelsd

Ay 1. igénypont szerintl elidrds, shol

hivatkozasi adathalmaz biztositdsa tovabbd tartalmazza inferméeld vételét, ahogy
meglelel az informdcioforrisok olsd sokasaganak: és
aktualis meglfigvelds hiztosfiisa tovabbd tartalmarza informdcie vételdt, ahogy

megtelel az informiciofordsok mésodik sokasdgdanak.

A4, igénypout szerint eljdrds, abol az hnformacicfordsok misodik sokasipa legaldbb
fov) - " !

részhen upyanaz, mint az informdcioforrisok elsd sokasaga,

Az 3. jpenypont seerindl eljarfs, shol az informacidforrdsok mdsodik sokasaga legaldbh

réseben ugyanaz, mint az informacioforrdsok elsd sokastgs, de nem teliesen beladrive

ax informacidforrdsok Ssszes olad sokasdgat.

Az 1. ipényport szerinti eliards, uhol az aktudlis megligyelés Sssrehasonlitisa a hivate
kozdst adathalmazzal (H) az adstok résehalmazdnak (D) meghatgrozdsdrs tovabba tar
tabmarea a hasonldsag filgevéayként vald meghatarozasst, legaldbb réesben, a kdvetke-
20kkel:

a hasonldsay skaldels tartomdnyként valo meghatdrozésa, mindkét végén hatdrol
Vi

a hasonldsag szintiének meghatdrozdsa két azonos bemenetre, anely taralmaz
ey deteket, amely megfelel a shalars tactomdny spyik végdnek; vagy

névelendd hasonidsdagl erték sbszollt érickenck biztositisa, amint a k&t bemeneies

megkozelites azonos.
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Az . ipdnypont szarintl elidrds, shol wz altudlis megfigvelés Ssseehasonlitdsa a hivar
kozasi adathalazzal (H) adaiok résshalmazanak (D) meghatdresdsahor tartalmasa a
hivatkozdsi adathalmaz hivatkozdst megfigvelésel 5 ax akwughs megligyelds kdzot ha-
sonlosdg kiszamitisdt, ahol nom gz ¢ppen Bsszehasontitont meplipgyeldsekben 1év Hsa-

szes elemet hasendljak o hasonldsde meghativorisdhos.

Az 1, igénypont szerintl eljdris, abol egy hivatkozast adathalinar (F) blztositdsa tovdb-

ba legaldbb a kovetkerdk cpyvikél tartalmazaa:

a2 modellezett rendszerre vonatkozo nem eredkelds mérdseket dringd megfigeelé-
sek vétele, g nom éradkelds mdrdsek lepalabb egvet tartalmaznak a statisztikai
adatol, a demografial adatok haldeatt forgalmi statisetikdla, o bioldgial sejtszd-
mok vagy a mindsdel merdsek k8l &

Az adott rendszerher tartowd lopalabb epy Kdrmvereti dllapotea vonatkozd infor-

macis véele,

Ax 1. igénypont szerintt eljdrds, amely tovabba tartalmarzs a» akivalis megfigyelésnek
a hivathowdsl adathalmareal (M) vald Sssechasenlitdsst adatok részhalmazdmak (D)
meghatdrozasdrg, tartalmazza tanult megligyeléseknek 1 hivatkozdst adathalmazbd! (H)
valo kivalasstisat, mint funkeidt, lepaldbb véssben, logaldbb spy vilinzd slapian, amely

new & wmodel] bemenete vagy kimenete,

feltete] valtozdt

A fpdaypont seerintl eliards, a2 akindlis megligyeles dsszehasonlitase a hivatkozasi
adathalmazzal (H} adatok reszhalmazanak (D) meghatdrosdsirg, tartalmazza 8 legalabh
gy valiozs hasznalaidt @ hivatkorasi adatok spy részének a vésrhalmazba foglaldshdl
vald kibagyasdra &5 gy elbre meghatirorott hasonlésdgl szint hasznalatdt a hivatkozast
adatoknak a részhabmazba foglaldsra vald kivalasstisdhoz abbdl, ami marad a legalabb

egy vltozd alisli kibagyas utan.

%
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Ax 1 igdnypont srerintl eljdeas, amely tovibbd tartalmaren a hivatkozssi adathalmaz

{H mddositasgy

A 13, igénypont szerintt eljdrds, ahol o hivatkozdsi adathalmar modositasa tovahbs a
kdvetkezdket tartalmazea;
lepalabb cpy fipyelt rendszervdlioed aronositasa azonositott valtordként, beleérts

ve legalabb egy kbGmyereti vdltozd aronositasat;

annak meghatarorasa, hogy 92 azonosiictt viltord mikor Iep 1wl egy értéktarto-
manyt a2 azonositott valtoxdra, ahogy ax éridkek jelenlep bele vannak foglalva a
hivatkozast adathalmazha; és

a hivatkowdsi adathalmay legaldbb részhent mddostidss ax Sridktartontdoyt tillépd

azonosiion valtozd Mguvényekéng,

A ipdaypors szerintl elfdrds, ahol & hivatkozdsi adgthalmaz legaldbb részbent modos
sitdsa ar Srickiartominyt Willépd aronositott valtozd Rigevénvekdnt fovabbd tartalmazes

2

tovabhi adatoknak g hivatkozast adathalmazhor valé hossaadiadn

A M4 jgénypont seerintt eljdrds, aho! 8 hivatkordsl adathalmar legalabb részbent modos
sitdaa a2 ertéhtantomanyt P azonositot viloed Mggvénveként tovabba tartalmassa

4} adatok helyetiesitésdt a fivatkozdst adathalmazban weglévd adatok szamara,
A H igdnyvpont srerinti elideds, amely tovabba a Kovetkezdket tartalmazza;

amikor az azonositofnt valtoed Wliép egy értdktanomdnyt ax azonosilol viltozdrs,

shogy az értékek jelentey bele vannak foglalva a hivatkozdsi adathalmuzbe, snnak

meghatdromisa, hogy a hivsthorast adathalmazt mindazonalial kell-e madositant.

A7 wgdnypont seerintl eljaras, shol annak moghatérozdsa, hogy a bivatkordsi adat-
halmazt misdazondital nem kell madositani, tovabba tartalmazza anngk meghatdrozdads,
hogy a tuvatkozast adathalmazt mir eldre meghatarorott szami alkslommal madositot

ik,
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A 17, igénypont seerinti eliards, shol sunak meghatdrordsa, hogy a hivatkozasi adat-

W

Fa

halmaxt srindazondltal nem kell modositany, tovabbg tarlalmazza annak meghatdrozasat,

hogy az adott rendszer valdszintleg hibat mutat,
Berenderes rendszerdllapot-figyveldsre, amely a Kidvetkezdhet tartalmarza

elsd eszkdz hivatkozast adathalmaz (H) blziositasara, amely egy modellezett rend-
szar olyan éredheloitdl anull megfigyelések sokasigdt lartalmazza, amelyek jel-
lemzik @ modeHezett rendszer dinamikus viselkedését, ahol a hivatkozdst adats
halmaz (H) matix formajdban van, a matrix egyoes oszlopaival egyeegy megfigye-
idat abrazolva, illetve mindegyik sor sgy Ondlld éredkelithdl vald Srickeket abra-
2ol
masodik exekor a modellezett rendszerre vonatkozd aktudlis meptigyelés biztosi-
thadra
harmadik ssekdz ae akindlis megfigyelésnek g hivatkozdst adathalmarzal (H) valo
Ssszehasontitdsdra, hasoplosdgl miveleti jelet hasendlva, hogy hasonldsagt pont-
sedmot adjon g hivatkozdst adathalmazban (H) Iéve mindes sgyes tanult mepfi-
gveldsdrt, & ha a basonldsdgl pontszam egy tanidl mepfipyelesre egy kilszoberték
{0101 van, vagy az Ssszes tanult megligvelésre o legmuagasabb hasonldsagl pont-
szam eldre meghatirozolt sedmainak egyike, belednive g hivatkozast adathalmaz
(H) részhabmazdban (D) 16v6 anult megfigvelsst,
negyvedik esekos a rendseer modelliének az akinalls megfigyelds 85 o hivatkordst
adathalmazbd! (H) ssdomaztott adatok abnudliy résehalmaza (D) alapidn vald ki
szamitdsara, abiol g modell kiszamitdsa tactalmaera egy modellbeostée slidallitasat,
arpely ax adatok sdsdhalnaadnak (D) sulyvozott Ssszetéelét tagtalmaves;
orodik eszkdiz a modellezett rendszorre vonatkozd cuymast kivetd aktualis megfi-
gyelések sorozatinak biztositdsdra;
hatodik sarkdz ¢ modelinek az epyes 4 megfigyelssekee ar adatok részhalmazas
nak (L3 aiboli meghatdrorisaval vald Wrasrdmitasdra; &
hetedik ssrkdr a rendszerben Bvd mophibasodisok kerdetének ar aktudlia meghi-

gvelessel szembent modeltbecslés vipsgilataval vald jeledsdre.
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A 20, igénypont szerinti berendesds, abiol 2 hivatkozasi adathalmaz (M) bizsoxitisdrs va-
6 eled corktz kulonbdzd idbpontokra vonstkozd megligyeldsel vételdre vals esskant

tartalmag,

A 2 igénypont szevintl berendezés, abol 3 modellerett rendsrorre vonatkoz¢ aktudhis
mepfigyelés biztostidsdra vald misodik esekde eszhozikel lartalmaz g rendszernek ére
28keldk sokasagdnak segitsépdvel vald figvelésére.

¥

A 20, igénypont srerint berendesés, shols

8 hivatkozast adathalmaz biztositasara valo elsé sarkdr tovabba informacit véte~
Iére valo esekbut tartalnnae, dhogy megfilel az informdeidforrdsok elsé sokasdga~
nak; de

az akiudlis megligyelés Mrtositdadra vald masodik esekdyr nfornuictd v8eldre va-
(6 eszkodat tartalmas, ahogy mepfeleld az nformacidforrasek masodik sokasdgd-

k.

A 23, igdnypond szerintl berendeads, ghol ax informaciaforrasel mdsodik sokusaga leg

aldbhb részben upyanaz, mint az nfendcidtorrdsok olsd sokasdga,

A 24, jgdnypont szerintl berendeads, ahol az informacioforrdsok masodik sokasdgs leg
alabb rdaxben ugyanae, mint az infbrmaciofomisek elsd fordsa, de nem teljeson bele-

értve az nformadacforrdsok davzes slsd sokasipdt.

A 20, igduypont szerinti berendezes, abiol a hanmadik eszkz, ansely oz aktualis megh
gvelésnek a hivatkordsl adathalmazzal (H3 vald Sssrchasontitisdra, adatol részhalmes
zanak (10} meghatarordsdra seolpdl, tartalmaz esekSut g hasonldsdg, mint fgpveny leg-

¢

alabb részbent meghatdrozdsirg, o kdvetkezok altal:

a hasonlosip skalaris tavtomdnyként vald meghatarozdsa, mindkét végds hatarol
VA,
hasonlosdgt szint meghatirozdsa két azonos bemenetre, mint olyan érigket tartal-

mazd, amely mepfelul a skalde! tavtomdny epvik v8pdnek: vagy
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A 20, igénypont azerinti berendeses, ahol a harmadik esektz ar akiualis megfigyeldanek
a hivatkozast adathalmazzal (M) valé Osszohasonlitisdra adatok részhalmazdnak (D)
meghatdrozdsghor tatalmaz esekdzt 8 hivatkozasi adathalmaz hivatkozasi megligyelé-
sei &3 ax aktudls megfigyeles koz0tt hasonlasdy Missdmildsdra, ahol nem ax Sppen Ssz-
seehasonlitolt megligveldsekben 8vd dsxzes elemet hasznadljak a hasonldsdg meghatde

rowasahoz,

A 20, 1pénypont szerintl berendezés, shol gy elsth esekéie ey Wivathozdst adathalmaz

F el

{H) birtositisara tovdbha legaldbb & kbvetkerdk vgyikét tanalmazza:

eszhkdz a modellezatt rendszerre vonatkozd nem dredhelds mérdseket érinid megs
flgveldsek vételdre, o nam drrckelds mirdsek lepaldbb epvet tantalmaznak a sta-
tisrtikal adaiok, o demografiad adatok héldzat forgalmi statisztikdja, @ bioldpist
seitszamok vagy a mindedgl meérdsek kopill; &s

oszkde adoit rendszerhez tartoze legalibb egy Kimyveratt dllapoira vonatkozd in-

formacio véislére

A 20, 1génypont szerintt berenderds, ahol a harmadik eszktiz az akinalis megfigveléanek
a hivatkosgst adinhahmazaal () wald Sssechasonlitdsdrn, adaok résehalmasdnak (D)
meghativogdadr, tutalmazea taoull wegfigyveléseknel o hvatkozasi adathalnazbol (H)
vald Kivalasetdsdt, mint funkaiot, legalabb réseben, legaldbb ey viltozd alapidn, amely

nem g modell bomenote vagy Kimensie.

A J9 igénypont szerintl berendeads, dhol u legaldbb egy viloed tanslmez egy kivmyes

et feltdtel vahozdt

A 29, igdaypoat seerintl esekiiz, ahol & tonull megligyeléseknek o hivatkesdst adathal-
mazhdl (H) theténd kivalasztasden, mint fonkelora vald eszkdz, legalibb részben, leg-
alabb egy olyan viltozd alapian, amely nem tartalimarza o hivathozast adsthalmae (H)

meghigyelésdt ¢y az aktodlis mepfipyelést, tartalmar eszkBat, hogy & lepalabb epy vilio
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z6t arra haszndlja, hogy kibapyia a hivatkordst adatok egy részét a részhalmarba vald
beloglaldsbd! és eldre meghatdrozolt hasonldsdgl szintet hasendljon, hogy hivaikoedsi
1

adatokat valasszon ki o részhalmaeba vald befoglalgsra, amibd! maradt u legaldbb egy

valtozd dlislt kihagvds utan,

A 20, igénvpont srernti berendeecs, amely tovibbd esehdat tartalmar a hivatkosdst

sdathalmer (H) modosiidssra

A 32, ipdnypont szerintt berendewzds, shol a hivatkordsi adathalmar moddositdsdra vald

eszk8z lovibbd a kSveilkeztke tortalmazea;

eszkBz legalabb epy fipvelt rendszerviltordnak aronosiiolt vallozdként vald geo-
nositisdra, beledrtve lepalabb epy kdrmyezetl valioed azonositdsas;

gszkdz snonak meghatdrozdsdra, hogy ay azonositott valiozd mikor iép Wl egy ér
téktartomanyt a2 azonositont valtozdr, dhogy ae értdkek jelenlep bele vannak fop-
falva a hivatkordst adathalmarba; &¢

esekOz & hivetkozasi adathalmaz legaldbb részheni, az értéktariomanyt tiliépd

gzonosiion valtozd Mggvdnyekéni vald mddositasara,

A 33 igdnypont szerintl berendezds, ahol o hivatkosdsl adathalmas legalabb résehend,
aw Sriektartemdnyt Wllepd azonosiiott viltord Ripgvénveként Wrténd mbdositdsdra vald
esrkOz tovibba tadalmaz sszkozt tovabhi adatoknak o hivatkozast adathalorazhoz vald

horrandasara,

A B3 igduypont seerintl berenderds, ahol a hivatkozast adathalmaz legaldbb sésobent,
% Srtdhtartomanyt Hepd aronosiiont valtozd Riggvényekent Wrdnd modositasara vald
eszkOz tovabbi tanalmaz ssekiozt O adatoknak a hivatkozdsi adathalmarban meplévd

adatokhoz vald beholyettosiiésére.

A 33 dgdaypont szerintl berendezds, amely tovabba a kdvetkez8ket rartalnnazza;

sarkOe annak meghatdrovdsdm, hogy & hivathozasi adathalmazt mindgzonglal

nent kell modositani, amikor g gzonostion valtozd tilép epy Srigktartoményt ax



)

azonositott valtozdra, ahopy az drtéhek jelenleg bele vannak foglalva & hivatkoza-

st adathalmarba.

A 36, igénypont szerintl berenderds, mmely ssekdst tartalmaz annak meghstérordsara,
hogy a hivatkovasi adathalmazt modositottak-e spy olbre meghatirozotl szamy alka-

fommal.

A 36, igénypont szerintl berendezds, ahol az eszkdz annak meghatarordsara, hogy a hi-
vatkozast adathalmazt mindaronalial nem kell modostiant, tovabba {fartalmay esgkSet

+

annak meghatdrordsien, hogy az adott rendszer valoszinileg meghibasodast mutat.
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