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ABSTRACT
A multimode accessible storage facility (10) is described that allows block access in a block access mode and row access in a row access mode. The facility comprises—a memory unit (20) comprising a plurality of memory banks (20 0, . . . , 20 F) each having a respective bank index (0, . . . , F), —an address generator (30) for generating for each of said memory banks a rotated bank address as a function of an input address and a shift parameter, —an input vector data rotator (40) for rotating an input vector and for providing vector elements of the rotated input vector to a respective bank of the memory unit, and—an output vector rotator (50) for inverse rotating a vector comprising vector elements retrieved from respective banks of the memory unit and for providing the rotated output vector.
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**Note:** The table and diagram represent hexadecimal values, likely related to memory addresses or similar technical data.
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1. Field of the Invention
The present invention relates to a multimode accessible storage facility.

The present invention further relates to method for storing a row of data elements.

The present invention further relates to a method for retrieving a block of data elements.

2. Related Art
Many image processing algorithms require that arbitrary blocks of image data are readily available. Accordingly for these algorithms a storage facility having a blockwise access is desired. On the other hand input data for these algorithms is usually provided linearly in a raster scan fashion. Likewise it may be necessary to provide the processed data again in raster scan fashion. It is further noted that user requirements with respect to processing speed, and raster size are rapidly growing to enable real-time realistic scene rendering.

WO2006/120620 describes an image processing circuit with a block accessible buffer memory. The buffer memory comprises a plurality of rows of memory circuits for storing pixel values from a window. The memory circuits are arranged as shift circuits, each for a respective row and arranged to shift assignment of pixel values from the respective row to the groups.

There is a need to provide for a storage facility that efficiently supports both access in a raster scan fashion as well as access in a blockwise fashion in a standard multi-bank memory.

SUMMARY
According to a first aspect of the invention a multimode accessible storage facility is provided that allows block access in a block access mode and row access in a row access mode, the facility comprising
a memory unit comprising a plurality of memory banks each having a respective bank index,
an address generator for generating for each of said memory banks a rotated bank address as a function of an input address and a shift parameter,
an input data rotator for rotating an input row and for providing data elements of the rotated input row to a respective memory unit,
an output rotator for inverse rotating a row comprising data elements retrieved from respective banks of the memory unit and for providing the rotated output row.

According to a second aspect of the invention a method for storing a row of data elements is provided, comprising the steps of
receiving the row,
receiving an input address indicative for a storage location of the row
rotating the data elements in the row by an amount dependent on the storage location of the row,
assigning a bank address for each element as a function of the input address,
storing the row in a multibank memory, wherein respective data elements are stored at a respective bank address of a respective bank.

According to a third aspect of the invention a method is provided for retrieving a block of data elements from a multi-bank memory, the method comprising the steps of
receiving an input address indicative for a storage location of the block of data elements,
calculating a bank address for a plurality of memory banks as a function of the input address,
retrieving a row with respective data elements from said memory from the bank addresses calculated for said memory banks,
rotating the data elements in the row by an amount dependent on the storage location of the block and providing the row with the rotated data elements as the block.

In the row access mode the received row is rotated by an amount dependent on the storage location of the row, i.e. the address in the bank. Accordingly rows stored at subsequent addresses are stored with mutually different rotations. A rotation is understood to be a cyclic shift. Accordingly a rotation by NR indicates that data that would otherwise be assigned to a memory bank with index IB is instead assigned to a memory bank IB+NR mod NB, where NB is the number of memory banks. Accordingly data in different rows of a block is assigned to different memory banks. This makes it possible to retrieve said data simultaneously in the block access mode. In the block access mode the address generator generates for each of the memory banks a rotated bank address as a function of an input address and a shift parameter to retrieve the proper lines of the block.

BRIEF DESCRIPTION OF THE DRAWINGS
These and other aspects are described in more detail with reference to the drawing. Therein:
FIG. 1 schematically shows a dataprocessing apparatus,
FIG. 2 shows a plurality of access modes,
FIG. 3 shows an embodiment of a storage facility according to the invention,
FIG. 4 shows a part of the embodiment of FIG. 3 in more detail,
FIG. 5 shows said part in an alternative embodiment of the storage facility,
FIG. 6A, 6B illustrates a mapping of data elements,
FIG. 7 shows an exemplary implementation of an address generator suitable for the embodiment,
FIG. 8A shows a first example of an arrangement of a block of data elements,
FIG. 8B shows a second example of an arrangement of a block of data elements,
FIG. 9 illustrates a further embodiment of a storage facility according to the invention,
FIG. 10 shows a part of said embodiment in more detail,
FIG. 11A, 11B shows two operational modes of an embodiment of the storage facility,
FIG. 12 schematically shows contents of a plane in an embodiment of the storage facility.

DETAILED DESCRIPTION OF EMBODIMENTS
In the following detailed description numerous specific details are set forth in order to provide a thorough understanding of the present invention. However, it will be understood by one skilled in the art that the present invention may be practiced without these specific details. In other instances, well known methods, procedures, and components have not been described in detail so as not to obscure aspects of the present invention.
The invention is described more fully hereinafter with reference to the accompanying drawings, in which embodiments of the invention are shown. This invention may, however, be embodied in many different forms and should not be construed as limited to the embodiments set forth herein. Rather, these embodiments are provided so that this disclosure will be thorough and complete, and will fully convey the scope of the invention to those skilled in the art. It will be understood that when an element is referred to as being "connected to" or "coupled to" another element, it can be directly connected or coupled to the other element or intervening elements may be present. In contrast, when an element is referred to as being "directly connected to" or "directly coupled to" another element, there are no intervening elements present. Like numbers refer to like elements throughout. As used herein, the term "and/or" includes any and all combinations of one or more of the associated listed items.

It will be understood that, although the terms first, second, third, etc. may be used herein to describe various elements, components, and/or sections, these elements, components, and/or sections should not be limited by these terms. These terms are only used to distinguish one element, component or section from another element, component, and/or section. Thus, a first element, component, and/or section discussed below could be termed a second element, component, and/or section without departing from the teachings of the present invention.

Unless otherwise defined, all terms (including technical and scientific terms) used herein have the same meaning as commonly understood by one of ordinary skill in the art to which this invention belongs. It will be further understood that terms, such as those defined in commonly used dictionaries, should be interpreted as having a meaning that is consistent with their meaning in the context of the relevant art and will not be interpreted in an idealized or overly formal sense unless expressly so defined herein. All publications, patent applications, patents, and other references mentioned herein are incorporated by reference in their entirety. In case of conflict, the present specification, including definitions, will control. In addition, the materials, methods, and examples are illustrative only and not intended to be limiting.

FIG. 1 schematically shows a dataprocessing apparatus. The apparatus comprises a VLIW processor that has a vector processing unit which exchanges vector data with a storage facility. The VLIW processor generates a program counter PC and retrieves VLIW instructions from an address in a program memory, identified by the program counter. In this case, the VLIW processor includes a scalar processing unit which exchanges scalar data between a scalar data memory. In this embodiment of the scalar processor, the data processing apparatus is particularly suitable for processing data in parallel with the processing of other scalar data, and also suitable in general for processing data in parallel with the processing of other scalar data.

FIG. 2 shows a plurality of access modes for a storage facility. According to a row access mode, a row of elements is simultaneously accessed, i.e., written to or read from the memory. This is a common way of accessing data in the storage facility. A column access mode is an example where a column of elements is simultaneously accessed, and a block access mode is an example where a block of elements is simultaneously accessed. Depending on the type of data access, the data processing algorithm may vary. For example, when data is obtained from a scanner or a camera, or when data is provided to a frame buffer. However, for image processing tasks, other access modes are required, for example column access mode, block access mode, and another access mode. Depending on the type of image processing algorithm, access may be required for example to 4x4 blocks according to access mode 10C, 8x2 blocks according to access mode 10D, or to 2x8 blocks according to access mode 10E. A column (10B) may be considered as a 1x16 block.

FIG. 3 shows an embodiment of a storage facility according to the invention in more detail. The storage facility 10 is a multimode accessible storage facility that allows both row access mode and block access mode. The storage facility 10 comprises a memory unit 20 with a plurality of memory banks 20.0, . . . , 20.F each having a respective bank index 0, . . . , F. For clarity only the first and the last bank are indicated with a reference. By way of example it is presumed that the memory unit comprises 16 banks. It will be understood that any number of banks is possible.

The storage facility 10 further comprises an address generator 30 for generating for each of said memory banks 20.0, . . . , 20.F a rotated bank address as a function of an input address and a shift parameter S.

The storage facility 10 further comprises an input data rotator 40 for rotating an input row by an amount SR and for providing the rotated input row to the memory unit 20.

The storage facility 10 also comprises an output rotator 50 for inversely rotating a row retrieved from the memory unit 20 by an amount SL and for providing the rotated output row.

The address generator 30 generates for each of said memory banks 20.0, . . . , 20.F a rotated bank address BA(0), . . . , BA(F) as a function of an input address Address and a shift parameter SR.

FIG. 4 schematically shows an embodiment of the address generator 30 in more detail. In said embodiment the address generator 30 comprises sections 30.0 to 30.F to generate a rotated bank address for respective banks 20.0 to 20.F dependent on a selected blockwidth BW and multiplexing elements 32.0 to 32.F controlled by a signal SI, that either select the selected blockwidth provided by a respective section 30.0 to 30.F or the original address $X_0$. For clarity only the first and the last section and their corresponding multiplexing element are shown. The address generator is controllable by input parameters WB and mode selection indicator SI. In this embodiment SI=0 indicates row access mode, and SI=1 indicates block access mode.

In FIG. 5, parts corresponding to those in FIG. 4 have a reference number that is 100 higher. FIG. 5 shows an address generator 130 in another embodiment of the storage facility according to the invention that comprises a first mapping unit 134 for mapping coordinates from a first coordinate system having coordinates $X$, $Y$ into a second coordinate system having coordinates $X^*$, $Y^*$. A coordinate in the first coordinate system is defined by bits $X_{n-1,1}$, . . . , $X_0$ and the $Y$ coordinate in the first coordinate system is defined by bits $Y_{n-1,1}$, . . . , $Y_0$ and wherein the $X^*$ coordinate in the second coordinate system is defined by bits $X^*_{n-1,1}$, . . . , $X^*_{0}$ and the $Y^*$ coordinate in the second coordinate system is defined by bits $Y^*_{n-1,1}$, . . . , $Y^*_{0}$. Index 0 indicates the least significant bit, and $n=1$, $n=2$, $n=2$ to $n=1$. The mapping unit 134 generates an output address having an $X^*$ and an $Y^*$ coordinate according to $X^*_{n-1,1}$, . . . , $X^*_{0}$, $Y^*_{n-1,1}$, . . . , $Y^*_{0}$. An example of this address mapping is illustrated with reference to FIG. 6A. 6B. FIG. 6A schematically illustrates an image having a width W and a height H of 2048 pixels. Accordingly, in this embodiment $W=1$, $H=1$. The image is partitioned into primary cells having a width of 64 pixels and a height of 8 pixels. The primary cells are ordered from left to right and from top to bottom. Four of these primary cells are indicated by their number $0$, $31$, $32$, $63$. After the address mapping by mapping unit 134, the image data is
arranged as schematically indicated in FIG. 6B. This second coordinate system \( X^*, Y^* \) is related to the input coordinate system \( X, Y \) as follows:

\[
\begin{align*}
X &= X_0 + X_1, \\
Y &= Y_0 + Y_1
\end{align*}
\]

Hence \( n = 2 \), \( n = 2 \), \( m = 2 \), \( m = 2 \).

FIG. 7 shows an exemplary implementation of the address generator 30. In FIG. 7, starting from a coordinate \((x_0, y_0)\) of a single element of the block to be addressed, the address \( A_n, A_{n-1}, \ldots, A_1, y_0 \) of the block is calculated in block coordinate generator 302. The number of elements of the block corresponds to the number of banks of the storage facility. A block element may comprise a plurality of pixels. For example 4 pixels of 8-bit may be stored in a single memory bank element of 32 bits. In that case the least significant bits of the x-coordinate may be used to identify a particular pixel within a memory bank element.

The generated addresses \( A \) may be considered to be composed of groups of bits as follows:

\[
N = (A_0 <A_1 <A_2 <A_3 \ldots <A_{n-1} <A_n
\]

wherein \( A_n \) and \( A_{n-1} \) indicate the most and the least significant bits of the y-coordinate. \( A_0 \) and \( A_1 \) indicate the most and the least significant bits of the x-coordinate.

An image may be considered as composed as a number of primary cells, wherein the most significant bits of the x and the y coordinate identify the primary cell of a coordinate and the least significant bits of the x and y coordinate indicate the relative position of the coordinate within that primary cell.

Subsequently each of the generated addresses \( A \) is reordered by address reordering unit 304 to a reordered address \( A^* \), defined by

\[
A^* = (A_n <A_{n-1} <A_2 <A_3 \ldots <A_0
\]

Subsequently the set of reordered addresses \( A^*, \ldots, A_0 \) is rotated with \( S_R \), by rotation unit 306 such that:

\[
A^* = A^* + (A^* \mod NB)
\]

Therein \( S_R = (WB) \mod y_0 \), and \( NB \) is the number of banks.

The bank addresses \( B_i \) are calculated from addresses \( A^*, \ldots, A_0 \) by a second rotator 310 by rotation with an amount \( S_X \).

Accordingly the address \( B_i \) for bank \( i \) is:

\[
B_i = (A^* \mod NB)
\]

The elements of the row are mapped in each bank at bank address \( A_g \). Therein \( WB \) is a block width. During block-access mode the data can be retrieved from the storage facility in blocks having this width. \( NB \) is the number of banks, and \( 2^m \) is the number of data elements per bank address.

FIG. 8 schematically shows an example, wherein the block width \( WB \) is equal to two banks and the number of banks \( NB \) is 16. It is further presumed that every bank-address comprises 4 data elements. In this example, the first row of data elements 0-0F, having bank address 0 is stored without rotation, the second row, having bank address 1 is rotated by 2, the third row, having bank address 2 is rotated by 4.

In this embodiment the block to be read out can be aligned at steps of 4 pixels.

In this embodiment each next row is rotated by an amount corresponding to the block width \( WB \). Hence a row stored at bank address \( A_g \) is rotated by \( WB \times A_g \mod NB \).

As each memory bank has a width of 4 pixels this implies that each subsequent row is rotated by 2 banks, which is equivalent to 8 pixels. However, other block sizes may be selected.

FIG. 9 shows how in the same storage facility data may be stored suitable for retrieval in the form of blocks having a width of 16 pixels and a height of 4 pixels. In this case each subsequent row is rotated by 4 banks. As is set out with reference to FIG. 9, the storage facility may have different planes. A first plane may be for example store data for access as 16*4 blocks and another plane may for example store date as 8*8 blocks.

It is not necessary that the rows are rotated by an amount that is a monotonous function of the row number. It is sufficient that separate rows of a block are stored in separate banks. For example a pseudo random function may be used by the input rotator, provided that the inverse function is known by the output rotator.

During row read access mode, an inverse rotation by an amount of \( SL \) banks is applied by the output rotator 50 when reading a row \( y \). Therein \( SL = \frac{WB}{y} \), and the following sequence of offsets is obtained:

\[
O_i = \{0, 1, 1, 2, \ldots, 7\}
\]

The bank addresses \( B_1 \) are calculated from addresses \( A^* \) by a second rotation unit 310 by rotation with an amount \( S_R \).

Accordingly the address \( B_i \) for bank \( i \) is:

\[
B_i = (A^* \mod NB)
\]

SRX is derived from the x0 coordinate of the block within the primary cell. In view of the fact that the rotation operation is a modulo NB operation, only the least significant bits nx of the x-position are relevant, wherein \( nx = 2 \mod NB \). In case that there are \( ND > 1 \) pixels per bank element, the x0-coordinate of the block is derived from the x0-pixel coordinate \( x_0 \) by:

\[
x_0 = x_0 >> m, \quad \text{wherein} \quad m = \frac{1}{2} \log ND
\]
During block write access mode, the address generator \(30\) generates for each of the memory banks \(20.0, \ldots, 20.7\) a rotated bank address as a function of an input address and a shift parameter as follows:

\[
A_{R}(I_{B}) = y_0 + \left\lfloor \frac{l_{B}}{W_{B}} - x_0 \cdot \text{shift} \right\rfloor \text{mod} N_{ROW}
\]

Therein \(N_{ROW}\) is the maximum allowable number of rows of a block. \(I_{B}\) is the bank index, \(x_0, y_0\) indicates the reference coordinates of the block to be retrieved, e.g. the upper left corner. The horizontal position of the block corresponds to the bank index \(I_{B}\) of the upper left data element of the block.

The maximum allowable number of rows \(N_{R}\) of a block is the number of banks \(N_{B}\) divided by the width \(W_{B}\) of a block.

By way of example a first block is shown in light gray in FIG. 8A. This block has a horizontal position \(x_0=0\). Accordingly, the generated bank addresses \(B_{j}(I_{B})\) are \((y_{0}, y_{0}, y_{0}+1, \ldots, y_{0}+7, y_{0}+7)\). For the block having horizontal position \(x_0=8\), which is bank index \(2\), the generated bank addresses \(B_{j}(I_{B})\) are \((y_{0}+7, y_{0}+7, y_{0}, y_{0}+6, \ldots, y_{0}+6)\).

A data processing apparatus as shown in FIG. 1 optionally has a data providing unit \(90\) (indicated in dashed lines) that provides image data of an image having a width greater than a total data width defined by the plurality of memory banks of the storage facility \(10\). Accordingly an alternative address generator \(130\) is provided as described with reference to FIG. 5. The image providing unit \(90\) may be a camera or another memory.

FIG. 9 shows a further embodiment of a multimode accessible storage facility \(210\) according to the invention. Parts therein corresponding to those in FIG. 3 have a reference number that is 100 higher. In the embodiment shown in FIG. 9 the storage facility \(210\) comprises an address parser \(214\) that separates the address ADDR provided at the address port into a first set of address lines for identifying an address ADDR1 within the storage facility \(210\) and a second set of address lines for providing commands CMND to an access mode controller \(216\).

In an embodiment the most significant part of the address ADDR forms the command CMND. By way of example the command is composed of the following fields:

- Mode \langle 2\rangle \langle R/B\rangle \langle 2\rangle \langle Plane ID \rangle \langle 4\rangle \rightarrow 8\ bits, aligned to nibbles

These fields have the following meaning:

<table>
<thead>
<tr>
<th>Type</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode (2 bits) - [27:26]</td>
<td>00</td>
<td>Vector Single Addressing</td>
</tr>
<tr>
<td>Decide the mode of operation</td>
<td>01</td>
<td>2D Addressing</td>
</tr>
<tr>
<td>reserved</td>
<td>10</td>
<td>Plane Addressing</td>
</tr>
<tr>
<td>R/B (2 bit) - [25:24]</td>
<td>00</td>
<td>Row operation on a 2D plane</td>
</tr>
<tr>
<td>Valid only for 2D mode</td>
<td>01</td>
<td>Block operation on a 2D plane</td>
</tr>
<tr>
<td>Plane ID (4 bits) - [23:20]</td>
<td>00, 01...</td>
<td></td>
</tr>
</tbody>
</table>

The value decides which plane is being accessed.

The first command bits determine the access mode.

In the first access mode (vector single addressing) the storage facility \(210\) is accessible as a conventional memory. Accordingly, the address generator \(230\) performs no address rotation and the output rotator \(240\) are inactive. In the 2D accessing mode the storage facility \(210\) allows both access R/B=00 as well as block access R/B=01.

In the storage facility \(210\) according to this embodiment the storage space can be subdivided in various parts (here denoted as planes) that have unique properties. In order to define the settings for these planes, the storage facility \(210\) has a further addressing mode, denoted as the plane accessing mode (mode=11). The plane to be accessed is indicated by the plane ID field. In this case 16 different planes can be defined, but in other embodiments a higher or lower number of planes may be allowed.

As shown in FIG. 10, the access mode controller \(216\) comprises control logic \(218\) and plane register file \(217\). The settings for each plane may be defined by a respective register in the plane register file \(217\). These registers may have the following fields.
FIG. 11A shows an example of normal plane access. FIG. 11B shows an example of interleaved plane access. The latter access mode is suitable if each vector element has a LUMA and CHROMA component. In that case the data can be represented in an interleaved fashion with plane width as double (2048±2-4096). In this interleaved fashion each odd line comprises the LUMA component and the subsequent even lines (indicated in gray) comprises the corresponding CHROMA components. This interleaving might be required for streaming interfaces which don’t generate separate base addresses for each of LUMA/CHROMA component vectors. Blocks for each component type can be retrieved separately by addressing either the odd or the even lines.

FIG. 12 schematically shows contents of a plane of the storage facility that in the first coordinate system has a width of 2048 pixels and a height of 16 pixels. Pixels are indicated by their address A, wherein A=X+2048*Y. In the embodiment shown the storage facility comprises a memory with 16 banks. Each memory element comprises 4 vector elements of 16 bits. Not all bits need to be used. In an embodiment for example 9 bits per vector element are used. The plane has a storage capacity of 1024 vectors with a length of 64 pixels. In the top left corner some vectors are illustrated by white and gray. I.e. a first vector occupies the addresses 0 to 63. A second vector occupies address 64 to 127, etc. FIG. 12 further schematically shows the addressability of blocks of pixels within this storage facility. A first block B1 having start address A=0 is aligned with the vector boundaries. However arbitrary blocks having an offset X=4*m, Y=n with respect to the origin A=0, where m, n are integer numbers>0 may be addressed as shown by blocks B2, B3, B4. A modular address calculation is applied i.e. the block B5 having start address 22648 comprises a first part B5a that extends up to Y=15. The next line of the block B5 is 15+1 mod 16=0, so that the block has a second part B5b at the top of the plane. Likewise block B6 with start address 18428 has a first part B6a that extends from X=2044 to X=2047 and a second part that extends at the left side of the plane from X=0 to X=3.

According to the present invention, the image lines are stored in a rotated fashion in the image memory. Each subsequent image line of the primary cell is rotated (shifted cyclically) by a number of banks corresponding to the width Bx of the blocks to be fetched. Due to the fact that each subsequent line is stored in a different set of memory banks, they can be retrieved simultaneously from the memory.

In the claims the word “comprising” does not exclude other elements or steps, and the indefinite article “a” or “an” does not exclude a plurality. A single component or other unit may fulfill the functions of several items recited in the claims. The mere fact that certain measures are recited in mutually different claims does not indicate that these measures cannot be used to advantage. Any reference signs in the claims should not be construed as limiting the scope. Further, unless expressly stated to the contrary, “or” refers to an inclusive or and not to an exclusive or. For example, a condition A or B is satisfied by any one of the following: A is true (or present) and B is false (or not present), A is false (or not present) and B is true (or present), and both A and B are true (or present). Various functions of the storage facility may be implemented either in dedicated hardware or by a suitable programmed processor or by a combination of both.

The invention claimed is:

1. A multimode accessible storage facility that allows block access in a block access mode and row access in a row access mode, the storage facility comprising:
   - a memory unit comprising a plurality of memory banks, each memory bank having a respective bank index,
   - an address generator for generating, for each of said memory banks, a rotated bank address as a function of an input address and a shift parameter,
   - an input vector data rotator for rotating an input vector and for providing vector elements of the rotated input vector to a respective bank of the memory unit,
   - an output vector rotator to inversely rotate a vector comprising vector elements retrieved from respective banks of the memory unit and for providing the rotated output vector,
   - an address port with a first set of address lines to identify an address within the storage facility and a second set of address lines to provide commands to the access mode controller, wherein the second set of address lines comprises at least one from the set of lines consisting of: operation mode indication lines and access mode indication lines, wherein the storage facility has a plurality of planes, the second set of address lines comprising plane identification lines.

2. A data processing apparatus, comprising the multimode accessible storage facility of claim 1, and a vector processing unit coupled to the multimode accessible storage facility.

3. The data processing apparatus according to claim 2, further comprising a data providing unit that provides image data of an image having a width greater than a total data width defined by the plurality of memory banks, wherein the address generator organizes the image data from the data providing unit as primary cells, each primary cell having a width corresponding to said total data width.

4. The data processing apparatus according to claim 3, wherein the primary cells have a height that is less than a height of an image provided by the image data providing unit.

5. The multimode accessible storage facility according to claim 1, wherein the address generator comprises a mapping unit for mapping coordinates from a first coordinate system having coordinates X,Y into a second coordinate system having coordinates X*,Y*, wherein the X coordinate in the first coordinate system is defined by bits Xnx1, . . . , X0 and the Y coordinate in the first coordinate system is defined by bits Yy1, . . . , Y0 and wherein the X* coordinate in the second coordinate system is defined by bits X*nx2-1, . . . , X*0 and
the Y* coordinate in the second coordinate system is defined by bits Y*ny2-1, ..., Y*0, wherein index 0 indicates the least significant bit, wherein nx1=nx2=ny2=ny1=n, and the mapping unit generates an output address having an X* and an Y* coordinate according to:

X*=Xnx1-n, ..., X0,
Y*=Yny1-1, ..., Ym, Xnx1-1, ..., Xnx1-n, Ym-1, ..., Y0.

6. The multimode accessible storage facility according to claim 1, further comprising an access-mode controller.

7. The multimode accessible storage facility according to claim 6, wherein the access-mode controller includes at least one register that comprises a value indicative for a block size applicable for blockwise data access.

8. A method for storing a row of data elements in a multimode accessible storage facility having a plurality of planes and comprising a memory unit with a plurality of memory banks, the method comprising the steps of:
- receiving the row of data elements,
- receiving an input address indicative for a storage location of the row, the address further including a command indicating that the mode is a write mode, that the data to be stored is arranged as a row of data elements and further indicating a plane of the storage facility wherein the row of data elements is to be written,
- rotating the data elements in the row by an amount dependent on the storage location of the vector,
- assigning a bank address for each data element as a function of the input address, and
- storing respective data elements of the row at a respective bank address of a respective bank of the memory unit in the indicated plane of the multimode accessible storage facility.

9. The method according to claim 8, wherein the step of assigning a bank address comprises:
- receiving an input address comprising first data indicative for an x location, and second data indicative for a y location in an image,
- partitioning the first data into a most significant part and a least significant part, and
- assigning the bank address on the basis of said most significant part of the first data and on the second data.

10. A method for retrieving a block of data elements from a multimode accessible storage plurality of planes and comprising a memory unit with a plurality of memory banks, the method comprising the steps of:
- receiving an input address indicative for a storage location of the block of data elements, the address further including a command indicating that the mode is a read mode, that the data to be read is arranged as a block of data elements and further indicating a plane of the multimode accessible storage facility wherein the block of data elements is to be stored,
- calculating a bank address for a plurality of memory banks as a function of the input address,
- retrieving a row with respective data elements from the bank addresses calculated for said memory banks of memory unit in the indicated plane of the multimode accessible storage facility, and
- rotating the data elements in the row by an amount dependent on the storage location of the row and providing the row with the rotated data elements as the block.

11. A method for storing two-dimensional data into a multimode accessible storage facility having a plurality of planes and comprising a memory unit with a plurality of memory banks, the two-dimensional data comprising values as a function of at least a first and a second mutually independent coordinate, the method comprising:
- receiving a value for a first coordinate and a second coordinate,
- receiving a command indicating that the mode is a write mode, that the data to be written is arranged as a block of data elements and further indicating a plane of the multimode accessible storage facility wherein the block of data elements is to be stored,
- assigning a bank number of a memory bank of the memory unit in the indicated plane of the multimode accessible storage facility, and assigning an address within said memory bank, to store the value,
- wherein the bank number \( b_x \) is a function of both the first and the second coordinate, according to \( b_x = \text{WB} \cdot y + x \mod \text{NB} \), wherein \( \text{WB} \) is a block width of a block stored in the multimode accessible storage facility from which, during block-access mode the data can be retrieved, wherein \( \text{NB} \) is the number of banks, and wherein \( 2^{\text{NB}} \) is the number of data elements per bank address.

* * * * *