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Description

BACKGROUND OF THE INVENTION

Field of the Invention

[0001] The present invention relates generally to multiple access digital communication systems. More specifically,
the invention relates to a multiuser detector system and method for the simultaneous reception of data from multiple
users having different spreading factors.

Description of the Related Art

[0002] A multiple-access communication system allows a plurality of users to access the same communication me-
dium to transmit or receive information. The media may comprise, for example, a network cable in a local area network
or lan, a copper wire in the classic telephone system, or an air interface for wireless communication.
[0003] A prior art multiple access communication system is shown in FIG. 1. The communication media is referred
to as a communication channel. Communication techniques such as frequency division multiple access or FDMA, time
division multiple access or TDMA, carrier sense multiple access or CSMA, code division multiple access or CDMA and
others allow access to the same communication medium for more than one user. These techniques can be mixed
together creating hybrid varieties of multiple access schemes. For example, time division duplex or TDD mode of the
proposed third generation W-CDMA standard is a combination of TDMA and CDMA.
[0004] An example CDMA prior art communication system is shown in FIG. 2. CDMA is a communication technique
in which data is transmitted with a broadened band (spread spectrum) by modulating the data to be transmitted with
a pseudo-noise signal. The data signal to be transmitted may have a bandwidth of only a few thousand Hertz distributed
over a frequency band that may be several million Hertz. The communication channel is being used simultaneously
by K independent subchannels. For each subchannel. all other subchannels appear as interference.
[0005] As shown, a single subchannel of a given bandwidth is mixed with a unique spreading code which repeats a
predetermined pattern generated by a wide bandwidth, pseudo-noise (pn) sequence generator. These unique user
spreading codes are typically pseudo-orthogonal to one another such that the cross-correlation between the spreading
codes is close to zero. A data signal is modulated with the pn sequence producing a digital spread spectrum signal. A
carrier signal is then modulated with the digital spread spectrum signal and transmitted in dependence upon the trans-
mission medium. A receiver demodulates the transmission extracting the digital spread spectrum signal. The trans-
mitted data is reproduced after correlation with the matching pn sequence. When the spreading codes are orthogonal
to one another, the received signal can be correlated with a particular user signal related to the particular spreading
code such that only the desired user signal related to the particular spreading code is enhanced while the other signals
for all other users are not enhanced.
[0006] Each value of the spreading code is known as a chip and has a chip rate that is the same or faster than the
data rate. The ratio between the chip rate and the subchannel data rate is the spreading factor.
[0007] To extend the possible range of values of the data signal, a symbol is used to represent more than two binary
values. Ternary and quaternary symbols take on three and four values respectively. The concept of a symbol allows
for a greater degree of information since the bit content of each symbol dictates a unique pulse shape. Depending
upon the number of symbols used, an equal number of unique pulse or wave shapes exist. The information at the
source is converted into symbols which are modulated and transmitted through the subchannel for demodulation at
the destination.
[0008] The spreading codes in a CDMA system are chosen to minimize interference between a desired subchannel
and all other subchannels. Therefore, the standard approach to demodulating the desired subchannel has been to
treat all other subchannels as interference, similar to interference that manifests itself in the communication medium.
Receivers designed for this process are single-user, matched filter and RAKE receivers.
[0009] Since different subchannels do interfere with each other somewhat, another approach is to demodulate all
subchannels at a receiver. The receiver can listen to all of the users transmitting at once by running a decoding algorithm
for each of them in parallel. This ideology is known as multiuser detection. Multiuser detection can provide a significant
performance improvement over single-user receivers.
[0010] Referring to FIG. 3. a system block diagram of a prior art CDMA receiver using a multiuser detector is shown.
As one skilled in this art realizes, the receiver may include such functions as radio frequency or rf down conversion
and associated filtering for radio frequency channels, analog-to-digital conversion or optical signal demodulation for a
specific communication media. The output of the receiver is a processed signal. either analog or digital. containing the
combined spread signals of all active subchannels. The multiuser detector performs multiuser detection and outputs
a plurality of signals corresponding to each active subchannel. All or a smaller number of the total number of subchan-
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nels may be processed.
[0011] Optimal multiuser detectors are computationally intensive devices performing numerous complex mathematic
operations and are therefore difficult to implement economically. To minimize expense. suboptimal multiuser detectors
such as linear detectors have been developed requiring less computational complexity as a compromise approximating
the performance of optimal detectors. Linear detectors include decorrelators. minimum mean square error or MMSE
detectors, and zero-forcing block linear equalizers or ZF-BLEs.
[0012] A system block diagram of a prior art linear multiuser detector for synchronous or asynchronous CDMA com-
munication is shown in FIG. 4. Data output from the communication media specific receiver (as in FIG. 3) is coupled
to a subchannel estimator which estimates the impulse response of each symbol transmitted in a respective subchan-
nel. The linear detector uses the impulse response estimates along with a subchannel's spreading code to demodulate
each subchannel's data. The data is output to subchannel data processing blocks for respective users.
[0013] To effect parallel detection of K subchannel users in a physical system, linear multiuser detector methods are
executed as fixed gate arrays, microprocessors, digital signal processors or DSPs and the like. Fixed logic systems
allow for greater system speed while microprocessor driven systems offer programming flexibility. Either implementa-
tion that is responsible for the multiuser detection performs a sequence of mathematic operations. To describe the
functions, the following variables typically define the structure and operation of a linear multiuser detector:

K = the total number of users/transmitters that are active in the system.

Nc = the number of chips in a data block. The number of chips is required since with varying spreading factors this
number is a measure common to all users. The number of chips is divisible by the largest spreading factor allowed.
For the case of synchronous CDMA. a symbol from the user with the largest spreading factor may constitute a
block of data. Therefore, Nc can be reduced to be equal to the largest spreading factor.

W = the communication channel impulse response length in chips. This is generally a predefined parameter of the
system.

Q(k) = the spreading factor of user k. The spreading factor is equal to the number of chips that are used to spread
a symbol of user's data. A system knows the spreading factors in advance and does not need to estimate them
from the received data.

N  = the number of symbols sent by user k. N  = Nc / Q(k).

d(k) = the data (information) sent by user k. The data is presented in the form of a vector, where a vector is an
array of data indexed by a single index variable. For the purposes of vector and matrix operations which follow,
all vectors are defined as column vectors. The nth element of d(k) is the nth symbol transmitted by the kth user.

h(k) = the impulse response of the subchannel experienced by user k presented as a vector. This quantity needs
to be estimated at the receiver. The receiver's estimates of the subchannel impulse responses are referred to as
h(k). The elements of the vector h(k) are typically complex numbers, which model both amplitude and phase vari-
ations that can be introduced by the subchannel.

v(k) = the spreading code of user k, presented as a vector. For the purposes of linear multiuser detection, it is useful
to think of vectors containing the section of the spreading code which spreads a particular symbol. Therefore, the
vector ν(k.n) is defined as the spreading code which is used to spread the nth symbol sent by the kth user. Mathe-
matically, it is defined as: ν = ν for (n-1)Q(k)+1 ≤ i ≤ nQ(k) and 0 for all other i, where i is the index of vector
elements.

r(k) = a vector which represents user k's data, spread by the spreading sequence ν(k) and transmitted through that
user's subchannel h(k). The vector r(k) represents channel observations performed during the period of time when
a block of data arrives. The ith element of the vector r(k) can be defined as:

(k)

s

(k)

s

(k,n)

i

(k)

i
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[0014] The signal received at the receiver includes all user signals r(k) plus noise. Therefore, we can define the
received data vector r as follows:

The vector n in Equation 2 represents noise introduced by the communication channel.
[0015] FIG. 5 shows a system and method of a prior art linear multiuser detector. The estimated subchannel impulse
response vectors h(k) and the spreading codes v(k) are used to create a system transmission response matrix for each
user k. A matrix is a block of numbers indexed by two indexing variables and is arranged as a rectangular grid, with
the first indexing variable being a row index and the second indexing variable being a column index.
[0016] A system transmission response matrix for user k is typically denoted as A(k). The ith-row, nth-column element
is denoted as Ai,n

(k) and is defined as:

[0017] Each column of the matrix A (k) corresponds to a matched filter response for a particular symbol sent by user
k during the period of interest. Referring back to FIG. 5, the received data r is matched to a combination of all user's
spreading codes and subchannel impulse responses. Therefore, A (k) contains Ns

(k) matched filter responses. The
columns of A (k) are of the form

where each vector bn
(k) has a dimension of

Q(k)
+ W - 1, Equation 5
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and is offset from the top of the matrix An
(k) by

Since the spreading codes are not periodic over symbol times; bi
(k)≠ bj

(k) for i # j. The elements of a vector which may
be non-zero values are referred to as the support of the vector. Therefore, bn

(k) is the support of An
(k).

[0018] Once a system transmission matrix for each user is created, a total system transmission response matrix,
denoted as A is created by concatenating the system transmission matrices for all the users as shown below:

[0019] In accordance with prior art modulation techniques, the elements of h(k) can be complex numbers. It then
follows that the non-zero elements of A can be complex numbers.
[0020] An example total system transmission response matrix A for a hypothetical prior art multiuser detector as-
sembled in accordance with Equations 4, 5, 6 and 7 is

for two (k = 2) users. A(1) and A(2), having sixteen chips in a data block (Nc = 16), a channel impulse response length
of four (W = 4) and a spreading factor for the first user of two (Q(1) = 2) and a spreading factor for the second user of
four (Q(2) = 4). In the resultant total system transmission response matrix A, bn-i

(k) denotes the ith element of the

Q(k)
(n-1). Equation 6

A = [A(1),...,A(k)
,...,A(K)

]. Equation 7
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combined system and channel response for the nth symbol of the kth user.
[0021] The received data r is processed using the total system transmission response matrix A which represents a
bank of matched filter responses to create a vector of matched-filter outputs which is denoted as y. The matched filtering
operation is defined as

[0022] The matrix AH represents the Hermitian (or complex) transpose of the matrix A. The Hermitian transpose is
defined as Aij

H = ji where the over-bar denotes the operation of taking a conjugate of a complex number. The matched
filter outputs are then multiplied by the inverse of an objective matrix O. The objective matrix O represents the process-
ing which differentiates each type of linear receiver model. It is derived from the system transmission matrix A.
[0023] The zero-forcing block linear equalizer (ZF-BLE) receiver is a linear receiver with an objective matrix specified
as O = AHA. The minimum mean square error block linear equalizer (MMSE-BLE) receiver is a linear receiver with an
objective matrix specified as O = AHA + σ2I where σ2 is the variance of the noise present on each of the symbols of
the received data vector r and the matrix I is known as an identity matrix. An identity matrix is square and symmetric
with 1s on its main diagonal and zeros everywhere else. The size of the identity matrix is chosen so as to make the
addition operation valid according to the rules of linear algebra.
[0024] For a decorrelator (decorrelating receiver), matrix A is simplified by ignoring the channel responses h(k), con-
sidering only the spreading codes and their cross-correlation (interference) properties. A cross-correlation matrix, com-
monly referred to as R. is generally constructed for decorrelator type receivers. This matrix can be constructed by
assuming that W=1 and hi

(k)=1 in the definition of A above (i.e. the channel response of every subchannel is an impulse).
Then the cross correlation matrix R is the objective matrix O as defined for the ZF-BLE receiver. A decorrelator often
serves as a sub-process of a more complex multiuser detection receiver. Once the objective matrix is created, the
multiuser detector will invert the matrix. denoted as O-1.
[0025] The inverse of the objective matrix is then multiplied by the matched filter output vector y to produce estimates
of the data vector d where d(estimate) = O-1y. The inversion of the objective matrix O is a complex, computationally
intensive process. The number of operations required to perform this process increase as the cube of the size of the
matrix O. For most asynchronous CDMA receivers, the size of O is very large which makes the process of inversion
impracticable.
[0026] To overcome this limitation, and to make the system physically realizable, a numerical method due to Cholesky
is used. Cholesky decomposition can significantly reduce the computational complexity of inverting the matrix O if the
matrix is banded.
[0027] A banded matrix is a square matrix that contains non-zero values only on several diagonals away from the
main diagonal. The number of non-zero diagonals adjacent to the main diagonal that have at least one non-zero element
is referred to as bandwidth. Thus. a symmetric matrix M is said to be banded with bandwidth p if

where mij is an element of M, with i being the row index and j the column index. For a banded matrix with size denoted
as n and bandwidth denoted as p, Cholesky decomposition can reduce the required numeric operations of inverting
the objective matrix O from varying as the cube of the size of the matrix, n3, to varying as the size of the matrix times
the square of the bandwidth, np2.
[0028] As discussed above, the objective matrix for a ZF-BLE receiver is O = AHA. To illustrate the numeric complexity,
the objective matrix O for the total system response matrix A shown in Equation 6 is

y = AH r. Equation 9

A

mij = 0 for all j > i + p, Equation 10
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where zeros denote all elements that by mathematical operation yield zero and with x's representing non-zero values.
If the non-zero elements of the ith row and jth column of the total system response matrix A do not have the same vector
index, then the corresponding element of objective matrix O with row index i and column index j will be 0. The bandwidth
of O (Equation 11) is equal to 9 since there are non-zero elements as far as nine columns away from the main diagonal.
[0029] The objective matrix O as it is constructed in the prior art receiver shown in FIG. 5 is not well banded. Therefore,
Cholesky decomposition cannot be used effectively to reduce the operational complexity when inverting matrix O.
However, the prior art discloses that when all users transmit with equal spreading factors, a re-arrangement of the total
system transmission response matrix A can be performed prior to calculating an objective matrix O, turning matrix O
into a banded matrix. A system block diagram for this process is shown in FIG. 6.
[0030] The process which computes the column re-arrangement of matrix A performs the re-arrangement without
any additional information. The re-arrangement reduces the operational complexity when inverting the matrix. Once
the detection procedure is complete, a user data vector d is computed, a reversed re-arrangement process is performed
descrambling vector d back to its original form for further processing.
[0031] In a typical asynchronous CDMA system, the bandwidth of a re-arranged objective matrix is at least ten times
less than its original size. Therefore, a savings of at least a factor of 100 in processing time is achieved when Cholesky
decomposition is performed on an objective matrix based upon a re-arranged total system response matrix. However,
the prior art has not addressed a re-arrangement method for when different spreading factors are in use between active
users.
[0032] Klein et al., "Zero Forcing and Minimum Mean-Square-Error Equalization for Multiuser Detection in Code-
Division Multiple-Access Channels," IEEE Transactions on Vehicular Technology, Vol. 45, No. 2, May 1996, pp.
276-287, discloses multiuser detection approaches. These approaches use a system response matrix in a zero forcing
equalizer and a minimum mean square error equalization to recover data.
[0033] Karimi et al., "A Novel and Efficient Solution to Block-Based Joint-Detection Using Approximate Cholesky
Factorization," IEEE International Symposium in Personal, Indoor and Mobile Radio Communications, XX, XX, Vol. 3,
1998, pp. 1340-1345, discloses a zero forcing-block linear equalizer using an approximate Cholesky factor. The
Cholesky factor is derived using a system response matrix.
[0034] Accordingly, there exists a need to determine a method to reduce the number of inversion steps when different
spreading factors are in use.

SUMMARY OF THE INVENTION

[0035] The present invention relates to a multiuser detector that detects and decodes synchronous or asynchronous
CDMA subchannels having different spreading factors with reduced computational complexity. The multiuser detector
of the present invention is compatible with ZF-BLE. MMSE, decorrelating detectors and the like using Cholesky de-
composition to minimize numeric operations. The system and method arranges the columns of system transmission
response matrices representing the response characteristics of individual users into a well-banded total system trans-
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mission response matrix which represents a plurality of matched-filter responses for a given block of received data.
The invention in conjunction with Cholesky decomposition reduces the number of required mathematic operations prior
to parallel matched filtering.
[0036] Accordingly, it is an object of the invention to detect a plurality of users transmitting over a CDMA interface
with reduced computational complexity where each user may employ a different spreading factor.
[0037] It is another object of the invention to use existing linear detectors in a multiuser detector without requiring a
uniform spreading factor among all CDMA subchannels.
[0038] It is a further object of the invention to efficiently limit the bandwidth of a matrix that represents a plurality of
matched filters prior to inversion.
[0039] Other objects and advantages of the system and the method will become apparent to those skilled in the art
after reading the detailed description of the preferred embodiment.

BRIEF DESCRIPTION OF THE DRAWINGS

[0040]

FIG. 1 is a simplified block diagram of a prior art multiple access communication system.
FIG. 2 is a simplified block diagram of a prior art CDMA communication system.
FIG. 3 is a simplified block diagram of a prior art CDMA receiver with multiuser detection.
FIG. 4 is a simplified block diagram of a prior art multiuser detector.
FIG. 5 is a block diagram of a prior art linear multiuser detector.
FIG. 6 is a block diagram of a prior art linear multiuser detector using Cholesky decomposition.
FIG. 7 is block diagram of a linear multiuser detector of the present invention.
FIG. 8 depicts system transmission response matrix A(k) top and bottom column offsets.
FIG. 9 depicts matrix column index value assignment.
FIGs. 10A  and 10B are flow diagrams of an alternative method implementing the present invention.
FIG. 11 depicts the steps for assembling a spreading factor group matrix AG

(g).
FIG. 12 depicts the steps for assembling anA' matrix in accordance with the present invention.

DETAILED DESCRIPTION OF THE INVENTION

[0041] The embodiments will be described with reference to the drawing figures where like numerals represent like
elements throughout.
[0042] Shown in FIG. 7 is a multiuser detector 17 of the present invention for detecting, after reception, a plurality
of users transmitting over a common CDMA channel. The multiuser detector 17 comprises a plurality of processors
having collateral memory which perform various vector and matrix operations. Alternate embodiments of the invention
include fixed gate arrays and DSPs performing the functions of the various processors. The detector 17 also comprises
a first input 19 for inputting individual k subchannel impulse response estimates modeled as vectors h(k) to correct
intersymbol interference or ISI caused by a subchannel's own symbols and multiple access interference or MAI caused
by symbols from other user's subchannels for all received data signals, a second input 21 for inputting data from all
users k transmitted in a discreet block of time in the form of an input vector r containing the combined data from each
user's subchannel and an output 23 for outputting user data d(k) for each user k from the received channel data r in
the form of an output vector. The total number of users K and the spreading factor Q(k) for each user (k = 1, 2, 3... K)
are known a priori.
[0043] To obtain user data d(k) for a specific user from the combined user data r, the user data must be filtered using
a matched filter 25 or the like. One knowledgeable in this art recognizes that a matched filter 25 requires a response
characteristic which is the complex conjugate of the combination of the spread pulse shape and the user's subchannel
impulse response to produce an output with a level representative of the signal prior to transmission. Signals input to
the filter 25 which do not match with a given response characteristic produce a lower output.
[0044] Each individual k subchannel impulse response estimate h(k) is input to a first memory 27 where it is combined
with the same user's spreading code 29 (Equation 3) creating a system transmission response estimate matrix A (k)

for that user. An arrangement processor 33 of the present invention 17 performs a re-ordering of all matrix An
(k) columns.

The arrangement method 99 requires that each subchannel system transmission response matrix A(k) have the column
structure defined by Equation 4 which is typical of linear receivers. If the system transmission response matrices A(k)

are not of the form defined by Equation 4, the arrangement processor 33 first re-arranges the columns to the structure
defined by Equation 4. The present invention 17 does not require that all system transmission response matrices A (k)

be concatenated into a total system transmission response matrix A as defined by Equation 7.
[0045] The arrangement processor 33 examines each system transmission response matrix A(1), A(2), A(3), ... A(k)
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column for the number of zero-value elements from the support of each vector bn
(k) (Equation 4) defining top o(k)

Tn
and bottom offsets o(k)

Bn as shown in FIG. 8 (for one matrix). As previously described, each system transmission
response matrix A(k) has the same number of rows; only the number of columns vary. As shown in FIG. 9, the arrange-
ment processor 33 assigns an index value n i for each column of each system transmission response matrices A(k)

based upon their respective top o(k)
Tn and bottom o(k)

Bn offsets. The column values are assigned in the order of in-
creasing magnitude from columns having minimal top offset with maximum bottom offset to columns having maximum
top offset with minimal bottom offset.
[0046] If two columns are encountered where one has a greater top offset and a greater bottom offset than another,
if the difference between top offsets is greater than the difference between bottom offsets, the column with the lower
top offset is assigned the lower index n i. If the difference between bottom offsets is greater than the difference between
top offsets, the column with the greater bottom offset is assigned the lower index n i. If the differences between top and
bottom offsets are equal. either of the two columns can be assigned the lower index n i.
The arrangement processor 33 assembles a total system transmission response matrix A' in the order of the assigned
column indices n i. The column indices n i are retained in memory 33 for use during the descrambling process 45. As
an example, using the total system response matrices A(1) and A(2) described and shown in Equation 8, the arrangement
method 99 of the present invention 17 produces the total system transmission response matrix A shown below
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The arrangement method 99 indexed the eight columns (1-8) of system transmission response matrix A(1) and the four
columns (9-12) of system transmission response matrix A(2) in an order of 1, 9, 2, 3, 10, 4, 5, 11, 6, 7, 12, 8 to create
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a well-banded total system transmission response matrix A (Equation 12).
[0047] The arrangement method 99 embodiment described above involves an examination of each system trans-
mission response matrix A(1), A(2), A(3), ... A(k) comparing each column with every other column for top o(k)

Tn and
bottom o(k)

Bn offsets. Given the special structure of each system transmission response matrix A(k), namely, that the
columns of each matrix are arranged in order of increasing top offsets and decreasing bottom offsets as you progress
from left to right (reference Equation 8. matrices A(1) and A (2) , an alternative method 199 can be performed without
having to examine each system transmission response matrix A(k) directly.
[0048] The alternative method 199 is shown in FIGs. 10A and 10B. All system transmission response matrices A(k)

corresponding (step 201) to users having equal spreading factors are grouped together (step 203). For each spreading
factor group g, memories are allocated within the processor 33 capable of storing all of the columns from all system
transmission matrices A (1), A(2), A(3), ... A(k). The spreading factor groups g are arranged in order of increasing spread-
ing factor.
[0049] An exemplary system illustrating the performance of the present invention 199 contains seven users having
four different spreading factors Q(k) assigned as follows:

User 1 (Q(1)) = 8 User 2 (Q(2)) = 8 User 3 (Q(3)) = 8 User 4 (Q(4)) = 32
User 5 (Q(5)) = 16 User 6 (Q(6)) = 16 User 7 (Q(7)) = 4.

Using the system and method 199 of the present invention 17, the system transmission response matrices A (k) are
separated into spreading factor groups:

group 1 (spreading factor 4) A (7)

group 2 (spreading factor 8) A(1), A(2), A(3)

group 3 (spreading factor 16) A (5), A (6)

group 4 (spreading factor 32) A(4).

A respective spreading factor group g comprises at least one system transmission response matrix A(k), where each
matrix A(k) is arbitrarily indexed from 1 to L(g). Each spreading factor group g is indexed according to increasing spread-
ing factor magnitude.
[0050] Within each spreading factor group, the columns of the associated system transmission response matrices
A(k) are assembled into common spreading factor group transmission response matrices AG

(g) , where g = 1, 2, 3, ...
G (step 205). As shown in FIG. 11, the method 199 copies the first column of the system transmission response matrix
having index one to the first blank column of AG

(g) ; the first column of the system transmission response matrix having
index two to the second blank column of AG

(g); continuing throughout the remaining system transmission response
matrices in a respective spreading factor group g until all first columns are copied. The method 199 proceeds with
copying the second columns, the third columns, etc., for each matrix A (k) in the respective spreading factor group AG

(g).
[0051] All matrices in a spreading factor group g have the same number of columns due to the same spreading
factor. Therefore, the assembled spreading factor group transmission response matrices AG

(g) will have L(g) times the
number of columns in one associated system transmission response matrices A(k). For equal spreading factors, the
arrangement method as-applied to each individual system transmission response matrix per group is similar to prior
art techniques for assembling a total system transmission response matrix A.
[0052] To assemble a total system transmission response matrix A ' accommodating variable spreading factors, the
spreading factor group transmission response matrix AG

(g) having the lowest spreading factor is copied sequentially
(step 207) into memory 33a. beginning with the first column. i.e., column one of AG

(g) to the first allocated column of
A '. The spreading factor group transmission response matrix AG

(g) having the lowest spreading factor has the maximum
number of columns. All other spreading factor group transmission response matrix columns will be inserted into this
base matrix A '.
[0053] If the system spreading factors are even integer multiples of each other (step 209), the processor 33 assem-
bles the total system transmission matrix A ' (step 211) by considering the remaining spreading factor group transmis-
sion matrices AG

(g) in any order (step 209 ). For each spreading factor group transmission matrix AG
(g), the processor

33 derives a column placement reference index m,

where Q(g) denotes the spreading factor associated with the spreading factor group transmission matrix AG
(g) under

consideration, Q(1) denotes the lowest spreading factor among all groups and n is the column of the spreading factor

m = n · Q(g)

Q(1)
------------- - Q(g)

2 · Q(1)
------------------- Equation 13
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group transmission response matrix AG
(g) under consideration where n = 1, 2, 3, ... N (step 211).

[0054] To use the column placement index m, a reference location in A ' is derived (step 215) using the total number
of system transmission response matrices L(1) that constitute the spreading factor group matrix having the lowest
spreading factor.

The processor 33 derives a column set from the spreading factor group transmission response matrix AG
(g) under

consideration (step 217) using the number of system transmission response matrices that belong to the spreading
factor group currently under consideration.

The processor 33 copies the column set defined by Equation 15 from AG
(g) and inserts it (step 219) into the base

matrix A ' after the column of AG
(1) which has the reference location defined by Equation 14 as shown in FIG. 12. The

remaining columns of the spreading factor group matrix under consideration are copied and inserted into the base
matrix A ' similarly (step 221). After all columns from one spreading factor group matrix are placed, the processor 33
chooses the next spreading factor group matrix AG

(g) (step 223) and executes the above method. Equations 13, 14
and 15 allow the ith columns from the remaining spreading factor group transmission matrices AG

(g) to be placed in A '
after an mth column that has similar support (step 225 ).
[0055] When the system spreading factors are not even integer multiples of each other, the right side expression of
Equation 13 does not yield an integer. In this case, the processor 33 will round the result of Equation 13 to the nearest
integer above or the nearest integer below the value (step 213). The rounding direction has negligible effect on overall
system performance. The order in which the rest of the group system transmission matrices AG

(g) are considered may
have some effect on the system performance. A priori knowledge of the spreading factors can be used to choose an
optimum order in advance.
[0056] Using the arrangement techniques described above, and for the case when spreading factors are even integer
multiples of each other, a matrix bandwidth B can be achieved which can be shown to be bounded as:

[0057] Equation 16 predicts that the bandwidth of the total system transmission response matrix of Equation 11 will
be between 3 and 6. An examination of Equation 12 reveals that the bandwidth after either arrangement method 99,
199 of the present invention 17 is 4.
[0058] The improvement the present invention 17 provides is further appreciated as the number of transmitted sym-
bols increase. If a system transmitted 16,000 chips (800 symbols for a first user and 400 symbols for a second user),
the bandwidth of the matrix AHA would be approximately 800. Using the arrangement method 99 to produce a total
system response matrix A. the bandwidth of A'HA' remains four since bandwidth (Equation 16) is independent of the
number of transmitted symbols. After all of the elements of objective matrix O are derived. the inverse 41 is performed.
Since the complexity of inverting a matrix is proportional to the square of its bandwidth, the present invention 17 provides
a reduction of computational complexity by a factor of approximately (800/4)2=2002=40,000.
[0059] The total system transmission response matrix A ' provides the response characteristics to the matched-filter
25. Each column of the system response matrix A ' is a vector which represents the response characteristics of a
particular symbol. The received data vector r is input to the matched-filter 25 where it is matched with every response
characteristic from the total system transmission response matrix A ' to produce a matched filter output vector y. Each

m 3 L(1). Equation 14

L(g)
3 (n - 1) + 1 through L(g)

3 n. Equation 15
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element of output vector y corresponds to a preliminary estimate of a particular symbol transmitted by a given user.
The output vector y from the matched-filter 25 is loaded into a multiplier 43 with the inverted objective matrix O. Both
the matched-filter 25 output vector y and the inverted objective matrix O are multiplied yielding a user data vector d.
The user data vector d contains all of the data transmitted from all users during the discreet time block. Since the
objective matrix O and the matched filter 25 output are based on the total system response matrix A '. the user data
vector d must be de-scrambled. The de-scrambling process 149 is the inverse of the arrangement methods 99, 199.
[0060] A descrambler 45 re-arranges each element of the user data vector d based upon the column re-assignments
performed while undergoing either arrangement method 99, 199. The elements of the data vector d are in the same
order dictated by the total transmission response matrix A, 1, 9, 2, 3, 10,4, 5, 11, 6, 7, 12, 8, transposed vertically. The
descramber 45 allocates a memory space having the same dimension and places each vector element in sequential
order, 1-12. After the user data vector d is descrambled 149, the user data is output 23 for further processing.
[0061] While the present invention has been described in terms of the preferred embodiment, other variations which
are within the scope of the invention as outlined in the claims below will be apparent to those skilled in the art.

Claims

1. A method for recovering data from a plurality of data signals transmitted in a wireless code division multiple access
communication system, the data signals having differing spreading factors, the plurality of data signals are received
(21) and an impulse response is determined for each received data signal (19), for each data signal a system
response matrix is derived using that data signal impulse response (27) and a spreading code of that data signal
(29), the method characterized by :

grouping the system response matrices into groups having a same spreading factor for their corresponding
data signals (203);

for each group, constructing a group system response matrix comprising columns of all the system response
matrices in that group (205) by sequentially inserting one column from each system response matrix of the
group, in turn (37);

for each group, in sequence, excluding the group having a lowest spreading factor, inserting the columns of
that group system response matrix into the lowest spreading factor group system response matrix as a well
banded total system response matrix (209-223) having a limited band width; and

determining data (25, 42, 43, 45, 23) of the data signal using the received data signals and the total system
response matrix.

2. The method of claim 1, wherein the step of determining comprises the steps of:

filtering (25) said plurality of data signals with said total system response matrix yielding a matched filter output;
forming an objective matrix (39) based upon said total system response matrix;
inverting (41) said objective matrix;
multiplying (43) said matched filter output with said inverted objective matrix yielding estimated data; and
descrambling (45) said estimated data yielding data corresponding to the plurality of data signals.

3. The method of claim 1 or 2, wherein the step of inserting further comprises the steps of:

choosing one group system response matrix for consideration from the non-excluded groups;
deriving a column placement reference (211) for a first column of said chosen spreading factor group matrix;
deriving a reference location (217) in said total system response matrix;
deriving a column set (219) from said chosen spreading factor group matrix;
inserting said column set after said column placement reference in said total system response matrix (221);
repeating the steps of choosing, deriving a column placement reference, deriving a reference location, and
inserting for each successive column of said group system response matrix under consideration; and
repeating the steps of choosing, deriving a reference location, deriving a column, inserting, and repeating
(223) for the remaining group response matrices of the non-excluded groups.

4. The method of claim 3 wherein the step of deriving a column placement reference further comprises the step of:
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assigning a column placement reference index m (211) for said group system response matrix under consid-
eration using,

where Q(g) denotes the spreading factor associated with the spreading factor group matrix under consideration,
Q(1) denotes the lowest spreading factor among all groups and n is the column of the spreading factor group matrix
under consideration where n = 1, 2, 3, ...

5. The method of claim 4 further characterized by rounding off the index to an integer when the index is not an integer.

6. The method of claims 1-5 wherein the data determining uses a minimum mean square error detector.

7. The method of claims 1-5 wherein the data determining uses a zero-forcing block linear equalizer.

8. The method of claims 1-5 wherein the data determining uses a decorrelator.

9. A receiver for recovering data from a plurality of data signals transmitted in a wireless code division multiple access
communication system, the data signals having differing spreading factors, the plurality of data signals are received
and an impulse response is determined for each received data signal, for each data signal a system response
matrix is derived using that data signal impulse response and a spreading code of that data signal, the receiver
characterized by :

means (33) for grouping the system response matrices into groups having a same spreading factor for their
corresponding data signals;
means (33) for each group, constructing a group system response matrix comprising columns of all the system
response matrices in that group by sequentially inserting one column from each system response matrix of
the group, in turn (37);
means (33) for each group, in sequence, excluding the group having a lowest spreading factor, inserting the
columns of that group system response matrix into the lowest spreading factor group system response matrix
as a well banded total system response matrix having a limited band width, and
means (33) for determining data of the data signal using the received data signals and the total system re-
sponse matrix.

10. The receiver of claim 9 wherein the means for determining comprises :

means for filtering (25) said plurality of data signals with said total system response matrix yielding a matched
filter output;
means for forming an objective matrix (39) based upon said total system response matrix;
means for inverting (41) said objective matrix;
means for multiplying (43) said matched filter output with said inverted objective matrix yielding estimated
data; and
means for descrambling (45) said estimated data yielding data corresponding to the plurality of data signals.

11. The receiver of claim 9 or 10, further comprising:

means for choosing (33) one group system response matrix for consideration from the non-excluded groups;
means for deriving (33) a column placement reference for a first column of said chosen spreading factor group
matrix;
means for deriving (33) a reference location in said total system response matrix;
means for deriving (33) a column set from said chosen spreading factor group matrix;
means for inserting (33) said column set after said column placement reference in said total system response
matrix (221).

12. The receiver of claim 11 wherein said means for deriving a column placement reference further comprises:

m = n ·
Q(g)

Q(1)
----------- -

Q(g)

2 · Q(1)
-------------------
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means for assigning (33) a column placement reference index m for said group system response matrix under
consideration using,

where Q(g) denotes the spreading factor associated with the spreading factor group matrix under consideration,
Q(1) denotes the lowest spreading factor among all groups and n is the column of the spreading factor group matrix
under consideration where n = 1, 2, 3, ...

13. The receiver of claim 12 further characterized by rounding off the index to an integers when the index is not an
integer.

14. The receiver of claims 9-13 wherein the data determining uses a minimum mean square error detector.

15. The receiver of claims 9-13 wherein the data determining uses a zero-forcing block linear equalizer.

16. The receiver of claims 9-13 wherein the data determining uses a decorrelator.

Patentansprüche

1. Verfahren zur Gewinnung von Daten aus mehreren in einem drahtlosen CDMA-Kommunikationssystem gesen-
deten Datensignalen, wobei die Datensignale unterschiedliche Spreizfaktoren aufweisen, wobei die mehreren Da-
tensignale empfangen (21) werden und eine Impulsantwort für jedes empfangene Datensignal (19) bestimmt wird,
für jedes Datensignal unter Verwendung dieser Datensignalimpulsantwort (27) sowie eines Spreizcodes dieses
Datensignals (29) eine Systemantwortmatrix abgeleitet wird, wobei das Verfahren gekennzeichnet ist durch :

Zusammenfassen der Systemantwortmatrizen in Gruppen mit demselben Spreizfaktor für ihre entsprechen-
den Datensignale (203);
für jede Gruppe Konstruieren einer Gruppensystemantwortmatrix, die Spalten aller Systemantwortmatrizen
in dieser Gruppe (205) aufweist, durch sequentielles Einsetzen einer Spalte aus jeder Systemantwortmatrix
der Gruppe der Reihe nach (37);
für jede Gruppe nacheinander Ausschluß der Gruppe mit dem niedrigsten Spreizfaktor, Einsetzen der Spalten
dieser Gruppensystemantwortmatrix in die Gruppensystemantwortmatrix mit dem niedrigsten Spreizfaktor als
einer gut abgeschlossenen Gesamtsystemantwortmatrix (209-223) mit begrenzter Bandbreite; sowie
Bestimmen von Daten (25, 42, 43, 45, 23) aus den Datensignalen unter Verwendung der empfangenen Da-
tensignale und der Gesamtsystemantwortmatrix.

2. Verfahren nach Anspruch 1, wobei der Schritt zum Bestimmen von Daten die folgenden Schritte aufweist:

Filtern (25) der mehreren Datensignale mit der Gesamtsystemantwortmatrix, so dass sich eine angepasste
Filterausgabe ergibt;
Bilden einer objektiven Matrix (39) auf der Basis der Gesamtsystemantwortmatrix;
Invertieren (41) der objektiven Matrix;
Multiplizieren (43) der angepassten Filterausgabe mit der invertierten objektiven Matrix, so dass geschätzte
Daten erhalten werden; und

Entschlüssen (descrambling) (45) der geschätzten Daten, so dass Daten erhalten werden, die den mehreren
Datensignalen entsprechen.

3. Verfahren nach Anspruch 1 oder 2, wobei der Schritt zum Einsetzen ferner die folgenden Schritte aufweist:

Auswählen einer Gruppensystemantwortmatrix zur Berücksichtigung aus den nicht ausgeschlossenen Grup-
pen;
Ableiten eines Spaltenortbezugs (211) für eine erste Spalte der ausgewählten Spreizfaktor-Gruppenmatrix;
Ableiten eines Bezugsorts (217) in der Gesamtsystemantwortmatrix;

m = n ·
Q(g)

Q(1)
------------- -

Q(g)

2·Q(1)
---------------
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Ableiten eines Spaltensatzes (219) aus der ausgewählten Spreizfaktor-Gruppenmatrix;
Einsetzen des Spaltensatzes nach dem Spaltenortbezug in die Gesamtsystemantwortmatrix (221);
Wiederholen der Schritte zum Auswählen, Ableiten eines Spaltenortsbezugs, Ableiten eines Bezugsorts und
Einsetzen für jede aufeinanderfolgende Spalte der betrachteten Gruppensystemantwortmatrix; und
Wiederholen der Schritte zum Auswählen, Ableiten eines Bezugsorts, Ableiten einer Spalte, Einsetzen und
Wiederholen (223) für die verbleibenden Gruppenantwortmatrizen der nicht ausgeschlossenen Gruppen.

4. Verfahren nach Anspruch 3, wobei der Schritt zum Ableiten eines Spaltenortsbezugs ferner den folgenden Schritt
aufweist:

Zuweisen eines Spaltenortbezugsindex m (211) für die betrachtete Gruppensystemantwortmatrix unter Ver-
wendung der Gleichung

wobei Q(g) den Spreizfaktor kennzeichnet, der der betrachteten Spreizfaktorgruppenmatrix zugeordnet ist, Q(1)

den niedrigsten Spreizfaktor unter allen Gruppen kennzeichnet und n die Spalte der betrachteten Spreizfaktor-
gruppenmatrix ist, wobei n = 1, 2, 3,...

5. Verfahren nach Anspruch 4, weiterhin gekennzeichnet durch das Abrunden des Indexes auf eine ganze Zahl,
wenn der Index keine ganze Zahl ist.

6. Verfahren nach den Ansprüchen 1 bis 5, dadurch gekennzeichnet, dass bei der Datenbestimmung ein Minimum-
Mean-Square-Error- (MMSE-) Detektor verwendet wird.

7. Verfahren nach den Ansprüchen 1 bis 5, dadurch gekennzeichnet, dass bei der Datenbestimmung ein nuller-
zwingender linearer Blockentzerrer verwendet wird.

8. Verfahren nach den Ansprüchen 1 bis 5, dadurch gekennzeichnet, dass bei der Datenbestimmung ein Dekor-
relator verwendet wird.

9. Empfänger zur Gewinnung von Daten aus mehreren in einem drahtlosen CDMA-Kommunikationssystem gesen-
deten Datensignalen, wobei die Datensignale unterschiedliche Spreizfaktoren aufweisen, die mehreren Datensi-
gnale empfangen werden und eine Impulsantwort für jedes empfangene Datensignal bestimmt wird, für jedes
Datensignal eine Systemantwortmatrix unter Verwendung dieser Datensignalimpulsantwort sowie eines Spreiz-
codes dieses Datensignals abgeleitet wird, wobei der Empfänger gekennzeichnet ist durch :

eine Einrichtung (33) zum Zusammenfassen der Systemantwortmatrizen in Gruppen mit demselben Spreiz-
faktor für ihre entsprechenden Datensignale;
eine Einrichtung (33) für jede Gruppe zum Konstruieren einer Gruppensystemantwortmatrix, die Spalten aller
Systemantwortmatrizen in der Gruppe aufweist, durch sequentielles Einsetzen einer Spalte aus jeder Sy-
stemantwortmatrix der Gruppe der Reihe nach (37);
eine Einrichtung (33) für jede Gruppe der Reihe nach, ausschließlich der Gruppe mit dem niedrigsten Spreiz-
faktor, zum Einsetzen der Spalten dieser Gruppensystemantwortmatrix in die Gruppensystemantwortmatrix
mit dem niedrigsten Spreizfaktor als einer gut abgeschlossenen Gesamtsystemantwortmatrix mit begrenzter
Bandbreite; sowie
eine Einrichtung (33) zum Bestimmen von Daten aus den Datensignalen unter Verwendung der empfangenen
Datensignale und der Gesamtsystemantwortmatrix.

10. Empfänger nach Anspruch 9, wobei die Einrichtung zum Bestimmen von Daten aufweist:

eine Einrichtung zum Filtern (25) der mehreren Datensignale mit der Gesamtsystemantwortmatrix, um eine
angepasste Filterausgabe zu erhalten;
eine Einrichtung zum Bilden einer objektiven Matrix (39) auf der Basis der Gesamtsystemantwortmatrix;
eine Einrichtung zum Invertieren (41) der objektiven Matrix;
eine Einrichtung zum Multiplizieren (43) der angepassten Filterausgabe mit der invertierten objektiven Matrix,

m = n ·
Q(g)

Q(1)
------------- -

Q(g)

2· Q(1)
-----------------
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um geschätzte Daten zu erhalten; und
eine Einrichtung zum Entschlüsseln (descrambling) (45) der geschätzten Daten um Daten zu erhalten, die
den mehreren Datensignalen entsprechen.

11. Empfänger nach Anspruch 9 oder 10, ferner mit:

einer Einrichtung zum Auswählen (33) einer zu betrachtenden Gruppensystemantwortmatrix aus den nicht
ausgeschlossenen Gruppen;
einer Einrichtung zum Ableiten (33) eines Spaltenortsbezugs für eine erste Spalte der ausgewählten Spreiz-
faktorgruppenmatrix;
einer Einrichtung zum Ableiten (33) eines Bezugsorts in der Gesamtsystemantwortmatrix;
einer Einrichtung zum Ableiten (33) eines Spaltensatzes aus der ausgewählten Spreizfaktorgruppenmatrix;
einer Einrichtung zum Einsetzen (33) des Spaltensatzes nach dem Spaltenortbezug in die Gesamtsystemant-
wortmatrix (221).

12. Empfänger nach Anspruch 11, wobei die Einrichtung zum Ableiten eines Spaltenortsbezugs ferner aufweist:

eine Einrichtung zum Zuordnen (33) eines Spaltenortsbezugsindex m für die betrachtete Gruppensystemant-
wortmatrix unter Verwendung der Gleichung

wobei Q(g) den Spreizfaktor kennzeichnet, der der betrachteten Spreizfaktorgruppenmatrix zugeordnet ist, Q(1)

den niedrigsten Spreizfaktor unter allen Gruppen kennzeichnet und n die Spalte der betrachteten Spreizfaktor-
gruppenmatrix ist, wobei n = 1, 2, 3,...

13. Empfänger nach Anspruch 12, weiterhin gekennzeichnet durch das Abrunden des Indexes auf eine ganze Zahl,
wenn der Index keine ganze Zahl ist.

14. Empfänger nach den Ansprüchen 9 bis 13, wobei bei der Datenbestimmung ein MMSE-Detektor verwendet wird.

15. Empfänger nach den Ansprüchen 9 bis 13, wobei bei der Datenbestimmung ein nullerzwingender linearer Block-
entzerrer verwendet wird.

16. Empfänger nach den Ansprüchen 9 bis 13, wobei bei der Datenbestimmung ein Dekorrelator verwendet wird.

Revendications

1. Procédé de récupération de données dans une pluralité de signaux de données transmis dans un système de
communication sans fil à accès multiple à répartition par code, les signaux de données ayant des facteurs d'éta-
lement différents, dans lequel la pluralité de signaux de données est reçue (21) et une réponse impulsionnelle est
déterminée pour chaque signal de données reçu (19), pour chaque signal de données une matrice de réponse de
système est dérivée en utilisant cette réponse impulsionnelle de signal de données (27) et un code d'étalement
de ce signal de données (29), le procédé étant caractérisé par :

le groupement des matrices de réponse de système en groupes ayant le même facteur d'étalement pour leurs
signaux de données correspondants (203) ;

pour chaque groupe, la construction d'une matrice de réponse de système de groupe comprenant des colon-
nes de toutes les matrices de réponse de système, dans ce groupe (205), en insérant, séquentiellement, une
colonne de chaque matrice de réponse de système du groupe, à son tour (37) ;

pour chaque groupe, en séquence, l'exclusion du groupe ayant le facteur d'étalement le plus bas, l'insertion
des colonnes de cette matrice de réponse de système de groupe dans la matrice de réponse de système de
groupe de facteur d'étalement le plus bas, comme matrice de réponse de système totale ayant une bonne

m = n ·
Q(g)

Q(1)
------------- -

Q(g)

2·Q(1)
---------------
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bande (209 - 223) ayant une largeur de bande limitée; et

la détermination de données (25, 42, 43, 45, 23) du signal de données en utilisant les signaux de données
reçus et la matrice de réponse de système totale.

2. Procédé selon la revendication 1, dans lequel l'étape de la détermination comprend les étapes de :

filtrage (25) de ladite pluralité de signaux de données avec ladite matrice de réponse de système totale pour
donner une sortie de filtre appariée ;

formation d'une matrice objective (39) fondée sur ladite matrice de réponse de système totale ;

inversion (41) de ladite matrice objective ;

multiplication (43) de ladite sortie de filtre appariée par ladite matrice objective inversée pour obtenir des
données estimées ; et

désembrouillage (45) desdites données estimées donnant des données correspondant à la pluralité de si-
gnaux de données.

3. Procédé selon la revendication 1 ou 2, dans lequel l'étape de l'insertion comprend en outre les étapes consistant à :

choisir une matrice de réponse de système de groupe pour qu'elle soit considérée à partir des groupes non-
oxclus ;

dériver une référence de placement de colonne (211) pour une première colonne de ladite matrice de groupe
de facteur d'étalement choisie ;

dériver un emplacement de référence (217) dans ladite matrice de réponse de système totale ;

dériver un jeu de colonnes (219) de ladite matrice de groupe à facteur d'étalement choisie ;

insérer ledit jeu de colonnes après ladite référence de placement de colonne dans ladite matrice de réponse
de système totale (221) ;

répéter les étapes du choix, de la dérivation d'une référence de placement de colonne, de la dérivation d'un
emplacement de référence, et de l'insertion, pour chaque colonne successive de ladite matrice de réponse
de système de groupe considérée et

répéter les étapes du choix, de la dérivation d'un emplacement de référence, de la dérivation d'une colonne,
de l'insertion et de la répétition (223) pour les matrices de réponse de groupe restantes des groupes non-
exclus.

4. Procédé selon la revendication 3, dans lequel l'étape de la dérivation d'une référence de placement de colonne
comprend en outre l'étape de :

l'attribution d'un indice de référence de placement de colonne m (211) pour ladite matrice de réponse de
système de groupe considérée, en utilisant

où Q(g) indique le facteur d'étalement associé à la matrice de groupe de facteur d'étalement considérée, Q(1)

indique le facteur d'étalement le plus bas parmi tous les groupes et n est la colonne de la matrice de groupe de
facteur d'étalement considérée, lorsque n = 1, 2, 3, ....

5. Procédé selon la revendication 4, caractérisé en outre par l'arrondi de l'indice à un entier, lorsque l'indice n'est

m = n · Q(g)

Q(1)
------------- - Q(g)

2.Q(1)
---------------
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pas un nombre entier.

6. Procédé selon les revendications 1 à 5, dans lequel la détermination des données utilise uh détecteur d'erreur
quadratique moyenne minimale.

7. Procédé selon les revendications 1 à 5, dans lequel la détermination des données utilise un égaliseur linéaire de
blocs du type à "forçage à zéro" (zéro-forcing).

8. Procédé selon les revendications 1 à 5, dans lequel la détermination des données utilise un décorrélateur.

9. Récepteur permettant de récupérer les données dans une pluralité de signaux de données transmis dans un
système de communication sans fil à accès multiple à répartition par code, dans lequel les signaux de données
ont des facteurs d'étalement différents, la pluralité de signaux de données est reçue et une réponse impulsionnelle
est déterminée pour chaque signal de données reçu, pour chaque signal de données une matrice de réponse de
système est dérivée, en utilisant cette réponse impulsionnelle de signal de données et un code d'étalement de ce
signal de données, le récépteur étant caractérisé par :

un moyen (33) pour grouper les matrices de réponse de système en groupes ayant un même facteur d'étale-
ment pour leurs signaux de données correspondants ;

un moyen (33) pour chaque groupe, pour construire une matrice de réponse de système de groupe comprenant
des colonnes de toutes les matrices de réponse de système dans ce groupe, en insérant, séquentiellement,
une colonne de chaque matrice de réponse de système du groupe, à son tour (37) ;

un moyen (33) pour chaque groupe, en séquence, pour exclure le groupe ayant le facteur d'étalement le plus
bas, en insérant des colonnes de cette matrice de réponse de système de groupe dans la matrice de réponse
de système de groupe de facteur d'étalement le plus bas, comme matrice de réponse de système totale ayant
une bonne bande (209 - 223) ayant une largeur de bande limitée ; et

un moyen (33) pour déterminer les données du signal de données en utilisant les signaux de données reçus
et la matrice de réponse de système totale.

10. Récepteur selon la revendication 9, dans lequel le moyen pour la détermination comprend :

un moyen pour filtrer (25) ladite pluralité de signaux de données avec ladite matrice de réponse de système
totale pour obtenir une sortie de filtre appariée ;

un moyen pour former une matrice objective (39) fondée sur ladite matrice de réponse de système totale ;

un moyen pour inverser (41) ladite matrice objective ;

un moyen pour multiplier (43) ladite sortie de filtre appariée par ladite matrice objective inversée pour obtenir
des données estimées ; et

un moyen pour désembrouiller (45) lesdites données estimées pour obtenir des données correspondant à la
pluralité de signaux de données.

11. Récepteur selon la revendication 9 ou 10, comprenant en outre :

un moyen pour choisir (33) une matrice de réponse de système de groupe pour qu'elle soit considérée à partir
des groupes non-exclus ;

un moyen pour dériver (33) une référence de placement de colonne pour une première colonne de ladite
matrice de groupe de facteur d'étalement choisie ;

un moyen pour dériver (33) un emplacement de référence dans ladite matrice de réponse de système totale;

un moyen pour dériver (33) un jeu de colonnes de ladite matrice de groupe à facteur d'étalement choisie ;
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un moyen pour Insérer (33) ledit Jeu de colonnes après ladite référence de placement de colonne dans ladite
matrice de réponse de système totale (221).

12. Récepteur selon la revendication 11, dans lequel ledit moyen pour dériver une référence de placement de colonne
comprend en outre :

un moyen pour attribuer (33) un indice de référence de placement de colonne m pour ladite matrice de réponse
de système de groupe considérée, en utilisant

où Q(g) indique le facteur d'étalement associé à la matrice de groupe de facteur d'étalement considérée, Q(1)

indique le facteur d'étalement le plus bas parmi tous les groupes et n est la colonne de la matrice de groupe de
facteur d'étalement considérée, lorsque n = 1, 2, 3, ....

13. Récepteur selon la revendication 12, caractérisé en outre par l'arrondi de l'indice à un entier, lorsque l'indice
n'est pas un nombre entier.

14. Récepteur selon les revendications 9 à 13, dans lequel la détermination des données utilise un détecteur d'erreur
quadratique moyenne minimale.

15. Récepteur selon les revendications 9 à 13, dans lequel la détermination des données utilise un égaliseur linéaire
un égaliseur linéaire de blocs du type à "forçage à zéro" (zéro-forcing).

16. Récepteur selon les revendications 9 à 13, dans lequel la détermination des données utilise un décorrélateur.

m = n ·
Q(g)

Q(1)
----------- -

Q(g)

2.Q(1)
---------------
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