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(57) Abstract: In one embodiment, sensor data is transported
in a network to a rendezvous point network node, which con-
solidates the information into a consolidated result which is
communicated to the destination. Such consolidation by a
network node reduces the number of paths required in the
network between the sensors and the destination. One embod -
iment includes acquiring, by each of a plurality of originating
nodes in a wireless deterministic network, external data re-
lated to a same physical event; communicating through the
network said external data from each of the plurality of ori-
ginating nodes to a rendezvous point network node (RP)
within the network; processing, by the RP, said external data
from each of the plurality of originating nodes to produce a
consolidated result; and communicating the consolidated res-
ult to a destination node of the network. In one embodiment,
the network is a low power lossy network (LLN).



WO 2015/034638 A1 |IIWAIL 00N VAT 0O RO AR

Declarations under Rule 4.17: Published:

— as to applicant’s entitlement to apply for and be granted —  with international search report (Art. 21(3))

a patent (Rule 4.17(ii)) —  before the expiration of the time limit for amending the

— as to the applicant's entitlement to claim the priority of claims and to be republished in the event of receipt of
the earlier application (Rule 4.17(iii)) amendments (Rule 48.2(h))



10

15

20

25

WO 2015/034638 PCT/US2014/050910

TITLE OF INVENTION
SENSOR DATA TRANSPORT AND CONSOLIDATION IN A NETWORK

FIELD OF THE INVENTION
The present disclosure relates generally to forwarding packets in a communications

network, including, but not limited to, a wireless deterministic network.

BACKGROUND OF THE INVENTION

The communications industry is rapidly changing to adjust to emerging
technologies and ever increasing customer demand. This customer demand for new
applications and increased performance of existing applications is driving communications
network and system providers to employ networks and systems having greater speed and
capacity (e.g., greater bandwidth). In trying to achieve these goals, a common approach
taken by many communications providers is to use packet switching technology.
Deterministic networks rely on a set of predetermined time slots, which define at least a
time (and possibly frequency to use especially in a wireless deterministic network), when
each specific node can communicate a packet to a second specific node in the deterministic

network.
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SUMMARY OF THE INVENTION

Disclosed are, inter alia, methods, apparatus, computer-storage media,
mechanisms, and means associated with sensor data transport and consolidation within
communication nodes in a network, especially a wireless deterministic network.

One embodiment includes acquiring, by each of a plurality of originating nodes in a
wireless deterministic network, external data related to a same physical event;
communicating through the network said external data from each of the plurality of
originating nodes to a rendezvous point network node (RP) within the network; processing,
by the RP, said external data from each of the plurality of originating nodes to produce a
consolidated result; and communicating the consolidated result to a destination node of the
network. In one embodiment, the network is a low power lossy network (LLN).

One embodiment includes: receiving, by a rendezvous point network node (RP) in
a wireless deterministic network, a plurality of packets including external data acquired by
a plurality of different originating nodes in the network, with said external data including
an instrumented result of a same physical event; processing, by the RP, said received
external data from each of the plurality of different originating nodes to generate a
consolidated result; and sending the consolidated result to a destination in the network.

One embodiment includes: receiving, by a path computation engine, a notification
from each of a plurality of originating nodes in a wireless deterministic network that they will
be generating external data related to a same physical event; and determining, by the path
computation engine, paths and time slots for communicating said external data from the
plurality of originating nodes in a wireless deterministic network to a rendezvous point

network node (RP), and from the RP to a destination node in the network.
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BRIEF DESCRIPTION OF THE DRAWINGS

The appended claims set forth the features of one or more embodiments with
particularity. The embodiment(s), together with its advantages, may be best understood
from the following detailed description taken in conjunction with the accompanying
drawings of which:

FIG; 1A illustrates a network operating according to one embodiment;

FIG. 1B illustrates a network operating according to one embodiment;

FIG. 1C illustrates a communication pattern operating according to one
embodiment;

FIG. 2 illustrates a network operating according to one embodiment;

FIG. 3A illustrates a network operating according to one embodiment;

FIG. 3B illustrates a network operating according to one embodiment;

FIG. 3C illustrates a network operating according to one embodiment;

FIG. 4A illustrates a process according to one embodiment;

FIG. 4B illustrates a process according to one embodiment;

FIG. 4C illustrates a process according to one embodiment;

FIG. 5A illustrates a packet switching device according to one embodiment; and

FIG. 5B illustrates an apparatus according to one embodiment.
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DETAILED DESCRIPTION

Disclosed are, inter alia, methods, apparatus, computer-storage media,
mechanisms, and means associated with sensor data transport and consolidation within
communication nodes in a network. Embodiments described herein include various
elements and limitations, with no one element or limitation contemplated as being a critical
element or limitation. Each of the claims individually recites an aspect of the embodiment
in its entirety. Moreover, some embodiments described may include, but are not limited to,
inter alia, systems, networks, integrated circuit chips, embedded processors, ASICs,
methods, and computer-readable media containing instructions. One or multiple systems,
devices, components, etc., may comprise one or more embodiments, which may include
some elements or limitations of a claim being performed by the same or different systems,
devices, components, etc. A processing element may be a general processor, task-specific
processor, a core of one or more processors, or other co-located, resource-sharing
implementation for performing the corresponding processing. The embodiments described
hereinafter embody various aspects and configurations, with the figures illustrating
exemplary and non-limiting configurations. Computer-readable media and means for
performing methods and processing block operations (e.g., a processor and memory or
other apparatus configured to perform such operations) are disclosed and are in keeping
with the extensible scope of the embodiments. The term "apparatus" is used consistently
herein with its common definition of an appliance or device.

The steps, connections, and processing of signals and information illustrated in the
figures, including, but not limited to, any block and flow diagrams and message sequence
charts, may typically be performed in the same or in a different serial or parallel ordering
and/or by different components and/or processes, threads, etc., and/or over different
connections and be combined with other functions in other embodiments, unless this
disables the embodiment or a sequence is explicitly or implicitly required (e.g., for a
sequence of read the value, process said read value - the value must be obtained prior to
processing it, although some of the associated processing may be performed prior to,
concurrently with, and/or after the read operation). Also, nothing described or referenced in
this document is admitted as prior art to this application unless explicitly so stated.

The term "one’ embodiment" is used herein to reference a particular embodiment,

wherein each reference to "one embodiment" may refer to a different embodiment, and the
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use of the term repeatedly herein in describing associated features, elements and/or
limitations does not establish a cumulative set of associated features, elements and/or
limitations that each and every embodiment must include, although an embodiment
typically may include all these features, elements and/or limitations. In addition, the terms
"first," "second," etc., are typically used herein to denote different units (e.g., a first
element, a second element). The use of these terms herein does not necessarily connote an
ordering such as one unit or event occurring or coming before another, but rather provides
a mechanism to distinguish between particular units. Moreover, the phrases "based on x"
and "in response to X" are used to indicate a minimum set of items "x" from which
something is derived or caused, wherein "x" is extensible and does not necessarily describe
a complete list of items on which the operaﬁon is performed, etc. Additionally, the phrase
"coupled to" is used to indicate some level of direct or indirect connection between two
elements or devices, with the coupling device or devices modifying or not modifying the
coupled signal or communicated information. Moreover, the term "or" is used herein to
identify a selection of one or more, including all, of the conjunctive items. Additionally,

nn

the transitional term "comprising," which is synonymous with "including," "containing,” or
"characterized by," is inclusive or open-ended and does not exclude additional, unrecited
elements or method steps. Finally, the term "particular machine," when recited in a method
claim for performing steps, refers to a particular machine within the 35 USC § 101
machine statutory class.

As used herein, a "time slot" refers an elementary communications entity including
a period of time for sending or receiving information (e.g., a packet). In the context of a
wireless network, a time slot is also typically associated with a frequency, as the
information is not only transmitted within a time slot, but also at a frequency (e.g.,
channel).

Expressly, turning to the figures, FIG. 1 illustrates a network 100 (e.g.,
deterministic wireless network, which is bandwidth constrained) operating according to
one embodiment. As shown, network 100 includes a high-speed (e.g., Ethernet) backbone
network including one or more path computation engines 111-112. Deterministic wireless
network 100 includes three overlapping different radio frequency (RF) domains 101, 102
and 103, each containing a plurality of nodes as shown in FIG. 1A. Note, typically and not

shown, each of these network nodes (e.g., when a node operates as a bridge or router) is
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connected to a network of devices and/or directly connected to one or more devices. One
embodiment uses more or less RF domains and/or nodes.

FIG. 1B illustrates the communication links established between nodes in RF
domains 101, 102 and 103 to provide access to one or more path computation engines 111-
112. In one embodiment, a communications path for transmitting packets between first and
second nodes may traverse any set of nodes, and is not limited to one or more of the paths
shown in FIG. 1B.

FIG. 1C illustrates a communication pattern 150 according to one embodiment of a
deterministic network. Communication pattern 150 includes time slots 161-165, each of
which provide a predetermined time for a sender to transmit a packet and for a receive to
listen to receive the transmitted packet. A slot frame 151 (e.g., a Superframe when repeated
typically with channel rotation) is a period of time divided into multiple time slots. Also, in
a wireless (or fiber) a second dimension of frequency (152) is associated with each time
slot 161-165. In one embodiment, a Superframe 151 is established by one or more path
computation engines that defines a matrix of n time slots by m frequencies (e.g., channels).
One or more of these n-m pairings is referred to herein as a time slot as multiple time slots
might be used to send a packet (e.g., to have a predetermined retransmission time for the
packet if required).

With reference to FIG. 2, in a time-slotted witreless deterministic network 200, one
or more path computation engines (PCEs) 212 is used to compute the path (e.g., physical
path and time slots) between each source S (sensor) 221-223 and the RP 251, and a single
path from RP 251 to the destination (application host 211). PCE 212 computes the time
slots and frequency channels used by each network hop, or some analogous abstraction that
can be used by a more specific device to derive those.

By advertisement, configuration or by other means (e.g., from a network
management system), PCE 212 discovers all sources 221-223 that will be deriving and
sending external data related to a same physical event. Note, the term "external data" is
used to denote data that is not related to a communication node, but to an external event.

PCE 212 also discovers one or more rendezvous points (RPs) 251 in network 200
that can be used to consolidate the multiple external data into a single consolidated result.
PCE 212 discovers these rendezvous point(s) 251 by their advertisement, configuration or

by other means (e.g., from a network management system).
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In one embodiment, extensions to Dynamic Host Configuration Protocol (DHCP)
or Constrained Application Protocol (CoAP), or another protocol are used by network
nodes to report to the PCE their nature (e.g., type of sensed data and location) and whether
they could add an aggregator for the type of sensed data.

Without consolidation by an RP in the network, there would need to be
n independent paths determined and configured in the network to report the external data
of n sensors 221-223 to the destination 211. Using RP 251 to consolidate this » external
data into a single consolidated result greatly reduces the communication overhead of the
network. In one embodiment, as shown in FIG. 2, there are n paths to RP 251 from sensors
221-223 (one path for each sensor), and one path from RP 251 to destination 211. One
embodiment includes multiple RPs, such as-for consolidating external data to an
intermediate result, which a second (or more) RP consolidates with other external data or
consolidated result(s).

In one embodiment, the PCE locates the nearest RP and computes for all the »
sensors, their paths to the RP. In making the selection of the RP, one embodiment
evaluates the following characteristics: set of sensing nodes along with the type of sensed
data; data flow requirements (e.g., source, destination, bandwidth, delay); network
topology and available resources; and the set of nodes in the network that can act as an RP
the type of sensed data.

In one embodiment, the PCE computes its time slot schedule table in order for each
data information coming from these # sensors to arrive to the rendezvous point in adjacent
time slots. The PCE also computes the path and time slot schedule from the rendezvous
point to the destination.

In one embodiment, the rendezvous point is dynamically programmed on how to
consolidate the external data. In one embodiment, this programming is communicated to
the RP using a CoAP or other protocol message. For example, the RP may be instructed to
consolidate the external data using a voting rule (e.g. if more than 60% of the sensed
values are equal with a margin of 5%, select that value and report it). The RP can also be
programmed to perform more sophisticated processing. For example, the RP may select the
two extreme sensed values and report them both as the consolidated result. For example,
the RP may determine that one or more values of external data are outside a bound or not

in agreement with other external data, and aggregate the coherent external data into the
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consolidated result, and also reporting an error message to the PCE, a network
management system, or the destination application. The RP may eliminate the external data
that is incongruous with the other external data, or if all are similar, generate the
consolidated result based on an average, or some other statistics to compress over time.

FIG. 3A illustrates a basic configuration of a network 300 using RP 310 to
consolidate external data received from originating nodes 301-303 (respectively receiving
sensed data related to a same physical event). In one embodiment, these sensors are of a
same type (e.g., airspeed sensor, temperature sensor). In one embodiment, these sensors
are of a different type but still measure a same physical event (e.g., motion sensor and a
microphone for determining if a room is currently occupied or not or for alarm purposes).

In one embodiment, a rendezvous point may signal (e.g., using CoAP or other
protocol message) to the RP or network management system that it can no longer perform
consolidation, such as, but not limited to, because of lack of local resource (e.g., battery
depletion, lack of processing cycles). In one embodiment, such a notification triggers the
PCE to reconfigure the network to use a different network node as the RP.

FIG. 3B illustrates network 300 where RP 310 of FIG. 3A is no longer used, but
rather new RP 330 is used to consolidate external data received from originating nodes
301-303.

In one embodiment, an RP notifies the RP or network management system so as to
dynamically adapt the deterministic paths computation. For example, if the external data
(e.g., sensed data) from the multiple sources are all coherent over some period of time, the
PCE may decide to recompute the set of paths so as to redirect some sensed data to another
rendezvous point.

FIG. 3C illustrates network 300 where RP 330 is used to consolidate external data
received from originating nodes 301-302 (such as shown in FIG. 3B), while RP 340 is used
to consolidate external data received from originating nodes 303-309.

FIG. 4A illustrates a process performed in one embodiment. Processing begins with
process block 400. In process block 402, sensors initialize and originating nodes notify the
PCE that they will be providing external data for a physical event. In one embodiment,
instead of this advertisement, the PCE receives this information via configuration or an

external management system.
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In process block 404, potential RPs notify the PCE that they can perform
consolidation for the type of external data to be generated by the sensors/originating nodes.
In one embodiment, the PCE snoops on advertisement messages from the originating
nodes and provides this notification to the PCE in response. In one embodiment, the
sensors are external and/or internal to the originating nodes. In one embodiment, instead of
this advertisement, the PCE receives this information via configuration or an external
management system.

In process block 406, the PCE selects the RP, determines paths (e.g., physical paths
and time slots/frequencies) for communicating the external data from each originating
node to the RP, allows for an appropriate consolidation time, and then determines a path
(e.g., physical path and one or more time slots/frequencies) from the RP to the destination.

In process block 408, the wireless deterministic network (e.g., low power lossy
network "LLN") is configured, and the RP is programmed to perform the desired
processing to consolidate the external data into a consolidated result.

Processing of the flow diagram of FIG. 4A is complete as indicated by process
block 409. |

FIG. 4B illustrates a process performed in one embodiment to sense a physical
event and to provide a consolidated result to a destination. Processing begins with process
block 420. In process block 422, sensors measure and provide their originating nodes with
their external data. In process block 424, each originating node sends their external data
through the network to the RP. In process block 426, the RP processes the external data
according to its programming (e.g., based on how to manipulate, compute, aggregate or
even more sophisticated processing) and generates a consolidated result. In process block
428, the consolidated result is communicated through the network to the destination in one
or more time slots (e.g., the consolidated result can be a single packet, or more than one
packets). Processing of the flow diagram of FIG. 4B is complete as indicated by process
block 429.

FIG. 4C illustrates a process performed in one embodiment. Processing begins with
process block 440. As determined in process block 441, until it is time to reconfigure the
network, processing remains at process block 441. When it is determined to reconfigure
the network in process block 441, then in process block 442, the network is updated, such

as, but not limited to, changing the RP, reprogramming the RP, redistributing external data
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among multiple RPs, and/or add or remove external data sources. In process block 444,
the network is operated according to its updated configuration. Processing of the flow
diagram of FIG. 4C is complete as indicated by process block 449.

One embodiment of a packet switching device 500 (e.g., one example of a network
node) is illustrated in FIG. 5A. As shown, packet switching device 500 includes multiple
line cards 501 and 505, each with one or more network interfaces for sending and receiving
packets over communications links, and with one or more processing elements that are
used in one embodiment associated with sensor data transport and consolidation within
communication nodes in a network. Packet switching device 500 also has a control plane
with one or more processing elements 502 for managing the control plane and/or control
plane processing of packets associated with sensor data transport and consolidation within
communication nodes in a network. Packet switching device 500 also includes other cards
504 (e.g., service cards, blades) which include processing elements that are used in one
embodiment to process packets associated with sensor data transport and consolidation
within communication nodes in a network, and some communication mechanism 503 (e.g.,
bus, switching fabric, matrix) for allowing its different entities 501, 502, 504 and 505 to
communicate. In one embodiment, packet switching device 500 has one or more RF
interfaces (possibly only one such interface), such as, but not limited to that based on IEEE
802.15.4e.

FIG. 5B is a block diagram of an apparatus 520 (e.g., path computation engine, a
node, or portion thereof) used in one embodiment associated with sensor data transport and
consolidation within communication nodes in a network. In one embodiment, apparatus
520 performs one or more processes, or portions thereof, corresponding to one of the flow
diagrams illustrated or otherwise described herein, and/or illustrated in another diagram or
otherwise described herein.

In one embodiment, apparatus 520 includes one or more processing element(s) 521,
memory 522, storage device(s) 523, specialized component(s) 525 (e.g. optimized
hardware such as for performing lookup and/or packet processing operations, etc.), and
interface(s) 527 for communicating information (e.g., sending and receiving packets,
user-interfaces, displaying information, etc.), which are typically communicatively coupled
via one or more communications mechanisms 529, with the communications paths

typically tailored to meet the needs of a particular application. In one embodiment,
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interface 527 is one or more RF interfaces, such as, but not limited to that based on IEEE
802.15.4e.

Various embodiments of apparatus 520 may include more or fewer elements. The
operation of apparatus 520 is typically controlled by processing element(s) 521 using
memory 522 and storage device(s) 523 to perform one or more tasks or processes. Memory
522 is one type of computer-readable/computer-storage medium, and typically comprises
random access memory (RAM), read only memory (ROM), flash memory, integrated
circuits, and/or other memory components. Memory 522 typically stores
computer-executable instructions to be executed by processing element(s) 521 and/or data
which is manipulated by processing element(s) 521 for implementing functionality in
accordance with an embodiment. Storage device(s) 523 are another type of
computer-readable medium, and typically comprise solid state storage media, disk drives,
diskettes, networked services, tape drives, and other storage devices. Storage device(s) 523
typically store computer-executable instructions to be executed by processing element(s)
521 and/or data which is manipulated by processing element(s) 521 for implementing
functionality in accordance with an embodiment.

In view of the many possible embodiments to which the principles of the disclosure
may be applied, it will be appreciated that the embodiments and aspects thereof described
herein with respect to the drawings/figures are only illustrative and should not be taken as
limiting the scope of the disclosure. For example, and as would be apparent to one skilled
in the art, many of the process block operations can be re-ordered to be performed before,
after, or substantially concurrent with other operations. Also, many different forms of data
structures could be used in various embodiments. The disclosure as described herein
contemplates all such embodiments as may come within the scope of the following claims

and equivalents thereof.
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CLAIMS

What is claimed is:

1. A method comprising:

acquiring, by each of a plurality of originating nodes in a wireless deterministic
network, external data related to a same physical event;

communicating through the network said external data from each of the plurality of
originating nodes to a rendezvous point network node (RP) within the network;

processing, by the RP, said external data from each of the plurality of originating
nodes to produce a consolidated result; and

communicating the consolidated result to a destination node of the network.

2. The method of claim 1, wherein the network is a low power lossy network

(LLN).

3. The method of claim 1, wherein each of the plurality of originating nodes

includes a sensor or receives said external data from a different sensor.

4. The method of claim 1, wherein at least two of the plurality of originating nodes

receive said external data from a same sensor.

5. The method of claim 1, comprising: configuring the wireless deterministic
network to communicate said external data from the plurality of originating nodes to the

RP and the consolidated result from the RP to the destination node.

6. The method of claim 5, wherein said configuring the wireless deterministic
network includes determining, by a path computation engine external to the network, paths
and time slots for said communicating said external data from the plurality of originating
nodes to the RP and said communicating the consolidated result from the RP to the

destination node.

7. The method of claim 6, wherein the path computation engine provides a delay
for performing said processing by the RP between a last time slot for receiving said
external data from the plurality of originating nodes and a first time slot for sending the

consolidated result to the destination node.
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8. The method of claim 6, comprising: notifying the path computation engine by
each particular originating node of the plurality of originating nodes that said particular
originating node will be acquiring data of said external data; and wherein the path
computation engine said determines said paths and time slots in response receiving said

notifications.

9. The method of claim 6, comprising: configuring the wireless deterministic
network to communicate said external data from the plurality of originating nodes to a
second RP and to communicate a second consolidated result determined by the second RP

based on said external data to the destination node.

10. The method of claim 9, comprising receiving, by the path computation engine,
a notification to use a new RP, with the notification being originated by the RP; and
wherein said configuration operation to use the second RP is performed in response to said

receipt of the notification.

11. The method of claim 10, wherein the RP generates the notification in response

to identifying a node too busy or low on power condition.

12. The method of claim 5, comprising: in response to determining that the RP no
longer needs said external data from at least one of the plurality of originating nodes to
produce the consolidated result, configuring the wireless deterministic network to
communicate said external data from said at least one of the plurality of originating nodes
to a second RP to use in producing a second consolidated result while the RP continues to
process said external data received from the other of the plurality of originating nodes to

produce the consolidated result.
13. The method of claim 1, wherein the consolidated result is a single result.

14. The method of claim 1, wherein said processing said external data includes

taking an average of at least two of said external data.

15. The method of claim 1, wherein said processing said external data includes
excluding one or more of said external data based on an apparent error with said one or

more of said external data.
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16. The method of claim 1, wherein the RP is on a shortest path between two of the

originating nodes and the RP.

17. A method, comprising:

receiving, by a rendezvous point network node (RP) in a wireless deterministic
network, a plurality of packets including external data acquired by a plurality of different
originating nodes in the network, with said external data including an instrumented result
of a same physical event;

processing, by the RP, said received external data from each of the plurality of
different originating nodes to generate a consolidated result; and

sending the consolidated result to a destination in the network.

18. The method of claim 17, wherein the RP said sends the consolidated result out
on a time slot after a predefined delay for performing said processing after a last time slot

on which one of said external data could be said received by the RP.

19. A method comprising:

receiving, by a path computation engine, a notification from each of a plurality of
originating nodes in a wireless deterministic network that they will be generating external
data related to a same physical event; and

determining, by the path computation engine, paths and time slots for
communicating said external data from the plurality of originating nodes in a wireless
deterministic network to a rendezvous point network node (RP), and from the RP to a

destination node in the network.

20. The method of claim 19, selecting, by the path computation engine, the RP to
use to consolidate said external data received from the plurality of originating nodes based

on a received consolidation-capable advertisement from the RP.
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