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Abstract

A system and method are disclosed which may include converting data identifying a plurality of visual features into a plurality of pixel characteristic data values; and forming an image file with pixels having the respective pixel characteristic data values.
SYSTEM AND METHOD FOR EFFICIENTLY ENCODING DATA

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of U.S. Provisional Patent Application Ser. No. 60/617,485, filed Oct. 8, 2004, entitled “Method for Encoding Large Texts, Metadata, and other Coherently Accessed Non-Image Data” which is incorporated herein by reference; this application is also a continuation in part of U.S. patent application Ser. No. 11/082,556, filed Mar. 17, 2005, entitled “Method for Encoding and Serving Geospatial or Other Vector Data as Images” which claims the benefit of U.S. Provisional Patent Application Ser. No. 60/622,867, filed Oct. 28, 2004, entitled “Method for Encoding and Serving Geospatial or Other Vector Data as Images,” all of which applications are hereby incorporated herein by reference.  

BACKGROUND OF THE INVENTION

[0002] Recently, image compression standards such as JPEG2000/JP2P (JPEG 2000 Interactive Protocol) have been introduced to meet a demanding engineering goal: to enable very large images (i.e. gigapixels in size) to be delivered incrementally or selectively from a server to a client over a low-bandwidth communication channel. (See David Taubman’s implementation of Kakadu at www.kakadusoftware.com). When such images are being viewed at full resolution, only a limited region of each image can fit on a client’s graphical display at any given time. The new standards are geared toward selectively accessing such regions and sending across the communication channel only data relevant to the region. If this “region of interest” or ROI changes continuously, then a continuous dialogue between a client and server over a low-bandwidth channel can continue to keep the client’s representation of the area inside the ROI accurate. 

[0003] However, existing approaches generally require the transmission of substantial amounts of data to significantly shift the location of the region of interest, thus limiting the speed at which such shifts may be implemented. Moreover, existing approaches generally depend on sequential access to a linear string of text, thereby imposing a significant burden on text navigation when a client seeks to significantly change the location of the region of interest. Accordingly, an improved method for transmitting data from a server to a client is needed.  

SUMMARY OF THE INVENTION

[0004] According to one or more embodiments, the invention provides a method that may include converting data identifying a plurality of visual features into a plurality of pixel characteristic data values; and forming an image file with pixels having the respective pixel characteristic data values. Preferably, the plurality of visual features comprise at least one graphical symbol. Preferably, the visual feature identification data comprises ASCII codes. Preferably, the visual feature identification data comprises frequency-order positions of the visual features. Preferably, the visual feature identification data is determined based on a combination of a) a frequency of use of the visual features and b) transition probabilities between successive ones of the visual features. Preferably, the pixel characteristic data values comprise at least one data type selected from the group consisting of: pixel intensity data values, pixel color data values, and image contrast data values. 

[0005] Preferably, the pixel characteristic data values comprise pixel color data values. Preferably, the pixel color data values comprise at least one color-data value type selected from the group consisting of: RGB (Red, Blue, Green) pixel color data values, HSV (Hue Saturation Value) pixel color data values, and CMYK (Cyan, Magenta, Yellow, Black) color data values. 

[0006] Preferably, the method further comprises losslessly compressing said image file. Preferably, the visual feature identification data comprises differences in values of the identification data for successive ones of the visual features. Preferably, the visual features comprise alphanumeric characters. Preferably, the method further comprises locating the pixels in said image file in a same order that said alphanumeric characters are ordered in, within an original document. Preferably, the method further comprises transmitting the image file to a client. Preferably, the method further comprises decoding at least a region of said image file into the alphanumeric characters for viewing by the client. Preferably, the method further comprises enabling the client to browse the decoded image file region in a first dimension. 

[0007] Preferably, the method further comprises enabling the client to browse the decoded image file region in a first and second dimensions. Preferably, browsing in said first dimension includes advancing along a line of the alphanumeric characters, and browsing in the second dimension preferably includes scrolling over a plurality of lines of the alphanumeric characters. Preferably, the browsing comprises browsing the decoded image file in a manner that emulates browsing within the original document. Preferably, the method further comprises correlating locations of the pixels in the image file with locations of the alphanumeric characters corresponding to said pixels in an original document containing the alphanumeric characters. 

[0008] Preferably, the pixels’ locations within the image file at least substantially correspond to locations of the corresponding alphanumeric characters in the original document. Preferably, the pixels’ locations within the image file are substantially the same as locations of the corresponding alphanumeric characters in the original document. Preferably, the method further comprises transmitting at least a region of the image file from a server to a client. Preferably, the method further comprises requesting a region of the image file from a server by a client. 

[0009] Preferably, the method further comprises sending the requested region of the image file by the server. Preferably, the sending step comprises transmitting compressed data suitable for decoding by the client. 

[0010] According to another aspect, one or more embodiments of the present invention provide an apparatus that may include a processor operating under the instructions of a software program, the software program causing the apparatus to perform actions, including converting data identifying a plurality of visual features into a plurality of pixel characteristic data values; and forming an image file with pixels having the respective pixel characteristic data values. 

[0011] According to another aspect, one or more embodiments of the present invention may provide a storage medium containing a software program operable to cause an apparatus including a processor under the instructions of the software program to perform actions, comprising: convert-
ing data identifying a plurality of visual features into a plurality of pixel characteristic data values; and forming an image file with pixels having the respective pixel characteristic data values.

[0012] Other aspects, features, advantages, etc. will become apparent to one skilled in the art when the description of the preferred embodiments of the invention herein is taken in conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] For the purposes of illustrating the various aspects of the invention, there are shown in the drawings forms that are presently preferred, it being understood, however, that the invention is not limited to the precise arrangements and instrumentalties shown.

[0014] FIG. 1 is a text image of the full text of “Ulysses,” using raw ASCII encoding in accordance with one or more embodiments of the present invention, with the color White having a numerical value of 0 and the color Black having a numerical value of 255.

[0015] FIG. 2 is a text image of the first five chapters of Ulysses, encoded using raw ASCII in accordance with one or more embodiments of the present invention;

[0016] FIG. 3 is a text image of the first five chapters of Ulysses encoded using frequency-order encoding in accordance with one or more embodiments of the present invention; and

[0017] FIG. 4 is a block diagram of a computing system that may be adaptable for use with one or more embodiments of the present invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0018] One or more embodiments of the present invention may involve extending selectively decompressable image compression and transmission technologies to textual or other data that may be identified using a binary representation.

[0019] Herein, binary data that identify and/or describe visual features may be converted from an initial format, such as ASCII (American Standard Code for Information Interchange) or other format, may be converted into a format suitable for incorporation into image data, such as but not limited to pixel intensity data.

[0020] The visual features referred to above may include but are not limited to graphical symbols and/or alphanumeric characters. However, herein, visual features may include any visible image features that may be described and/or identified using binary data. Moreover, while such data may be encoded into pixel intensity data, the present invention is not limited to encoding in this format.

[0021] In one or more embodiments, the initial data (visual feature identification data) may be converted into several possible types of pixel characteristic data including but not limited to pixel intensity data, pixel color data, image contrast data, and/or other form of image data. The above-mentioned pixel color data may include but is not limited to Red, Blue, Green (RGB) pixel color data, Hue Saturation Value (HSV) pixel color data, Cyan, Magenta, Yellow, Black (CMYK) pixel color data, and/or other form of pixel color data.

[0022] In the following discussion, a large text, specifically the book “Ulysses,” by James Joyce, is considered. In one or more embodiments, this text may be formatted by putting each chapter in its own column, with columns for successive chapters arranged from left to right. However, it will be appreciated that other arrangements of the chapters may be implemented. Columns are assumed to have a maximum width in characters, such as 100. FIG. 1 shows the entire text of Ulysses encoded as an image in this fashion, with each pixel within FIG. 1 corresponding to a single text character (or character position that doesn’t include text, such as empty space) in the original text document. FIG. 2 shows a text image of the first five chapters of Ulysses, using the same encoding method as in FIG. 1.

[0023] In one or more embodiments, the intensity value of each pixel may be set equal to the ASCII code of the character being encoded in the pixel. Because grayscale pixels and ASCII characters may both be represented using 8-bit sequences, (which may both have values in the range 0-255), the correspondence between a pixel value and a character may be readily implemented. In this disclosure, although textual and other characters may be represented with pixels using the ASCII code as a value for pixel intensity, it will be appreciated that other codes for textual or other characters may be employed for this purpose.

[0024] Generally, the full text of Ulysses in ordinary ASCII representation (i.e. as a standard text file) occupies 1.5 MB of storage space, which may be too large to transmit in its entirety over a narrowband communication channel. The pixel-characteristic-data representation of character data (which is known herein as the “character-pixel image” and also as the “text-image”) of FIG. 1, encoded as a lossless JPEG2000 image, requires about 2.2 MB (Megabytes) of data storage space. This storage space requirement could be significantly reduced if the chapters of the book were more equal in length, resulting in less empty space (encoded as zeros) in the character-pixel image (text-image).

[0025] However, more important than the overall file size, is the ability of an ordinary J2P2 server to serve this file to a client selectively and incrementally. Specifically, of concern here is the ability of a server to serve selected portions of the file at controllable increments of resolution.

[0026] In one or more embodiments, a client viewing the text at a zoom level sufficient to read the characters (which may require well over 1 pixel/character on the clientside display) can use J2P2 (or other suitable protocol) to request only the relevant portion of the text. This operation is efficient, and adequate performance could be achieved for a reader of the text even with a very low bandwidth connection to the server, under conditions that would make it prohibitive to download the entire text, due to the magnitude of data involved in such a download.

[0027] In one or more embodiments, similar effects may be achieved using a client/server technology specifically designed for selective access to large texts, but the character-pixel image approach described above has a number of advantages over conventional implementations, which are listed below.

[0028] 1) The character-pixel image approach may use existing technology and protocols designed for very large data volume.

[0029] 2) The character-pixel image approach may easily scale up to texts of many gigabytes in size, or even larger, without any degradation of performance.

[0030] 3) Access to text or other visual features within a region of interest is preferably two-dimensional in one or
more embodiments of the present invention. Thus, in many situations (for example, when text is to be viewed in columns as in the Ulysses case), the character-pixel image approach disclosed herein preferably enables more efficient browsing than is available using existing approaches that deal with text as a one-dimensional string.

[0031] 4) Because wavelets are used in JPEG2000, the character-pixel image is preferably subject to a multi-resolution representation. Although the text, or other visual feature identified using visual feature identification data, will generally not be readable at other than the final (most detailed) resolution, the broader spatial support of lower-resolution wavelets preferably provides an intelligent client-side cache for text, and/or other visual features, near the region of interest. Moving the ROI over various regions of the original text, as may be done when scrolling through text in a traditional manner, may therefore be efficiently performed using one or more embodiments of the present invention.

[0032] In one or more embodiments, the above concepts may be readily extended to deal with formatted text, Unicode, or other metadata, as all such data can be represented using ASCII text strings, possibly with embedded escape sequences.

[0033] In selected applications, JPEG2000 may be used as a lossy compression format, meaning that the decoded image bytes are not necessarily identical to the original bytes. Herein, the term “decoding” refers to converting pixel data in a text image back into the original text data, or other visual feature data. If the image bytes represent text, lossy compression will generally not be acceptable. One of the design goals of JPEG2000 was, however, to support lossless compression efficiently, as this is important for certain imaging functions (such as for medical and scientific applications). Lossless compression ratios for photographic images are typically only around 2:1, as compared with visually acceptable lossy images, which can usually easily be compressed by 24:1.

[0034] Image compression, both lossy and lossless, generally operate best on images that have good spatial continuity, meaning that the differences between the intensity values of adjacent pixels are low. The raw ASCII encoding is not optimal from this perspective, since successive text characters encoded in ASCII may have widely varying values. Thus, some alternatives are considered below.

[0035] FIG. 3 is a text image of the first five chapters of Ulysses encoded using frequency-order encoding in accordance with one or more embodiments of the present invention.

Frequency Encoding

[0036] In one or more embodiments of the present invention, the encoding efficiency may be improved by reordering characters according to their frequency of occurrence in the pertinent text, in the English language as a whole, or in another language as a whole, from highest frequency to lowest frequency. Thus, in one or more embodiments, empty space would have code zero, and a pixel value of zero in the character-pixel image. The “space” character could receive code “0” (with its corresponding value in the character-pixel image also being “1”). A sequence of characters such as e, t, a, o, i, n., S., r, h, l, etc. . . could be caused to convert to successive pixel values starting with “2” (corresponding to “e”) and proceeding upward therefrom up to the value 255.

[0037] It is possible that, upon converting all the characters in a large text into pixel values using this approach, all 255 pixel values could end up being used. However, by the very nature of the text character (or other visual feature) to pixel value conversion contemplated herein, pixel value occurrences preferably become increasingly rare with increasing numerical values thereof.

[0038] The image of FIG. 3 illustrates this point. Pixel values tend to cluster near zero. At least as importantly, the difference in pixel values between successive character-pixel values in the embodiment of FIG. 3 is preferably lower than in the embodiment of FIG. 2.

[0039] Where all pixel values in the range 0-255 are equally likely, eight bits will generally be needed to represent each pixel value. However, in embodiments in which some pixel values occur much more frequently than others, the pixel values can preferably be represented with fewer bits, without losing any information.

[0040] An example is considered to illustrate this point. In this extreme case, the pixel value equals zero 99% of the time, and has another value, somewhere between 0 and 255, the rest of the time. In this case, the encoding algorithm may encode the 0 value with a single “0” bit, and non-zero values with a leading “1” bit (to signal the presence of a non-zero value) followed by an 8-bit representation of the non-zero value. Thus, this approach conserves 7 bits per pixel for 99 out of 100 pixels, but uses one extra pixel to represent a non-zero pixel which occurs only 1% of the time. The decoding algorithm corresponding to the above-described encoding algorithm thus preferably interprets a “0” bit as representing a 0 bit value and a bit sequence starting with a “1” bit value has having the value represented by the bits succeeding the leading “1” bit.

[0041] However, even in less extreme situations, the existence of pixel values that occur much more frequently than others may enable considerable savings in storage space, without incurring any loss of pixel data, and by logical extension without incurring any loss of the visual-feature data represented by the pixel data. In general, two or more categories of value occurrence frequency may be established, generally using a progressively increasing number of bits to represent values occurring with decreasing frequency. In this manner, smaller bit sequences may be used most of the time, thereby conserving data storage space and data communication bandwidth requirements.

[0042] In an intermediate example, five bits could be used to represent the most frequently occurring pixel values, and nine bits for the less frequently occurring values. For the most frequently occurring visual features, a leading bit, which may be a “0,” may be provided, which may be followed by four bits representing the actual value of the pixel. For the less frequency occurring pixel values, a leading bit, which may be a “1,” may be provided, which may be followed by eight bits representing the actual value of the pixel.

[0043] In one or more other embodiments, frequency encoding may benefit from spatial coherence to represent a text image using a reduced number of bits. Specifically, the image may be divided into 8x8 pixel blocks, thus providing 64 pixels in each block, with each pixel representing a frequency encoded visual feature (which may be a text
character). The encoding method may then review each block and determine the number of bits needed to represent the highest-value pixel value in the block. This determined number of bits may then be used to represent all pixel values in that block.

For many of the blocks within any given image, the highest-value pixel may be able to be represented with four or fewer bits. Thus, considerable savings in data storage requirements may be obtained when employing this block by block approach.

In one or more embodiments, when the frequency-encoded text-image of Ulysses is compressed losslessly as a JPEG2000 image, the file size is 1.6 MB, barely larger than the raw ASCII text file (1.5 MB), and 37% smaller than the ASCII encoded text-image. With further optimizations of the letter encoding, the compressed file size can drop well below the ASCII text file size. The further optimizations can include, but are not limited to: using letter transition probabilities (Markov-1) to develop the encoding, instead of just frequencies (Markov-0); and/or encoding as pixels the delta or difference between one character and the next, rather than the characters themselves.

With these added optimizations, text ready to be served in this fashion may actually take up less data storage space than the raw ASCII.

One or more embodiments of the present invention discussed herein include using JPEG2000/JPIP as a selective image decompression technology, but the present invention is not limited to using this image compression technology. Other image compression formats and protocols may be employed in conjunction with the present invention, including but not limited to, for example, LizardTech’s MrSID format and protocol, which has similar properties.

FIG. 4 is a block diagram of a computing system adaptible for use with one or more embodiments of the present invention. In one or more embodiments, a central processing unit (CPU) 402 may be coupled to bus 404. In addition, bus 404 may be coupled to random access memory (RAM) 406, read only memory (ROM) 408, input/output (I/O) adapter 410, communications adapter 422, user interface adapter 406, and display adapter 418.

In one or more embodiments, RAM 406 and/or ROM 408 may hold user data, system data, and/or programs. I/O adapter 410 may connect storage devices, such as hard drive 412, a CD-ROM (not shown), or other mass storage device to computing system 400. Communications adapter 422 may couple computing system 400 to a local, wide-area, or Internet network 424. User interface adapter 416 may couple user input devices, such as keyboard 426 and/or pointing device 441, to computing system 400. Moreover, display adapter 418 may be driven by CPU 402 to control the display on display device 420. CPU 402 may be any general purpose CPU.

It is noted that the methods and apparatus described thus far and/or described later in this document may be achieved utilizing any of the known technologies, such as standard digital circuitry, analog circuitry, any of the known processors that are operable to execute software and/or firmware programs, programmable digital devices or systems, programmable array logic devices, or any combination of the above. One or more embodiments of the invention may also be embodied in a software program for storage in a suitable storage medium and execution by a processing unit.

Although the invention herein has been described with reference to particular embodiments, it is to be understood that these embodiments are merely illustrative of the principles and applications of the present invention. It is therefore to be understood that numerous modifications may be made to the illustrative embodiments and that other arrangements may be devised without departing from the spirit and scope of the present invention as defined by the appended claims.

1. A method, comprising:
   converting data identifying a plurality of visual features into a plurality of pixel characteristic data values; and
   forming an image file with pixels having said respective pixel characteristic data values.

2. The method of claim 1 wherein said plurality of visual features comprise at least one graphical symbol.

3. The method of claim 1 wherein said visual feature identification data comprises ASCII codes.

4. The method of claim 1 wherein said visual feature identification data comprises frequency-order positions of said visual features.

5. The method of claim 1 wherein said visual feature identification data is determined based on a combination of
   a) a frequency of use of said visual features and
   b) transition probabilities between successive ones of said visual features.

6. The method of claim 1 wherein said pixel characteristic data values comprise at least one data type selected from the group consisting of: pixel intensity data values, pixel color data values, and image contrast data values.

7. The method of claim 1 wherein said pixel characteristic data values comprise pixel color data values.

8. The method of claim 7 wherein said pixel color data values comprise at least one color-data value type selected from the group consisting of: RGB (Red, Blue, Green) pixel color data values, HSV (Hue Saturation Value) pixel color data values, and CMYK (Cyan, Magenta, Yellow, Black) color data values.

9. The method of claim 1 further comprising:
   losslessly compressing said image file.

10. The method of claim 1 wherein said visual feature identification data comprises differences in values of said identification data for successive ones of said visual features.

11. The method of claim 1 wherein said visual features comprise alphanumeric characters.

12. The method of claim 11 further comprising:
   locating said pixels in said image file in a same order that said alphanumeric characters are ordered in, within an original document.

13. The method of claim 12 further comprising:
   transmitting said image file to a client.

14. The method of claim 13 further comprising:
   decoding at least a region of said image file into said alphanumeric characters for viewing by said client.

15. The method of claim 14 further comprising:
   enabling said client to browse said decoded image file region in a first dimension.

16. The method of claim 14 further comprising:
   enabling said client to browse said decoded image file region in first and second dimensions.

17. The method of claim 16 wherein said browsing in said first dimension comprises advancing along a line of said alphanumeric characters, and wherein said browsing in said
second dimension comprises scrolling over a plurality of lines of said alphanumeric characters.

18. The method of claim 16 wherein said browsing comprises browsing said decoded image file in a manner that emulates browsing within said original document.

19. The method of claim 11 further comprising:
correlating locations of said pixels in said image file with locations of the alphanumeric characters corresponding to said pixels in an original document containing said alphanumeric characters.

20. The method of claim 19 wherein said pixels’ locations within said image file at least substantially correspond to locations of said corresponding alphanumeric characters in said original document.

21. The method of claim 19 wherein said pixels’ locations within said image file are substantially the same as locations of said corresponding alphanumeric characters in said original document.

22. The method of claim 1 further comprising:
transmitting at least a region of said image file from a server to a client.

23. The method of claim 1 further comprising:
requesting a region of said image file from a server by a client.

24. The method of claim 23 further comprising:
sending said requested region of said image file by said server.

25. The method of claim 24 wherein said sending comprises transmitting compressed data suitable for decoding by said client.

26. An apparatus including a processor operating under the instructions of a software program, the software program causing the apparatus to perform actions, comprising:
converting data identifying a plurality of visual features into a plurality of pixel characteristic data values; and
forming an image file with pixels having said respective pixel characteristic data values.

27. A storage medium containing a software program operable to cause an apparatus including a processor under the instructions of the software program to perform actions, comprising:
converting data identifying a plurality of visual features into a plurality of pixel characteristic data values; and
forming an image file with pixels having said respective pixel characteristic data values.