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VIDEO SWITCHING FOR STREAMING VIDEO DATA

[0001] This application claims the benefit of U.S. Provisional Application No.
61/363,884, filed July 13, 2010, U.S. Provisional Application No. 61/366,436, filed July
21, 2010, U.S. Provisional Application No. 61/374,222, filed August 16, 2010, and U.S.
Provisional Application No. 61/433,110 filed January 14, 2011, each of which is hereby

incorporated by reference in its entirety.

TECHNICAL FIELD

[0002] This disclosure relates to storage and transport of encoded video data.

BACKGROUND

[0003] Digital video capabilities can be incorporated into a wide range of devices,
including digital televisions, digital direct broadcast systems, wireless broadcast
systems, personal digital assistants (PDAs), laptop or desktop computers, digital
cameras, digital recording devices, digital media players, video gaming devices, video
game consoles, cellular or satellite radio telephones, video teleconferencing devices, and
the like. Digital video devices implement video compression techniques, such as those
described in the standards defined by MPEG-2, MPEG-4, ITU-T H.263 or ITU-T
H.264/MPEG-4, Part 10, Advanced Video Coding (AVC), and extensions of such
standards, to transmit and receive digital video information more efficiently.

[0004] Video compression techniques perform spatial prediction and/or temporal
prediction to reduce or remove redundancy inherent in video sequences. For block-
based video coding, a video frame or slice may be partitioned into macroblocks. Each
macroblock can be further partitioned. Macroblocks in an intra-coded (I) frame or slice
are encoded using spatial prediction with respect to neighboring macroblocks.
Macroblocks in an inter-coded (P or B) frame or slice may use spatial prediction with
respect to neighboring macroblocks in the same frame or slice or temporal prediction
with respect to other reference frames.

[0005] After video data has been encoded, the video data may be packetized for
transmission or storage. The video data may be assembled into a video file conforming
to any of a variety of standards, such as the International Organization for

Standardization (ISO) base media file format and extensions thereof, such as AVC.
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[0006] Efforts have been made to develop new video coding standards based on
H.264/AVC. One such standard is the scalable video coding (SVC) standard, which is
the scalable extension to H.264/AVC. Another standard is the multi-view video coding
(MVC), which has become the multiview extension to H.264/AVC. A joint draft of
MVC is in described in JVT-AB204, “Joint Draft 8.0 on Multiview Video Coding,” 28t
JVT meeting, Hannover, Germany, July 2008, available at http://wftp3.itu.int/av-
arch/jvt-site/2008_07_Hannover/JVT-AB204.zip. A version of the AVC standard is
described in JVT-ADOQ7, “Editors’ draft revision to ITU-T Rec. H.264 | ISO/IEC
14496-10 Advanced Video Coding — in preparation for ITU-T SG 16 AAP Consent (in
integrated form),” 30th JVT meeting, Geneva, CH, Feb. 2009,” available from
http://wftp3.itu.int/av-arch/jvt-site/2009_01_Geneva/JVT-ADOQ07.zip. This document
provides an integration of the SVC and MVC standards with the AVC specification.

SUMMARY

[0007] In general, this disclosure describes techniques for switching between
representations of multimedia content while streaming the representations using a
network streaming protocol. The same multimedia content may be encoded in a variety
of ways, resulting in various representations of the multimedia content. The techniques
of this disclosure may improve streaming of data for the multimedia content (e.g.,
according to a network streaming protocol such as HTTP version 1.1, also referred to as
HTTP streaming) by improving a client device’s ability to switch between
representations without interrupting video playback at the client device.

[0008] In accordance with the techniques of this disclosure, a server device may signal
(that is, provide in response to a request) a delay value representing decoding delay and
picture reordering delay. Decoding delay may represent an amount of time required to
decode one or more encoded video samples of a representation. Picture reordering
delay may represent an amount of time required to reorder pictures for display purposes,
as the pictures are not necessarily displayed in the same order that they are decoded.
The client device may use the delay value to determine a point at which the client
device may switch from one representation to another. That is, the client device may
determine a point at which the client device stops requesting data of a first

representation and instead begins requesting data for a second, different representation.
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Taking account of the signaled delay value, the client may determine this point such that
playback (following decoding and reordering) is not interrupted by the switch between
representations.

[0009] In one example, a method of sending video data includes providing information
to a client device for accessing data for a first representation of a video sequence and a
second representation of the video sequence; providing information to the client device
indicating that the client device can, during transmission of the data for the first
representation, switch to the second representation without experiencing a presentation
gap when displaying the video sequence and without simultaneously executing more
than one decoder to decode the data for the first representation and the second
representation during the switch, in response to a first request from the client device to
retrieve data from the first representation, sending the requested data from the first
representation to the client device, and, in response to a second request from the client
device to retrieve data from the second representation after sending the requested data
from the first representation, sending the requested data from the second representation
to the client device.

[0010] In another example, an apparatus for sending video data includes a processor
configured to provide information to a client device for accessing data for a first
representation of a video sequence and a second representation of the video sequence,
provide information to the client device indicating that the client device can, during
transmission of the data for the first representation, switch to the second representation
without experiencing a presentation gap when displaying the video sequence and
without simultaneously executing more than one decoder to decode the data for the first
representation and the second representation during the switch, in response to a first
request from the client device to retrieve data from the first representation, send the
requested data from the first representation to the client device, and, in response to a
second request from the client device to retrieve data from the second representation
after sending the requested data from the first representation, send the requested data
from the second representation to the client device.

[0011] In another example, an apparatus for sending video data includes means for
providing information to a client device for accessing data for a first representation of a
video sequence and a second representation of the video sequence, means for providing

information to the client device indicating that the client device can, during transmission
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of the data for the first representation, switch to the second representation without
experiencing a presentation gap when displaying the video sequence and without
simultaneously executing more than one decoder to decode the data for the first
representation and the second representation during the switch, means for, in response
to a first request from the client device to retrieve data from the first representation,
sending the requested data from the first representation to the client device, and means
for, in response to a second request from the client device to retrieve data from the
second representation after sending the requested data from the first representation,
sending the requested data from the second representation to the client device.

[0012] In another example, a computer program product includes a computer-readable
storage medium comprises instructions that, when executed, cause a processor of a
source device for sending video data to provide information to a client device for
accessing data for a first representation of a video sequence and a second representation
of the video sequence, provide information to the client device indicating that the client
device can, during transmission of the data for the first representation, switch to the
second representation without experiencing a presentation gap when displaying the
video sequence and without simultaneously executing more than one decoder to decode
the data for the first representation and the second representation during the switch, in
response to a first request from the client device to retrieve data from the first
representation, send the requested data from the first representation to the client device,
and, in response to a second request from the client device to retrieve data from the
second representation after sending the requested data from the first representation, send
the requested data from the second representation to the client device.

[0013] In another example, a method of receiving video data includes receiving a delay
value indicative of a delay for switching between a first representation of a video
sequence and a second representation of the video sequence, requesting data from the
first representation of a video sequence in accordance with a streaming network
protocol, in response to determining to switch from the first representation to the second
representation, buffering an amount of data from the first representation based on the
delay value, and, after buffering the amount of data from the first representation,
requesting data from a second representation of the video sequence in accordance with

the streaming network protocol.
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[0014] In another example, an apparatus for receiving video data includes a processor
configured to receive a delay value indicative of a delay for switching between a first
representation of a video sequence and a second representation of the video sequence,
request data from the first representation of a video sequence in accordance with a
streaming network protocol, in response to determining to switch from the first
representation to the second representation, buffer an amount of data from the first
representation based on the delay value, and, after buffering the amount of data from the
first representation, request data from a second representation of the video sequence in
accordance with the streaming network protocol.

[0015] In another example, an apparatus for receiving video data includes means for
receiving a delay value indicative of a delay for switching between a first representation
of a video sequence and a second representation of the video sequence, means for
requesting data from the first representation of a video sequence in accordance with a
streaming network protocol, means for in response to determining to switch from the
first representation to the second representation, buffering an amount of data from the
first representation based on the delay value, and means for requesting, after buffering
the amount of data from the first representation, data from a second representation of the
video sequence in accordance with the streaming network protocol.

[0016] In another example, a computer program product includes a computer-readable
storage medium comprises instructions that cause a processor of a destination device for
receiving video data to receive a delay value indicative of a delay for switching between
a first representation of a video sequence and a second representation of the video
sequence, request data from the first representation of a video sequence in accordance
with a streaming network protocol, in response to determining to switch from the first
representation to the second representation, buffer an amount of data from the first
representation based on the delay value, and after buffering the amount of data from the
first representation, request data from a second representation of the video sequence in
accordance with the streaming network protocol.

[0017] The details of one or more examples are set forth in the accompanying drawings
and the description below. Other features, objects, and advantages will be apparent

from the description and drawings, and from the claims.
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BRIEF DESCRIPTION OF DRAWINGS

[0018] FIG. 1 is a block diagram illustrating an example system in which an
audio/video (A/V) source device transfers audio and video data to an A/V destination
device.

[0019] FIG. 2 is a block diagram illustrating components of an example encapsulation
unit.

[0020] FIG. 3 is a conceptual diagram illustrating a sequence of coded video frames.
[0021] FIG. 4 is a conceptual diagram illustrating switchable representations.

[0022] FIG. 5A is a conceptual diagram illustrating an example of two representations
that are timely aligned.

[0023] FIG. 5B is a conceptual diagram illustrating an example of two representations
that are not timely aligned.

[0024] FIG. 6 is a flowchart illustrating an example method for performing seamless
switching between two switchable representations.

[0025] FIG. 7 is a flowchart illustrating an example method for a server device to
provide information describing switchable representations to a client device.

[0026] FIG. 8 is a flowchart illustrating an example method for a client device to switch
from retrieving data of a first representation from a server device to retrieving data of a

second representation from the server device.

DETAILED DESCRIPTION

[0027] In general, this disclosure describes techniques for supporting switching between
representations of multimedia content in a network streaming context. There may be
natural delay when switching between representations, caused by a variety of factors.
As explained in greater detail below, the techniques of this disclosure include signaling
(e.g., a server device providing data in response to a request from a client device)
information indicative of a delay to account for when switching from one representation
of multimedia content to another representation of the multimedia content. In this
manner, the client device may buffer a sufficient amount of data from the first
representation to allow for decoding of the data before receiving data from the second
representation and beginning to decode the data from the second representation.

Accordingly, the client device may be capable of switching between representations
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without interrupting playback of the multimedia content. In this manner, the techniques
of this disclosure may improve a user’s experience when viewing the content on the
client device.

[0028] The signaled delay may represent both decoding delay and picture reordering
delay. In particular, the signaled delay value may comprise a combination of a
maximum decoding delay and a maximum reordering delay for switching from one
representation to another. There may be different decoding delays associated with a
sequence of pictures, e.g., based on an encoding mode, a bitrate, a resolution, or other
factors of each frame. The signaled delay value may include a maximum decoding
delay of any access unit of any representation, or any access unit of the two
representations involved in the switch.

[0029] The picture reordering delay may correspond to a delay associated with
reordering pictures from decoding to display order. In the example of H.264/AVC, a
bitstream may include various types of coded pictures, €.g., intra-coded pictures (e.g., I-
pictures) and inter-coded pictures (e.g., P-pictures and B-pictures). Data for an I-picture
are generally coded relative only to other data of the I-picture, and thus, are intra-picture
coded. Data for P- and B-pictures may be coded relative to one or more other
previously coded pictures. A P-picture, for example, may be coded relative to one or
more pictures preceding the P-picture in display order. A B-picture, as another
example, may be coded relative to one or more pictures preceding the B-picture in
display order and one or more pictures following the B-picture in display order.
Pictures used for reference may be encoded and placed earlier in the bitstream than the
pictures making reference to those pictures.

[0030] As one example, a B-picture may be encoded relative to both an I-picture and a
P-picture, and the P-picture may be encoded relative to the I-picture. Of the three
pictures, the P-picture may have the earliest display time, the I-picture may have the
latest display time, and the B-picture may have a display time between that of the P-
picture and the I-picture. Due to the prediction structure of these pictures, a video
encoder may place the I-picture earliest of the three pictures in the bitstream, place the
B-picture latest of the three pictures in the bitstream, and place the P-picture between
the I-picture and the B-picture in the bitstream. Accordingly, a decoder may decode the
bitstream in order, that is, decode the I-picture, then the P-picture, and then the B-

picture. However, the decoder may reorder the pictures into display order such that the
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P-picture is displayed before the B-picture, and the B-picture is displayed before the I-
picture.

[0031] As discussed above, the signaled delay value may include a combination of a
decoding delay and a picture reordering delay. The picture reordering delay may
correspond to a maximum difference between a presentation time and a decoding time
for any picture in any representation. In some examples, the picture reordering delay
may correspond to the maximum difference between presentation time and decoding
time for any picture in the two representations involved in the switch. Presentation
time corresponds to a relative time at which a picture is displayed, while decoding time
corresponds to a relative time at which the picture is decoded. As noted above,
presentation time and decoding time are not necessarily equal, and therefore, following
decoding, decoded pictures may be reordered into presentation time ordering.

[0032] A server device may signal to a client device a delay value for seamless
switching. The delay value may comprise the sum of the maximum decoding delay of
any picture in any representation and the maximum difference between presentation
time and decoding time of any picture in any representation of the same multimedia
content. The client device may use this signaled delay value to perform a seamless
switch between two representations. For example, the client device may determine an
amount of data to have buffered in the current representation before switching to a
different representation, such that seamless switching can be effected. That is, the client
device may have smooth playback and seamless decoding, assuming that the available
bandwidth is sufficient for the new representation.

[0033] To effect seamless switching, a client device may need to provide both seamless
decoding during a switch between representations, as well as seamless display of
decoded pictures. Seamless decoding may ensure that a second decoder is not needed to
decode pictures from the new representation (although a client device may nevertheless
include more than one decoder). Seamless displaying may correspond to having
pictures ready for continuous playback during a switch between the representations.
[0034] The techniques of this disclosure also include forming switch groups from a set
of representations, and signaling that a set of representations belong to the same switch
group. A representation may include an initialization segment, which includes data for
initializing a decoder and/or other elements of a destination device. The initialization

segment may describe, for example, the movie box of a ISO base media file, the
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samples containing the sequence parameter set and picture parameter set, of the
H.264/AVC bitstreams, and possibly sequence level supplemental enhancement
information (SEI) messages. In some cases, the same initialization segment may be
used to initialize the destination device for more than one representation. A switch
group may include a set of representations that may each be initialized using the same
initialization segment. In this manner, a client device may retrieve an initialization
segment for a first representation of a switch group, then switch to a second
representation of the switch group without retrieving an initialization segment specific
to the second representation. That is, the client device may use the initialization
segment for the first representation to decode the second representation. A switch group
may include the representations which have timely aligned segments thus switching
from one representation to another, when the segments all start with a random access
point picture. In this case, on timely overlapped segments of different representations
need to be requested, if switching between such the group happens.

[0035] In general, an I-picture may be referred to as a random access point (RAP). That
is, a decoder may begin decoding video data starting at the I-picture and be capable of
decoding some, if not all, of the pictures in the bitstream following the I-picture. There
may be some pictures that are not correctly decodable, however, such as B-pictures
having a display order that is earlier than the I-picture but a decoding order that is later
than the I-picture. These B-pictures may depend from an earlier I-picture in the
bitstream. An I-picture for which all subsequent pictures in the bitstream can be
properly decoded without retrieving earlier pictures in the bitstream may be referred to
as an instantaneous decoding refresh (IDR) random access point. An I-picture for
which at least one subsequent picture in the bitstream cannot be properly decoded
without retrieving earlier pictures in the bitstream may be referred to as an open
decoding refresh (ODR) random access point.

[0036] Stated another way, an IDR picture may contain only intra-coded slices and may
cause all reference pictures except for the IDR picture to be marked as “unused for
reference.” A coded video sequence may be defined as a sequence of consecutive
access units in decoding order from an IDR access unit, inclusive, to the next IDR
access unit, exclusive, or to the end of the bitstream, whichever appears earlier. Each
picture in a group of pictures (GOP) including an IDR picture can be properly decoded

regardless of whether any previous pictures were decoded. Such a GOP may be referred
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to as a closed GOP. That is, a closed GOP is a GOP in which all pictures can be
properly decoded, assuming all pictures of the GOP are available for decoding. In the
example of H.264/AVC, a closed GOP may start from an IDR access unit, that is, an
access unit including an IDR picture. Moreover, each picture in a coded video sequence
can be properly decoded, assuming that each picture of the coded video sequence is
available for decoding (including the initial IDR picture).

[0037] An open GOP may be defined as a group of pictures in which pictures preceding
an I-picture of the GOP in display order are not correctly decodable, even when all
pictures of the open GOP are available for decoding. An encoder may include
information in the bitstream indicating that a GOP is an open GOP, such as a recovery
point supplemental enhancement information (SEI) message. An I-picture of an open
GOP may be referred to as an ODR picture. Although pictures following the open GOP
in decoding order may be correctly decodable, certain pictures in the open GOP may
refer to a previous I-picture in decoding order, and thus not be properly decodable
unless that previous I-picture is available for decoding.

[0038] Generally, the decoder may begin decoding a bitstream starting from an IDR or
ODR picture, and thus treat both IDR and ODR pictures as random access points within
the bitstream. However, because there are some pictures following an ODR picture in
the bitstream that are not properly decodable if the bitstream is accessed starting at the
ODR picture, the decoder may exert unnecessary effort in attempting to decode these
pictures. In accordance with the techniques of this disclosure, a server may signal
whether a random access point picture is an IDR or ODR picture. The server may also
signal byte ranges for the random access points, such that a client device may submit
one or more HTTP partial GET requests to access only the IDR and/or ODR pictures.
In this manner, the client may retrieve the IDR and/or ODR pictures to enable a trick
mode display of the multimedia content, such as fast forward or rewind.

[0039] The techniques of this disclosure may be applied to video files conforming to
any of ISO base media file format, Scalable Video Coding (SVC) file format, Advanced
Video Coding (AVC) file format, Third Generation Partnership Project (3GPP) file
format, and/or Multiview Video Coding (MVC) file format, or other similar video file
formats.

[0040] The ISO Base Media File Format is designed to contain timed media

information for a presentation in a flexible, extensible format that facilitates
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interchange, management, editing, and presentation of the media. ISO Base Media File
format (ISO/IEC 14496-12:2004) is specified in MPEG-4 Part-12, which defines a
general structure for time-based media files. It is used as the basis for other file formats
in the family such as AVC file format (ISO/IEC 14496-15) defined support for
H.264/MPEG-4 AVC video compression, 3GPP file format, SVC file format, and MVC
file format. 3GPP file format and MVC file format are extensions of the AVC file
format. ISO base media file format contains the timing, structure, and media
information for timed sequences of media data, such as audio-visual presentations. The
file structure may be object-oriented. A file can be decomposed into basic objects very
simply and the structure of the objects is implied from their type.

[0041] Files conforming to the ISO base media file format (and extensions thereof) may
be formed as a series of objects, called “boxes.” Data in the ISO base media file format
may be contained in boxes, such that no other data needs to be contained within the file
and there need not be data outside of boxes within the file. This includes any initial
signature required by the specific file format. A “box” may be an object-oriented
building block defined by a unique type identifier and length. Typically, a presentation
is contained in one file, and the media presentation is self-contained. The movie
container (movie box) may contain the metadata of the media and the video and audio
frames may be contained in the media data container and could be in other files.

[0042] A representation (motion sequence) may be contained in several files. Timing
and framing (position and size) information is generally in the ISO base media file and
the ancillary files may essentially use any format. This representation may be ‘local’ to
the system containing the representation, or may be provided via a network or other
stream delivery mechanism.

[0043] The files may have a logical structure, a time structure, and a physical structure,
and these structures are not required to be coupled. The logical structure of the file may
be of a movie or video clip (potentially including both video and audio data) that in turn
contains a set of time-parallel tracks. The time structure of the file may be that the
tracks contain sequences of samples in time, and those sequences are mapped into the
timeline of the overall movie by optional edit lists. The physical structure of the file
may separate the data needed for logical, time, and structural de-composition, from the
media data samples themselves. This structural information may be concentrated in a

movie box, possibly extended in time by movie fragment boxes. The movie box may
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document the logical and timing relationships of the samples, and may also contain
pointers to where they are located. Those pointers may be into the same file or another
one, e.g., referenced by a URL.

[0044] Each media stream may be contained in a track specialized for that media type
(audio, video etc.), and may further be parameterized by a sample entry. The sample
entry may contain the ‘name’ of the exact media type (the type of decoder needed to
decode the stream) and any parameterization of that decoder needed. The name may
also take the form of a four-character code, e.g., “moov,” or “trak.” There are defined
sample entry formats not only for MPEG-4 media, but also for the media types used by
other organizations using this file format family.

[0045] Support for meta-data generally takes two forms. First, timed meta-data may be
stored in an appropriate track, and synchronized as desired with the media data it is
describing. Secondly, there may be general support for non-timed meta-data attached to
the movie or to an individual track. The structural support for meta-data is general, and
allows the storage of meta-data resources elsewhere in the file or in another file, in a
manner similar to the storage of the media data, that is, the coded video pictures. In
addition, these resources may be named, and may be protected.

[0046] The term “progressive download” is used to describe the transfer of digital
media files from a server to a client, typically using the HTTP protocol, e.g., version 1.1
of HTTP. One example of progressive download is HTTP streaming. When initiated
from a computer, the computer may begin playback of the media before the download is
complete. One difference between streaming media and progressive download is in
how the digital media data is received and stored by the end user device that is
accessing the digital media. A media player that is capable of progressive download
playback relies on metadata located in the header of the file to be intact and a local
buffer of the digital media file as it is downloaded from a web server. At the point at
which a specified amount of buffered data becomes available to the local playback
device, the device may begin to play the media. This specified amount of buffered data
may be embedded into the file by the producer of the content in the encoder settings and
may be reinforced by additional buffer settings imposed by the media player of the
client computer.

[0047] In HTTP streaming, rather than providing all data for a representation, including

encoded audio and video samples, in the movie (MOOV) box, movie fragments (MOOF
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boxes) are supported, which may contain samples separately from the movie box. Each
movie fragment may contain samples for a certain period of time. In general, a client
may quickly seek to a desired time using the movie fragments. A movie fragment may
contain continuous bytes of a file, such that in HTTP streaming (for example), a client
may issue a single partial GET request to retrieve a movie fragment. A partial GET
request specifies an identifier (e.g., uniform resource locator (URL) or uniform resource
name (URN)) of a file, as well as a byte range within the file, to be retrieved. In some
examples, the encoded audio and video samples may be contained entirely in movie
fragments, such that the movie box itself does not contain any encoded audio or video
samples.

[0048] AVC and 3GPP are extensions of the ISO base media file format, while SVC
and MVC are extensions of the AVC file format. Accordingly, the techniques of this
disclosure may be applied with respect to video files conforming to the ISO base media
file format, the AVC file format and extensions thereof, e.g., SVC and MVC, and/or the
3GPP file format. The techniques may further be applied to these and other extensions
of these formats, and may further be applied to extend other file formats to provide
information describing switchable representations, and delay values to allow seamless
switching between two or more representations.

[0049] The Motion Pictures Experts Group (MPEG) has developed an AVC file format,
as an extension of the ISO base media file format. In the AVC file format, parameter
sets, including the sequence parameter set and the picture parameter sets can be
associated with the video elementary stream, which is the in the video track. It is also
possible to have the parameter sets in another track, called a parameter set track, which
includes the parameter set elementary stream containing the samples that are the SPS or
PPS network abstraction layer (NAL) units. The location of SEI message NAL units,
however, is not restricted in the AVC file format, as long as any SEI message is
presented in a sample with a decoding time prior to any picture that uses this SEI
message.

[0050] AVC file format is extended by the SVC and MVC extensions, to support the
storage of SVC and MVC, respectively. In SVC and MVC, multiple layers/views can
be contained in one video track or multiple video tracks. There are tools defined in the
SVC and MVC specifications to construct operation points when the layers/views are

presented in various organizations.
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[0051] With respect to 3GPP as another example, HTTP/TCP/IP transport is supported
for 3GPP files for download and progressive download. Furthermore, using HTTP for
video streaming may provide some advantages, and the video streaming services based
on HTTP are becoming popular. HTTP streaming may provide certain advantages,
including that existing Internet components and protocols may be used, such that new
efforts are not needed to develop new techniques for transporting video data over a
network. Other transport protocols, e.g., RTP payload format, require intermediate
network devices, e.g., middle boxes, to be aware of the media format and the signaling
context. Also, HTTP streaming can be client-driven, which may avoid control issues.
[0052] For example, to exploit features to obtain optimal performance, the server may
keep track of the size and content of packets which are not yet acknowledged. The
server may also analyze the file structure and reconstruct the state of the client buffer to
make RD-optimal switching/thinning decisions. In addition, constraints on the bit
stream variations may be satisfied in order to stay compliant with negotiated profiles.
HTTP does not necessarily require new hardware or software implementations at a Web
server that has HTTP 1.1 implemented. HTTP streaming also provides TCP-
friendliness and firewall traversal.

[0053] The techniques of this disclosure may be applicable to network streaming
protocols, such as HTTP streaming, e.g., in accordance with dynamic adaptive
streaming over HTTP (DASH). In HTTP streaming, frequently used operations include
GET and partial GET. The GET operation retrieves a whole file associated a given
uniform resource locator (URL) or uniform resource name (URN). The partial GET
operation receives a byte range as an input parameter and retrieves a continuous number
of bytes of a file corresponding to the received byte range. Thus, movie fragments may
be provided for HTTP streaming, because a partial GET operation can get one or more
individual movie fragments. Note that, in a movie fragment, there can be several track
fragments of different tracks. In HTTP streaming, a media representation may be a
structured collection of data that is accessible to the client. The client may request and
download media data information to present a streaming service to a user.

[0054] In the example of streaming 3GPP data using HTTP streaming, there may be
multiple representations for video and/or audio data of multimedia content. The
manifest of such representations may be defined in a Media Presentation Description

(MPD) data structure. A media presentation may correspond to a structured collection
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of data that is accessible to an HTTP streaming client device. The HTTP streaming
client device may request and download media data information to present a streaming
service to a user of the client device. A media presentation may be described in the
MPD data structure, which may include updates of the MPD.

[0055] A media presentation may contain a sequence of one or more periods. Periods
may be defined by a Period element in the MPD. Each period may have an attribute
start in the MPD. The MPD may include a start attribute and an availableStartTime
attribute for each period. For live services, the sum of the start attribute of the period
and the MPD attribute availableStartTime may specify the availability time of the
period in UTC format, in particular the first Media Segment of each representation in
the corresponding period. For on-demand services, the start attribute of the first period
may be 0. For any other period, the sfart attribute may specify a time offset between the
start time of the corresponding Period relative to the start time of the first Period. Each
period may extend until the start of the next Period, or until the end of the media
presentation in the case of the last period. Period start times may be precise. They may
reflect the actual timing resulting from playing the media of all prior periods.

[0056] Each period may contain one or more representations for the same media
content. A representation may be one of a number of alternative encoded versions of
audio or video data. The representations may differ by encoding types, e.g., by bitrate,
resolution, and/or codec for video data and bitrate, language, and/or codec for audio
data. The term representation may be used to refer to a section of encoded audio or
video data corresponding to a particular period of the multimedia content and encoded
in a particular way.

[0057] Representations of a particular period may be assigned to a group indicated by a
group attribute in the MPD. Representations in the same group are generally considered
alternatives to each other. For example, each representation of video data for a
particular period may be assigned to the same group, such that any of the
representations may be selected for decoding to display video data of the multimedia
content for the corresponding period. The media content within one period may be
represented by either one representation from group 0, if present, or the combination of
at most one representation from each non-zero group, in some examples. Timing data
for each representation of a period may be expressed relative to the start time of the

period.
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[0058] A representation may include one or more segments. Each representation may
include an initialization segment, or each segment of a representation may be self-
initializing. ~ When present, the initialization segment may contain initialization
information for accessing the representation. In general, the initialization segment does
not contain media data. A segment may uniquely referenced by an identifier, such as a
uniform resource locator (URL), uniform resource name (URN), or uniform resource
identifier (URI). The MPD may provide the identifiers for each segment. In some
examples, the MPD may also provide byte ranges in the form of a range attribute,
which may correspond to the data for a segment within a file accessible by the URL,
URN, or URL

[0059] Each representation may also include one or more media components, where
each media component may correspond to an encoded version of one individual media
type, such as audio, vide, or timed text (e.g., for closed captioning). Media components
may be time-continuous across boundaries of consecutive media segments within one
representation.

[0060] The MPD may also support partial representations, e.g., by providing a group
attribute. A partial representation may correspond to a video or audio track of a
multimedia file. The MPD may indicate that two partial representations have the same
group attribute when the two partial representations are switchable to each other.

[0061] The server device may also signal whether two representations are efficiently
switchable to each other. Two representations may be considered efficiently switchable
if the initialization segment of either of the representations may be used when decoding
the other representation. That is, a client device may receive an initialization segment
for a current representation, then switch to a new representation without requesting an
initialization segment for the new representation.

[0062] The server device may set a flag in an MPD data structure indicating whether a
representation is a partial representation or not. For example, the MPD data structure
may include a switch identifier for each representation. The server device may set the
switch identifiers of two or more efficiently switchable representations to the same
value. In this manner, a client device may determine a set of representations that are
efficiently switchable to each other based on each of the representations having the
same switch identifier. The server may further indicate, in the MPD, whether segments

of the representations are timely aligned.
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[0063] The MPD may also contain a minBufferTime attribute, which indicates a
minimum amount of initially buffered media needed to ensure smooth playout, provided
that each representation is delivered at or above the value of a bandwidth attribute of the
MPD. In this manner, a client device may determine how much media to buffer before
beginning playback, assuming a certain amount of available bandwidth. The client may
further select representations based on the amount of available bandwidth, e.g., initially
or when network conditions change, based on the bandwidth attribute. These attributes
may provide a simple buffer model in a solution to enable continuous decoding and
presentation of content under various network conditions.

[0064] In each period, representations may be switchable to each other. The MPD may
provide a bitstreamSwitchingFlag attribute. When this flag is true, it indicates that the
result of splicing on a bitstream level of any two time-sequential media segments within
a period from any two different representations containing the same media types
complies with the media segment format. When this flag is true, all bitstreams may be
assumed to be timely aligned and to have the same profile and level indicators, and that
many sequence parameters are the same (in the example of H.264/AVC coding).

[0065] During streaming and playback, a client device may switch between
representations. For example, the client device may determine that network conditions
have changed such that available bandwidth has either increased or decreased. When
bandwidth has increased, the client device may switch to a higher quality representation,
assuming the client device is capable of decoding and rendering the data of the higher
quality representation. On the other hand, when bandwidth has decreased, the client
device may switch to a lower quality representation that consumes less bandwidth. In
general, based upon updated information during an ongoing media presentation, a client
device may switch representations. Switching to a new representation may include
procedures similar to beginning to retrieve or seeking to a particular position within a
representation from the time point (e.g., the temporal location) where the previous
representation was stopped.

[0066] After determining that a switch to a new representation is appropriate, the client
device may begin streaming the new representation starting at a random access point.
That is, the client device may seek to a random access point in the new representation at
a desired presentation time that is later than, but close to, the current presentation time.

By presenting data from the previous representation up to the random access point, then
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presenting data from the new representation at and following the random access point,
the client device may achieve seamless switching. In accordance with the techniques of
this disclosure, the client device may use a signaled delay time to determine a random
access point of the new representation from which to begin streaming data of the new
representation. The server device may signal the delay time in the MPD data structure
for a media content. In some examples, a source device may align random access points
across different representations, which may provide advantages in locating random
access points in the representations.

[0067] In some cases, two switchable representations may not be time-aligned. For
example, random access points in the two representations may occur at different
temporal positions. In such a case, the server may set a flag or provide other
information to indicate that the two representations are not aligned. In such a case,
switching from one representation to the other may be difficult. For example, the end of
the fragment in the current representation and the frames starting at the random access
point in the new fragment of the switched-to representation may have a display time
overlap. This disclosure also provides techniques for seamlessly switching between two
non-aligned representations. In particular, a client device and/or a server device may
introduce additional delay, to cause the client device to continue retrieving data from the
current representation before switching to the new representation at a random access
point. This delay may depend on the GOP structure of the current representation as well
as the location of the picture in the GOP.

[0068] In accordance with the techniques of this disclosure, the server device may
signal an overlap delay value representative of the difference between a temporal
position of a non-random access point picture in one representation and a temporal
position of a random access point picture in another representation. The server device
may signal the overlap delay value in an MPD for the representations. In some
examples, the server device may signal the maximum overlap delay value of each
representation for a whole period, or even for a whole service. In some examples, the
server device may signal a maximum delay value as the sum of overlap delay and the
delay value discussed above for fragments that are aligned. Thus, the server device may
signal a single delay value that may include the sum of a maximum decoding delay, a
maximum picture reordering delay, and a maximum overlap delay for two or more

switchable representations.
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[0069] The server device may further signal a minimum delay value for a
representation. Assuming that the representation is delivered at or above the value of its
bandwidth attribute, the client device may be assured of smooth playout of the
representation if sufficient data is buffered to cover the minimum delay. The server
device may be configured to modify the calculation of a minimum buffer time value to
cover the case of seamless switching. The minimum buffer time value (minBufferTime)
may provide the minimum amount of initially buffered media that is needed to ensure
smooth playout and seamless switching, provided that each Representation is delivered
at or above the value of its bandwidth attribute. In this manner, the minimum buffer
time value may correspond to a simple buffer model in a solution to enable continuous
decoding and presentation of content under various network conditions.

[0070] In general, a user of a client device may pause or stop a media presentation
during playback. When the user pauses or stops the presentation, the client device may
stop requesting media segments or portions thereof, until the user resumes playback. To
resume, the client device may request media segments starting with the fragment
immediately following the last requested fragment. The MPD for any specific
representation may provide a TrickMode element for the representation, in which case
the representation can be assumed to be explicitly enabled for use with trick modes.
Trick modes generally include fast forward and rewind modes, or other such modes in
which playback is altered relative to the “normal” playback. The MPD may provide an
alternatePlayoutRate attribute, in which case the client device may play the
representation with speeds corresponding to the alternatePlayoutRate, with the same
decoder profile and level as the normal playout rate. The client device may also use
multiple representations to support trick mode behavior.

[0071] FIG. 1 is a block diagram illustrating an example system 10 in which
audio/video (A/V) source device 20 transports audio and video data to A/V destination
device 40. System 10 of FIG. 1 may correspond to a video teleconference system, a
server/client system, a broadcaster/receiver system, or any other system in which video
data is sent from a source device, such as A/V source device 20, to a destination device,
such as A/V destination device 40. In some examples, A/V source device 20 and A/V
destination device 40 may perform bidirectional information exchange. That is, A/V

source device 20 and A/V destination device 40 may be capable of both encoding and
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decoding (and transmitting and receiving) audio and video data. In some examples,
audio encoder 26 may comprise a voice encoder, also referred to as a vocoder.

[0072] A/V source device 20, in the example of FIG. 1, comprises audio source 22 and
video source 24. Audio source 22 may comprise, for example, a microphone that
produces electrical signals representative of captured audio data to be encoded by audio
encoder 26. Alternatively, audio source 22 may comprise a storage medium storing
previously recorded audio data, an audio data generator such as a computerized
synthesizer, or any other source of audio data. Video source 24 may comprise a video
camera that produces video data to be encoded by video encoder 28, a storage medium
encoded with previously recorded video data, a video data generation unit, or any other
source of video data.

[0073] In general, source device 20 may act as a server of encoded video content.
Video encoder 28 may encode the same video content in different ways, e.g., using
different encoding standards and/or encoding at different bit rates, frame rates, or
versions (e.g., two-dimensional or three-dimensional). Thus, the same video content
may be available in a variety of different representations. Source device 20 may
advertise the availability of different representations of the video content. Destination
device 40 may be capable of selecting one of the representations, e.g., based on
characteristics of the representations and decoding and rendering capabilities of
destination device 40, as well as current network conditions, e.g., available bandwidth.
[0074] Source device 20 may generally act as a server, e.g., in accordance with HTTP
version 1.1. Thus, source device 20 may provide data for a representation to destination
device 40 in accordance with streaming network protocols and network-based streaming
standards, such as the DASH standard. In some cases, as discussed in greater detail
below, representations may be switchable. That is, destination device 40 may begin
retrieving data of one representation, then switch to a different representation mid-
stream. In accordance with the techniques of this disclosure, destination device 40 may
seamlessly switch between two representations, without needing to decode two
representations in parallel and without encountering gaps in playback.

[0075] Audio source 22 and video source 24 may capture raw audio and video data.
Raw audio and video data may comprise analog or digital data. Analog data may be
digitized before being encoded by audio encoder 26 and/or video encoder 28. Audio

source 22 may obtain audio data from a speaking participant while the speaking
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participant is speaking, and video source 24 may simultaneously obtain video data of
the speaking participant. In other examples, audio source 22 may comprise a computer-
readable storage medium comprising stored audio data, and video source 24 may
comprise a computer-readable storage medium comprising stored video data. In this
manner, the techniques described in this disclosure may be applied to live, streaming,
real-time audio and video data or to archived, pre-recorded audio and video data.

[0076] Audio frames that correspond to video frames are generally audio frames
containing audio data that was captured by audio source 22 contemporaneously with
video data captured by video source 24 that is contained within the video frames. For
example, while a speaking participant generally produces audio data by speaking, audio
source 22 captures the audio data, and video source 24 captures video data of the
speaking participant at the same time, that is, while audio source 22 is capturing the
audio data. Hence, an audio frame may temporally correspond to one or more particular
video frames. Accordingly, an audio frame corresponding to a video frame generally
corresponds to a situation in which audio data and video data were captured at the same
time and for which an audio frame and a video frame comprise, respectively, the audio
data and the video data that was captured at the same time.

[0077] In some examples, audio encoder 26 may encode a timestamp in each encoded
audio frame that represents a time at which the audio data for the encoded audio frame
was recorded, and similarly, video encoder 28 may encode a timestamp in each encoded
video frame that represents a time at which the video data for encoded video frame was
recorded. In such examples, an audio frame corresponding to a video frame may
comprise an audio frame comprising a timestamp and a video frame comprising the
same timestamp. A/V source device 20 may include an internal clock from which audio
encoder 26 and/or video encoder 28 may generate the timestamps, or that audio source
22 and video source 24 may use to associate audio and video data, respectively, with a
timestamp.

[0078] In some examples, audio source 22 may send data to audio encoder 26
corresponding to a time at which audio data was recorded, and video source 24 may
send data to video encoder 28 corresponding to a time at which video data was
recorded. In some examples, audio encoder 26 may encode a sequence identifier in
encoded audio data to indicate a relative temporal ordering of encoded audio data but

without necessarily indicating an absolute time at which the audio data was recorded,
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and similarly, video encoder 28 may also use sequence identifiers to indicate a relative
temporal ordering of encoded video data. Similarly, in some examples, a sequence
identifier may be mapped or otherwise correlated with a timestamp.

[0079] The techniques of this disclosure are generally directed to the storage and
transport of encoded multimedia (e.g., audio and video) data, and reception and
subsequent interpretation and decoding of the transported multimedia data. As shown in
the example of FIG. 1, video source 24 may provide a plurality of views of a scene to
video encoder 28.

[0080] Each individual stream of data (whether audio or video) is referred to as an
elementary stream. An elementary stream is a single, digitally coded (possibly
compressed) component of a program. For example, the coded video or audio part of
the program can be an elementary stream. An elementary stream may be converted into
a packetized elementary stream (PES) before being encapsulated within a video file.
Within the same program, a stream ID is used to distinguish the PES-packets belonging
to one elementary stream from the other. The basic unit of data of an elementary stream
is a packetized elementary stream (PES) packet. Thus, each view of MVC video data
corresponds to respective elementary streams. Similarly, audio data corresponds to one
or more respective elementary streams.

[0081] In the example of FIG. 1, encapsulation unit 30 receives elementary streams
comprising video data from video encoder 28 and elementary streams comprising audio
data from audio encoder 26. In some examples, video encoder 28 and audio encoder 26
may each include packetizers for forming PES packets from encoded data. In other
examples, video encoder 28 and audio encoder 26 may each interface with respective
packetizers for forming PES packets from encoded data. In still other examples,
encapsulation unit 30 may include packetizers for forming PES packets from encoded
audio and video data.

[0082] A representation, as that term is used in this disclosure, may include a
combination of audio data and video data, e.g., an audio elementary stream and a video
elementary stream delivered by A/V source device 20. Multimedia content may have
one or more representations, e.g., when video data is encoded at different frame rates,
different bit rates, or different resolutions. Similarly, audio data for multimedia content

may correspond to various languages, e.g., English, French, and Chinese. A
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representation may correspond to a selection of an audio elementary stream and one or
more video elementary streams (e.g., to support three-dimensional video data).

[0083] Encapsulation unit 30 receives PES packets for elementary streams of a program
from audio encoder 26 and video encoder 28 and forms corresponding network
abstraction layer (NAL) units from the PES packets. In the example of H.264/AVC
(Advanced Video Coding), coded video segments are organized into NAL units, which
provide a “network-friendly” video representation addressing applications such as video
telephony, storage, broadcast, or streaming. NAL units can be categorized to Video
Coding Layer (VCL) NAL units and non-VCL NAL units. VCL units may correspond
to data generated by the core compression engine, and may include block, macroblock,
and/or slice level data. Other NAL units may be non-VCL NAL units. In some
examples, a coded picture in one time instance, normally presented as a primary coded
picture, may be contained in an access unit, which may include one or more NAL units.
[0084] Non-VCL NAL units may include parameter set NAL units and SEI NAL units,
among others. Parameter sets may contain sequence-level header information (in
sequence parameter sets (SPS)) and the infrequently changing picture-level header
information (in picture parameter sets (PPS)). With parameter sets (e.g., PPS and SPS),
infrequently changing information need not to be repeated for each sequence or picture,
hence coding efficiency may be improved. Furthermore, the use of parameter sets may
enable out-of-band transmission of the important header information, avoiding the need
for redundant transmissions for error resilience. In out-of-band transmission examples,
parameter set NAL units may be transmitted on a different channel than other NAL
units, such as SEI NAL units.

[0085] Supplemental Enhancement Information (SEI) may contain information that is
not necessary for decoding the coded pictures samples from VCL NAL units, but may
assist in processes related to decoding, display, error resilience, and other purposes. SEI
messages may be contained in non-VCL NAL units. SEI messages are the normative
part of some standard specifications, and thus are not always mandatory for standard
compliant decoder implementation. SEI messages may be sequence level SEI messages
or picture level SEI messages. Some sequence level information may be contained in
SEI messages, such as scalability information SEI messages in the example of SVC and

view scalability information SEI messages in MVC. These example SEI messages may
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convey information on, e.g., extraction of operation points and characteristics of the
operation points.

[0086] In accordance with the techniques of this disclosure, encapsulation unit 30 may
signal that two or more representations are efficiently switchable to each other.
Encapsulation unit 30 may, for example, determine whether initialization segments of
the two or more representations can be used interchangeably to decode and/or render
encoded samples of the representations. Encapsulation unit 30 may generate data used
to indicate whether representations are efficiently switchable to each other.
Accordingly, destination device 40 may request the data, e.g., in order to switch from
one representation to another during streaming.

[0087] Encapsulation unit 30 may also calculate a delay value representative of a
maximum delay when switching between two efficiently switchable representations.
That is, the delay value may generally represent an amount of delay that can be
expected (assuming a constant bandwidth availability) when switching between two
representations. Accordingly, encapsulation unit 30 may calculate the delay value as
the sum of a maximum decoding delay and a maximum picture reordering delay, when
the representations are timely aligned. When the representations are not timely aligned,
e.g., when random access points occur at different temporal locations within the
representations, encapsulation unit 30 may further calculate an overlap delay and
include the overlap delay in the calculated delay value. Source device 20 may provide
the delay value to destination device 40, e.g., in response to a request for the delay value
from destination device 40.

[0088] Destination device 40 may be configured to retrieve and buffer a sufficient
amount of data of a representation, based on the delay value, in order to perform
seamless switching between two representations. Accordingly, destination device 40
may buffer a sufficient amount of data that destination device 40 is able to begin
requesting data of a different representation, and begin decoding the data of the new
representation, without suffering a display gap. That is, while retrieving data from the
new representation, destination device 40 may decode and render data from the previous
representation.  Moreover, destination device 40 may be configured such that
simultaneous decoding of two representations is not necessary. That is, after accessing
a random access point of the new representation, destination device 40 need not decode

data from two or more representations corresponding to the same temporal location in
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video playback. This may improve battery performance, in that video decoder 48 need
not decode multiple samples for the same temporal location.

[0089] A NAL unit including video data in its payload may comprise various
granularity levels of video data. For example, a NAL unit may comprise a block of
video data, a macroblock, a plurality of macroblocks, a slice of video data, or an entire
frame of video data. Encapsulation unit 30 may receive encoded video data from video
encoder 28 in the form of PES packets of elementary streams. Encapsulation unit 30
may associate each elementary stream with a corresponding program.

[0090] Encapsulation unit 30 may also assemble access units from a plurality of NAL
units. In general, an access unit may comprise one or more NAL units for representing
a frame of video data, as well audio data corresponding to the frame when such audio
data is available. An access unit generally includes all NAL units for one output time
instance, e.g., all audio and video data for one time instance. For example, if each view
has a frame rate of 20 frames per second (fps), then each time instance may correspond
to a time interval of 0.05 second. During this time interval, the specific frames for all
views of the same access unit (the same time instance) may be rendered simultaneously.
In an example corresponding to H.264/AVC, an access unit may comprise a coded
picture in one time instance, which may be presented as a primary coded picture.
Accordingly, an access unit may comprise all audio and video frames of a common
temporal instance, e.g., all views corresponding to time X. This disclosure also refers to
an encoded picture of a particular view as a “view component.” That is, a view
component may comprise an encoded picture (or frame) for a particular view at a
particular time. Accordingly, an access unit may be defined as comprising all view
components of a common temporal instance. The decoding order of access units need
not necessarily be the same as the output or display order.

[0091] As with most video coding standards, H.264/AVC defines the syntax, semantics,
and decoding process for error-free bitstreams, any of which conform to a certain profile
or level. H.264/AVC does not specify the encoder, but the encoder is tasked with
guaranteeing that the generated bitstreams are standard-compliant for a decoder. In the
context of video coding standard, a “profile” corresponds to a subset of algorithms,
features, or tools and constraints that apply to them. As defined by the H.264 standard,
for example, a “profile” is a subset of the entire bitstream syntax that is specified by the

H.264 standard. A “level” corresponds to the limitations of the decoder resource
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consumption, such as, for example, decoder memory and computation, which are related
to the resolution of the pictures, bit rate, and macroblock (MB) processing rate. A
profile may be signaled with a profile_idc (profile indicator) value, while a level may be
signaled with a level_idc (level indicator) value.

[0092] The H.264 standard, for example, recognizes that, within the bounds imposed by
the syntax of a given profile, it is still possible to require a large variation in the
performance of encoders and decoders depending upon the values taken by syntax
elements in the bitstream such as the specified size of the decoded pictures. The H.264
standard further recognizes that, in many applications, it is neither practical nor
economical to implement a decoder capable of dealing with all hypothetical uses of the
syntax within a particular profile. Accordingly, the H.264 standard defines a “level” as
a specified set of constraints imposed on values of the syntax elements in the bitstream.
These constraints may be simple limits on values. Alternatively, these constraints may
take the form of constraints on arithmetic combinations of values (e.g., picture width
multiplied by picture height multiplied by number of pictures decoded per second). The
H.264 standard further provides that individual implementations may support a different
level for each supported profile.

[0093] A decoder conforming to a profile ordinarily supports all the features defined in
the profile. For example, as a coding feature, B-picture coding is not supported in the
baseline profile of H.264/AVC but is supported in other profiles of H.264/AVC. A
decoder conforming to a level should be capable of decoding any bitstream that does not
require resources beyond the limitations defined in the level. Definitions of profiles and
levels may be helpful for interpretability. For example, during video transmission, a
pair of profile and level definitions may be negotiated and agreed for a whole
transmission session. More specifically, in H.264/AVC, a level may define, for
example, limitations on the number of macroblocks that need to be processed, decoded
picture buffer (DPB) size, coded picture buffer (CPB) size, vertical motion vector range,
maximum number of motion vectors per two consecutive MBs, and whether a B-block
can have sub-macroblock partitions less than 8x8 pixels. In this manner, a decoder may
determine whether the decoder is capable of properly decoding the bitstream.

[0094] Parameter sets generally contain sequence-layer header information in sequence
parameter sets (SPS) and the infrequently changing picture-layer header information in

picture parameter sets (PPS). With parameter sets, this infrequently changing
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information need not be repeated for each sequence or picture; hence, coding efficiency
may be improved. Furthermore, the use of parameter sets may enable out-of-band
transmission of header information, avoiding the need for redundant transmissions to
achieve error resilience. In out-of-band transmission, parameter set NAL units are
transmitted on a different channel than the other NAL units.

[0095] The examples of SVC and MVC provide sequence parameter set (SPS)
extensions for scalable video or multiview video. The SPS extension information may
be contained in sub-SPS NAL units, which may have a different NAL unit type than the
other NAL units. Profile and level information for the supported operation points may
be included in NAL units including SPS extension information.

[0096] A media representation may include a media presentation description (MPD),
which may contain descriptions of different alternative representations (e.g., video
services with different qualities) and the description may include, e.g., codec
information, a profile value, and a level value. Destination device 40 may retrieve the
MPD of a media representation to determine how to access movie fragments of various
presentations. Movie fragments may be located in movie fragment boxes (moof boxes)
of video files.

[0097] Video compression standards such as ITU-T H.261, H.262, H.263, MPEG-1,
MPEG-2 and H.264/MPEG-4 part 10 make use of motion compensated temporal
prediction to reduce temporal redundancy. The encoder uses a motion compensated
prediction from some previously encoded pictures (also referred to herein as frames) to
predict the current coded pictures according to motion vectors. There are three major
picture types in typical video coding. They are Intra coded picture (“I-pictures” or “I-
frames”), Predicted pictures (“P-pictures” or “P-frames”) and Bi-directional predicted
pictures (“B-pictures” or “B-frames”). P-pictures use only the reference picture before
the current picture in temporal order. In a B-picture, each block of the B-picture may be
predicted from one or two reference pictures. These reference pictures could be located
before or after the current picture in temporal order.

[0098] In accordance with the H.264 coding standard, as an example, B-pictures use
two lists of previously-coded reference pictures, list O and list 1. These two lists can
each contain past and/or future coded pictures in temporal order. Blocks in a B-picture
may be predicted in one of several ways: motion-compensated prediction from a list 0

reference picture, motion-compensated prediction from a list 1 reference picture, or
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motion-compensated prediction from the combination of both list 0 and list 1 reference
pictures. To get the combination of both list O and list 1 reference pictures, two motion
compensated reference areas are obtained from list O and list 1 reference picture
respectively. Their combination may be used to predict the current block.

[0099] The ITU-T H.264 standard supports intra prediction in various block sizes, such
as 16 by 16, 8 by §, or 4 by 4 for luma components, and 8x8 for chroma components, as
well as inter prediction in various block sizes, such as 16x16, 16x8, 8x16, 8x8, 8x4, 4x8
and 4x4 for luma components and corresponding scaled sizes for chroma components.
In this disclosure, “NxN” and “N by N” may be used interchangeably to refer to the
pixel dimensions of the block in terms of vertical and horizontal dimensions, e.g., 16x16
pixels or 16 by 16 pixels. In general, a 16x16 block will have 16 pixels in a vertical
direction (y = 16) and 16 pixels in a horizontal direction (x = 16). Likewise, an NxN
block generally has N pixels in a vertical direction and N pixels in a horizontal
direction, where N represents a nonnegative integer value. The pixels in a block may be
arranged in rows and columns. Blocks may have different numbers of pixels in the
horizontal and vertical dimensions. That is, blocks may include NxM pixels, where N is
not necessarily equal to M.

[0100] Block sizes that are less than 16 by 16 may be referred to as partitions of a 16 by
16 macroblock. Video blocks may comprise blocks of pixel data in the pixel domain, or
blocks of transform coefficients in the transform domain, e.g., following application of a
transform such as a discrete cosine transform (DCT), an integer transform, a wavelet
transform, or a conceptually similar transform to the residual video block data
representing pixel differences between coded video blocks and predictive video blocks.
In some cases, a video block may comprise blocks of quantized transform coefficients
in the transform domain.

[0101] Smaller video blocks can provide better resolution, and may be used for
locations of a video frame that include high levels of detail. In general, macroblocks
and the various partitions, sometimes referred to as sub-blocks, may be considered
video blocks. In addition, a slice may be considered to be a plurality of video blocks,
such as macroblocks and/or sub-blocks. Each slice may be an independently decodable
unit of a video frame. Alternatively, frames themselves may be decodable units, or
other portions of a frame may be defined as decodable units. The term “coded unit” or

“coding unit” may refer to any independently decodable unit of a video frame such as an
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entire frame, a slice of a frame, a group of pictures (GOP) also referred to as a sequence,
or another independently decodable unit defined according to applicable coding
techniques.

[0102] The term macroblock refers to a data structure for encoding picture and/or video
data according to a two-dimensional pixel array that comprises 16x16 pixels. Each
pixel comprises a chrominance component and a luminance component. Accordingly,
the macroblock may define four luminance blocks, each comprising a two-dimensional
array of 8x8 pixels, two chrominance blocks, each comprising a two-dimensional array
of 16x16 pixels, and a header comprising syntax information, such as a coded block
pattern (CBP), an encoding mode (e.g., intra- (I), or inter- (P or B) encoding modes), a
partition size for partitions of an intra-encoded block (e.g., 16x16, 16x8, 8x16, 8x8, 8x4,
4x8, or 4x4), or one or more motion vectors for an inter-encoded macroblock.

[0103] Video encoder 28, video decoder 48, audio encoder 26, audio decoder 46,
encapsulation unit 30, and decapsulation unit 38 each may be implemented as any of a
variety of suitable processing circuitry, as applicable, such as one or more
microprocessors, digital signal processors (DSPs), application specific integrated
circuits (ASICs), field programmable gate arrays (FPGAs), discrete logic circuitry,
software, hardware, firmware or any combinations thereof. Each of video encoder 28
and video decoder 48 may be included in one or more encoders or decoders, either of
which may be integrated as part of a combined video encoder/decoder (CODEC).
Likewise, each of audio encoder 26 and audio decoder 46 may be included in one or
more encoders or decoders, either of which may be integrated as part of a combined
CODEC. An apparatus including video encoder 28, video decoder 48, audio encoder
audio encoder 26, audio decoder 46, encapsulation unit 30, and/or decapsulation unit 38
may comprise an integrated circuit, a microprocessor, and/or a wireless communication
device, such as a cellular telephone.

[0104] After encapsulation unit 30 has assembled NAL units and/or access units into a
video file based on received data, encapsulation unit 30 passes the video file to output
interface 32 for output. In some examples, encapsulation unit 30 may store the video
file locally or send the video file to a remote server via output interface 32, rather than
sending the video file directly to destination device 40. Output interface 32 may
comprise, for example, a transmitter, a transceiver, a device for writing data to a

computer-readable medium such as, for example, an optical drive, a magnetic media
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drive (e.g., floppy drive), a universal serial bus (USB) port, a network interface, or other
output interface. Output interface 32 outputs the video file to a computer-readable
medium 34, such as, for example, a transmission signal, a magnetic medium, an optical
medium, a memory, a flash drive, or other computer-readable medium.

[0105] Ultimately, input interface 36 retrieves the data from computer-readable medium
34. Input interface 36 may comprise, for example, an optical drive, a magnetic media
drive, a USB port, a receiver, a transceiver, or other computer-readable medium
interface. Input interface 36 may provide the NAL unit or access unit to decapsulation
unit 38. Decapsulation unit 38 may decapsulate a elements of a video file into
constituent PES streams, depacketize the PES streams to retrieve encoded data, and
send the encoded data to either audio decoder 46 or video decoder 48, depending on
whether the encoded data is part of an audio or video stream, e.g., as indicated by PES
packet headers of the stream. Audio decoder 46 decodes encoded audio data and sends
the decoded audio data to audio output 42, while video decoder 48 decodes encoded
video data and sends the decoded video data, which may include a plurality of views of
a stream, to video output 44.

[0106] FIG. 2 is a block diagram illustrating components of an example encapsulation
unit 30. In the example of FIG. 2, encapsulation unit 30 includes video input interface
80, audio input interface 82, video file creation unit 60, and video file output interface
84. Video file creation unit 60, in this example, includes NAL unit constructor 62,
switch information unit 64, and initialization segment unit 66.

[0107] Video input interface 80 and audio input interface 82 receive encoded video and
audio data, respectively. Video input interface 80 and audio input interface 82 may
receive encoded video and audio data as the data is encoded, or may retrieve encoded
video and audio data from a computer-readable medium. Upon receiving encoded video
and audio data, video input interface 80 and audio input interface 82 pass the encoded
video and audio data to video file creation unit 60 for assembly into a video file.

[0108] Video file creation unit 60 may correspond to a control unit including hardware,
software, and/or firmware configured to perform the functions and procedures attributed
thereto. The control unit may further perform the functions attributed to encapsulation
unit 30 generally. For examples in which video file creation unit 60 is embodied in
software and/or firmware, encapsulation unit 30 may include a computer-readable

medium comprising instructions for video file creation unit 60 and a hardware-based
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processing unit to execute the instructions. Each of the sub-units of video file creation
unit 60 (NAL unit constructor 62, switch information unit 64, and initialization segment
unit 66, in this example) may be implemented as individual hardware units and/or
software modules, and may be functionally integrated or further separated into
additional sub-units.

[0109] Video file creation unit 60 may correspond to any suitable processing unit or
processing circuitry, such as, for example, one or more microprocessors (which may
correspond to multiple cores of a single integrated circuit), application-specific
integrated circuits (ASICs), field programmable gate arrays (FPGAs), digital signal
processors (DSPs), or any combination thereof. Video file creation unit 60 may further
include a non-transitory computer-readable medium storing instructions for any or all of
NAL unit constructor 62, switch information unit 64, and initialization segment unit 66,
as well as a processor for executing the instructions.

[0110] In general, video file creation unit 60 may create a video file including the
received audio and video data. NAL unit constructor 62 may form NAL units including
encoded video and audio samples. Video file creation unit 60 may further be configured
to assemble representations including encoded video and audio samples. In some
examples, video file creation unit 60 may create multiple representations, which may be
switchable to each other, in some examples.

[0111] Switch information unit 64 may be configured to generate information for
switching between two or more of the representations. For example, switch information
unit 64 may be configured to calculate a delay value based on the sum of a maximum
decoding delay, a maximum picture reordering delay, and (when the representations are
not timely aligned) a maximum overlap delay. Client devices may use the delay value
to determine an amount of data of any representation to have buffered in order to
seamlessly switch from one representation to another. Thus, the client devices may
have a sufficient amount of data buffered to account for delay associated with decoding
buffered pictures, reordering the pictures, and to ensure that pictures having a
presentation time earlier than a random access point of the new representation can be
decoded and rendered during the time that the client device retrieves, decodes, and
renders data of the new representation.

[0112] Initialization segment unit 66 may generate initialization information for

accessing a particular representation. In general, initialization information in an
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initialization segment does not contain media data. Initialization segment unit 66 may
generate initialization segments for each of the representations. However, in some
cases, the same initialization segments can be used to initialize multiple representations.
When this is true, initialization segment unit 66 may generate information indicating
that representations are efficiently switchable. That is, if a first representation and a
second representation are efficiently switchable, a client device may retrieve an
initialization segment of the first representation, retrieve and decode data of the first
representation, then begin retrieving and decoding data of the second representation
based on the initialization segment of the first representation, without retrieving an
initialization segment of the second representation.

[0113] In some examples, video file creation unit 60 may generate a media presentation
description (MPD) data structure that describes a media presentation. In accordance
with the techniques of this disclosure, video file creation unit 60 may generate a
modified MPD data structure that indicates whether two or more representations are
efficiently switchable to each other, and a delay value for seamlessly switching between
two representations. Table 1 below provides an example MPD data structure in
accordance with the techniques of this disclosure. Table 1 is an example in which video
file creation unit 60 signals information in the period level. In other examples, the
information may be signaled at other levels.

[0114] The “Element or Attribute Name” column describes the name of the syntax
object. The “Type” column describes whether the syntax object is an element or an
attribute. The “Cardinality” column describes the cardinality of the syntax object, that
is, the number of instances of the syntax object in an instance of a a data structure
corresponding to Table 1. The “Optionality” column describes whether the syntax
object is optional, in this example, where “M” indicates mandatory, “O” indicates
optional, “OD” indicates optional with a default value, and “CM” indicates
conditionally mandatory. The “description” column describes the semantics of the
corresponding syntax object.

[0115] In this example, video file creation unit 60 may set a single flag
(seamlessSwitchingFlag) to indicate whether representations are switchable. If the flag
is set to true, a client device may assume that the representations are seamlessly
switchable, given that an initial delay is equal to or larger than the minBufferTime

signaled in the MPD. When the seamlessSwitchingFlag of this example is set to true,
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the client device may further assume that no playout gap and no parallel decoding of the
representations are needed to perform seamless switching. The client may follow the
techniques of this disclosure, e.g., as described with respect to FIG. § below, to perform

seamless switching.

TABLE 1
Element or Attribute | Type | Cardinali | Optionali Description
Name ty ty
MPD E 1 M The root element that

carries the Media
Presentation Description

for a Media Presentation.

type A OD “OnDemand” or “Live”.
default: | Indicates the type of the
OnDeman | Media Presentation.

d Currently, on-demand and
live types are defined. If
not present, the type of the
presentation shall be

inferred as OnDemand.

minBufferTime A M Provides the
minimum amount of
initially buffered media
that is needed to ensure
smooth playout provided
that each Representation
is delivered at or above
the value of its bandwidth

attribute.

minBufferSwitching A M Provides the minimum
amount of initially

buffered media that is
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Element or Attribute

Name

Type

Cardinali

ty

Optionali
ty

Description

needed to ensure seamless
switching between
Representations provided
that each Representation
is delivered at or above
the value of its bandwidth

attribute.

Period

Provides the information

of a Period

Representation

I.N

May be used to
provide information about
the original source (for
example content provider)

of the Media Presentation.

efficientSwitch

Group

O
Default:
False

When present,
indicate the representation
is a mulitiview video plus

depth representation.

reUselnitSegme

ntFlag

O
Default:
False

When True,
indicate that the
Representation utilizes the
initialisation segment of
the previous
representation with the
same replD and with a

closest presentation time.
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[0116] FIG. 3 is a conceptual diagram illustrating a sequence of coded video frames
100-132. The frames are shaded differently to indicate positions within a hierarchical
prediction structure. For example, frames 100, 116, and 132 are shaded black to
represent that frames 100, 116, 132 are at the top of the hierarchical prediction structure.
Frames 100, 116, 132 may comprise, for example, intra-coded frames or inter-coded
frames that are predicted from other frames in a single direction (e.g., P-frames). When
intra-coded, frames 100, 116, 132 are predicted solely from data within the same frame.
When inter-coded, frame 116, for example, may be coded relative to data of frame 100,
as indicated by the dashed arrow from frame 116 to frame 100. Frames 116, 132 form
key frames of groups of pictures (GOPs) 134, 136, respectively.

[0117] Frames 108, 124 are darkly shaded to indicate that they are next in the encoding
hierarchy following frames 100, 116, and 132. Frames 108, 124 may comprise bi-
directional, inter-mode prediction encoded frames. For example, frame 108 may be
predicted from data of frames 100 and 116, while frame 124 may be predicted from
frames 116 and 132. Frames 104, 112, 120, and 128 are lightly shaded to indicate that
they are next in the encoding hierarchy following frames 108 and 124. Frames 104,
112, 120, and 128 may also comprise bi-directional, inter-mode prediction encoded
frames. For example, frame 104 may be predicted from frames 100 and 108, frame 112
may be predicted from frames 108 and 116, frame 120 may be predicted from frame 116
and 124, and frame 128 may be predicted from frame 124 and 132.

[0118] Finally, frames 102, 106, 110, 114, 118, 122, 126, and 130 are shaded white to
indicate that these frames are last in the encoding hierarchy. Frames 102, 106, 110, 114,
118, 122, 126, and 130 may be bi-directional, inter-mode prediction encoded frames.
Frame 102 may be predicted from frames 100 and 104, frame 106 may be predicted
from frames 104 and 108, frame 110 may be predicted from frames 108 and 112, frame
114 may be predicted from frames 112 and 116, frame 118 may be predicted from frame
116 and 120, frame 122 may be predicted from frames 120 and 124, frame 126 may be
predicted from frames 124 and 128, and frame 130 may be predicted from frames 128
and 132.

[0119] Frames 100132 are illustrated in display order. That is, following decoding,
frame 100 is displayed before frame 102, frame 102 is displayed before frame 104, and
so on. However, due to the encoding hierarchy, frames 100-132 may be decoded in a

different order. Moreover, after being encoded, frames 100-132 may be arranged in
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decoding order in a bitstream including encoded data for frames 100-132. For example,
frame 116 may be displayed last among frames of GOP 134. However, due to the
encoding hierarchy, frame 116 may be decoded first of GOP 134. That is, in order to
properly decode frame 108, for example, frame 116 may need to be decoded first, in
order to act as a reference frame for frame 108. Likewise, frame 108 may act as a
reference frame for frames 104, 106, 110, and 112, and therefore may need to be
decoded before frames 104, 106, 110, and 112.

[0120] The time at which a frame is displayed may be referred to as presentation time,
whereas the time at which the frame is decoded may be referred to as decoding time.
Decoding times and presentation times generally provide indications of temporal
ordering relative to other frames of the same sequence. The difference between a
frame’s decoding time and the frame’s presentation time may be referred to as picture
reordering delay for the frame. As discussed above, a source device (e.g., source device
20) may calculate a maximum picture reordering delay for a set of switchable
representations to calculate a delay value to be signaled for the representations.

[0121] In this manner, a destination device, such as destination device 40, may use the
signaled delay value to buffer a sufficient amount of data to provide seamless switching
between two switchable representations. For example, suppose frames 100-132 are
frames of a first representation. Destination device 40 may determine that network
conditions have changed and that a second representation is better suited to the new
network conditions. Destination device 40 may further determine that a random access
point in the second representation exists having the same presentation time as frame
132. Destination device 40 may then retrieve each of frames 100-116 from the first
representation, then retrieve frames with presentation times equal to those of frames
118-132 from the second representation. Destination device 40 may also retrieve a
frame of the second representation having the same presentation time as frame 116 if the
random access point is an open decoding refresh random access point, such that the
frames of the second representation corresponding to frames 118—130 can be properly
decoded.

[0122] FIG. 4 is a conceptual diagram illustrating switchable representations 154, 160.
FIG. 4 illustrates a correspondence between raw video sequence 150 and fragments 158,

164 of representations 154, 160, respectively. In this example, representation 154
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includes initialization segment 156 and fragments 158A—158N, and representation 160
includes initialization segment 162 and fragments 164A—164N.

[0123] Initialization segments 156, 162 may include similar or identical data.
Accordingly, in some examples, a client device may retrieve initialization segment 156
and decode data of one or more of fragments 164 of representation 160 based on
initialization segment 156 of representation 154, without retrieving initialization
segment 162 of representation 160. The destination device may therefore switch
between fragments 158 of representation 154 and fragments 164 of representation 160,
without retrieving both of initialization segments 156, 162.

[0124] As an example, in 3GPP HTTP Streaming, initialization segments contain
initialization information for accessing a corresponding representation, but the
initialization segments do not contain media data. When streaming video coded with
H.264/AVC, several parameters may be present prior to the first IDR picture of the
video, such as a Sequence Parameter Set, Picture Parameter Set, and/or some sequence
level Supplemental Enhancement Information (SEI) messages. Those parameters may
be applicable for the entire representation, thus they may be included in the initialization
segment, in accordance with the techniques of this disclosure, rather than including
them in a media segment that contains the first IDR when the initialization segment is in
use. Accordingly, initialization segments 156, 162 may include a sequence parameter
set, a picture parameter set, and/or sequence level SEI messages for representations 154,
160, respectively.

[0125] The example of FIG. 4 illustrates fragments 158 and fragments 164 as having
different sizes. This is to illustrate that the amount of memory occupied by fragments
158 is not necessarily the same as fragments 164. That is, fragment 158A, for example,
is not the same size, in terms of memory consumption (and likewise bandwidth usage
when transporting over a network) as fragment 164A. However, the dashed lines
illustrate that fragment 158A and fragment 164A correspond to the same video segment
152A. Although fragments 158A and 164A are different sizes, they correspond to the
same temporal region of video sequence 150. In other words, a starting presentation
time and an ending presentation time for samples of fragment 158A correspond to
starting and ending presentation times for samples of fragment 164.

[0126] In this manner, fragments 158 and 164 may be said to be timely aligned,

assuming that random access points occur in the same points in representations 154 and
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160. That is, when a random access point in one of fragments 158, the corresponding
one of fragments 164 also has a random access point, and the random access points
share a decoding order value. Timely alignment of representations may simplify the
process of switching between two representations.

[0127] FIG. 5A is a conceptual diagram illustrating an example of two representations
180, 190 that are timely aligned. Representation 180 includes random access points
(RAPs) 182A, 182B and samples 184A—184D. Random access points are samples with
the additional property that a decoder can decode the random access point without
having received any data preceding the random access point in the representation.
Accordingly, random access points may generally be pictures that are intra-mode
encoded.

[0128] Random access points 182 and samples 184 of representation 180 are illustrated
in decoding time order, e.g., as the samples would be arranged in a bitstream sent from a
server device to a client device. It should be understood that presentation times of
random access points 182 and samples 184 do not necessarily match the decoding times.
[0129] Representation 190 of FIG. 5A includes random access points 192A, 192B and
samples 194A-194D. Again, random access points 192 and samples 194 are illustrated
in decoding time order, in this example. As can be seen, random access points 182 have
corresponding random access points 192. That is, random access point 182A has the
same decoding time as random access point 192A, and random access point 182B has
the same decoding time as random access point 192B.

[0130] To switch from representation 180 to representation 190, a client device may
buffer a certain number of samples (which may include random access points) of
representation 180, based on a delay value received from a server device. The client
device may then determine when the next random access point of representation 180
occurs, €.g., by analyzing signaled data from the server device that indicates locations,
decoding times, and/or presentation times of random access points in representation
180. Suppose, for example, that the next random access point of representation 180 is
random access point 182B. The client device may then request data of representation
190 starting at the random access point of representation 190 having the same decoding
time as the determined random access point of representation 180. In this example, the
client device would begin requesting data of representation 190 starting with random

access point 192B, which has the same decoding time as random access point 182B.
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[0131] In this manner, the client device may continually decode the data of
representation 180 and begin retrieving data of representation 190 while decoding and
reordering the buffered data of representation 180. After decoding all of the buffered
data of representation 180, the client device may immediately begin decoding and
reordering the retrieved data of representation 190. In this manner, the client device
may perform seamless switching between two representations. That is, the client device
may decode only one representation at a time (thus not requiring two or more decoders
to effect the switch), and may also avoid gaps in playback, which may otherwise be
caused by not having sufficient data buffered to perform the switch.

[0132] In the example above, representations 180 and 190 are timely aligned, enabling
the client device to simply determine a random access point following the buffered data
of representation 180, then request data of representation 190 at the random access point
having the same decoding time as the determined random access point of representation
180. In other examples, two representations are not timely aligned, yet the techniques
of this disclosure may still be used to switch between the representations.

[0133] FIG. 5B is a conceptual diagram illustrating an example of two representations
200, 210 that are not timely aligned. Representation 200 includes random access points
202A, 202B and samples 204A-204D, while representation 210 includes random access
points 212A, 212B and samples 214A-214D. Again, random access points and samples
in the example of FIG. 5B are illustrated in decoding time order.

[0134] In the example of FIG. 5B, representations 200 and 210 are not timely aligned.
Specifically, in this example, random access point 202B does not have a corresponding
random access point (that is, a random access point with the same decoding time) in
representation 210. Likewise, random access point 212B does not have a corresponding
random access point in representation 200. In general, two representations need not
have the same number of random access points, and the random access points need not
be timely aligned. Nevertheless, the techniques of this disclosure may still be applied to
perform switching between two representations that are not timely aligned.

[0135] To switch between representation 200 and representation 210, for example, a
client device may buffer a certain number of samples (which may include random
access points) of representation 200, based on a delay value received from a server
device. The server device may calculate the delay value as the sum of a maximum

decoding delay, a maximum picture reordering delay, and (because representations 200
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and 210 are not timely aligned), an overlap delay. Therefore, by buffering data based on
the delay value, the client device may buffer a sufficient amount of data to ensure
seamless switching between representations 200 and 210, which may account for
decoding delay, picture reordering delay, and delay associated with the representations
not being timely aligned.

[0136] The buffered data of representation 200 may include a fragment overlapping
random access point 212B of representation 210. For example, the fragment may
include random access point 202B and samples 204C and 204D (and potentially
subsequent samples of representation 200 not illustrated in FIG. 5B). The fragment may
“overlap” random access point 212B in the sense that the earliest presentation time of
the samples in the fragment may be earlier than the presentation time of random access
point 212B, but the latest presentation time of the samples in the fragment may be later
than the presentation time of random access point 212B. Such a fragment is said to
overlap the random access point. This disclosure may also refer to such a fragment as
“spanning” the random access point. The fragment may correspond to the last buffered
fragment of representation 200. That is, the client device may request data from
representation 200 up to and including the fragment that overlaps the random access
point of representation 210.

[0137] The client device may also locate a fragment of representation 210 including
random access point 212B. The client device may request data from representation 210
starting at the fragment including random access point 212B. The client device may
decode the data retrieved from representation 200 up to a group of pictures in the
fragment overlapping random access point 212B. Upon reaching this group of pictures,
the client device may begin decoding the data of representation 210. The client device
may determine whether there are any pictures in representation 200 that have a
presentation time earlier than the presentation time of random access point 212B, and
decode any such pictures before decoding random access point 212B. In this manner,
the client device may seamlessly switch between representations 200 and 210. That is,
the client device may avoid gaps in video playback, while also avoiding parallel
decoding, that is, operating two or more decoders at once to decode the representations.
[0138] Although in this example a certain amount of data may be retrieved that is not
ultimately decoded, this retrieval of a small amount of extra data is outweighed by the

benefits of not needing to perform parallel decoding of representations and also allows
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for seamless playback. Accordingly, the cost of retrieving the extra data may be
considered negligible.

[0139] FIG. 6 is a flowchart illustrating an example method for performing seamless
switching between two switchable representations. Although described with respect to
source device 20 and destination device 40 of FIG. 1, it should be understood that the
techniques of FIG. 6 may be performed by any server and client devices. Moreover, the
steps in the method need not necessarily occur in the precise order illustrated in FIG. 6,
and additional steps may be added or some steps may be removed without departing
from the techniques of this disclosure.

[0140] Initially, source device 20 may provide data describing two or more switchable
representations (250) to destination device 40. This data may describe, for example,
minimum network bandwidth requirements for smooth playback, profile and/or level
requirements of a decoder device to decode and/or render encoded video data of the
representations, locations (e.g., fragments and/or byte ranges) of random access points,
decoding times of random access points, presentation times of random access points,
decoding and/or presentation times of fragments of the representations, byte ranges of
the fragments, uniform resource locators including the random access points, or other
such data for decoding and/or rendering encoded video data.

[0141] The data may further indicate whether the two or more representations (or some
subset thereof) form an efficient switch group, and whether any of the two or more
representations are timely aligned. Furthermore, the data may include a delay value for
switching between switchable representations. The delay value may correspond to the
sum of a maximum decoding delay and a maximum picture reordering delay for the
switchable representations. In addition, for representations that are not timely aligned,
the delay value may account for an overlap delay.

[0142] Destination device 40 may receive the data describing the two or more
representations (252). Destination device 40 may then determine current network
conditions (254), e.g., available bandwidth, to initially select one of the representations.
In addition, destination device 40 may determine its own decoding and/or rendering
capabilities to select between the representations. That is, of the representations that
destination device 40 is capable of decoding and rendering, destination device 40 may

select one of the representations based on the current network conditions. For example,
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destination device 40 may select a first representation having a bandwidth requirement
closest to but not exceeding the current available network bandwidth.

[0143] Destination device 40 may then request data from the first representation (256).
For example, destination device 40 may generate an HTTP GET or partial GET request
specifying a fragment of the first representation, and potentially a byte range of the
fragment. In response to the request, source device 20 may send encoded samples of the
first representation requested by destination device 40 to destination device 40 (258).
Destination device 40 may decode and display the received samples (260). Assuming
no change in the network conditions, destination device 40 may continue to request
samples of the first representation, then decode and display the samples after they are
received.

[0144] In the example of FIG. 6, destination device 40 may determine a change in
network conditions (262). For example, destination device 40 may determine that
available network bandwidth has increased or decreased. In response to determining a
bandwidth increase, destination device 40 may select a second representation having a
higher bandwidth requirement and a corresponding higher quality. On the other hand, in
response to determining a bandwidth decrease, destination device 40 may select a
second representation having a lower bandwidth requirement, albeit with a lower
quality.

[0145] After determining that the network conditions have changed, destination device
40 may buffer an amount of data of the first representation based on the delay value
received from source device 20 (264). For example, destination device 40 may
determine a number of samples or a number of fragments to retrieve from the first
representation based on the delay value to allow for seamless switching from the first
representation to the second representation. Buffering the data may include generating
one or more requests for data from the first representation and sending the requests to
source device 20. After buffering this data from the first representation, destination
device 40 may begin requesting data from the selected second representation (266).
[0146] In response to the request, source device 20 may send encoded samples of the
second representation to destination device 40 (268). During this time, destination
device 40 may continue decoding the buffered data of the first representation. After
receiving the requested data from the second representation, and after decoding samples

of the first representation having a presentation time before a random access point of the
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second representation, destination device 40 may begin decoding and displaying
received samples of the second representation (270). In some examples, destination
device 40 may request data from the second representation without requesting an
initialization segment for the second representation. Accordingly, destination device 40
may use an initialization segment retrieved from the first representation to decode and
display the samples of the second representation.

[0147] FIG. 7 is a flowchart illustrating an example method for a server device, such as
source device 20, to provide information describing switchable representations to a
client device, such as destination device 40. Although described with respect to source
device 20 and destination device 40 of FIG. 1, it should be understood that the
techniques of FIG. 7 may be performed by any server and client devices. Moreover, the
steps in the method need not necessarily occur in the precise order illustrated in FIG. 7,
and additional steps may be added or some steps may be removed without departing
from the techniques of this disclosure.

[0148] Initially, source device 20 may receive encoded video samples of two or more
switchable representations (280). In some examples, source device 20 may receive raw
video data and encode two or more switchable representations. In other examples,
source device 20 may receive encoded representations from an intermediate device
including an encoder, or multiple encoders, that produce the switchable representations.
The representations may be timely aligned, in some examples, or in other examples,
may not be timely aligned.

[0149] Source device 20 may determine a maximum decoding delay of the received
samples of the switchable representations (282). For example, source device 20 may
analyze the samples of each representation to determine a maximum decoding delay for
each representation. Then, based on these determined maxima, source device 20 may
calculate the maximum decoding delay of all of the representations. For example,
suppose source device 20 receives samples for three representations. Source device 20
may determine a first maximum decoding delay for the first representation, a second
maximum decoding delay for the second representation, and a third maximum decoding
delay for the third representation. Source device 20 may then calculate the maximum of
the first, second, and third maximum decoding delays as the maximum decoding delay

of the switchable representations. The samples may comprise access units of the
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representations, such that the maximum decoding delay corresponds to the maximum
delay associated with decoding any access unit of any of the switchable representations.
[0150] Source device 20 may also determine a maximum reordering delay of the
samples (284). Again, source device 20 may analyze the samples for the switchable
representations to calculate maximum reordering delays for each representation, then
calculate the maximum of these to determine the maximum reordering delay associated
with the switchable representations. In general, a picture reordering delay is the
difference between the presentation time and decoding time for a frame of a
representation. Accordingly, the maximum picture reordering delay may correspond to
the maximum difference between the presentation time and decoding time of any frame
of any of the switchable representations.

[0151] Source device 20 may then calculate a delay value associated with seamless
switching between the switchable representations (286), e.g., as the sum of the
maximum decoding delay and the maximum picture reordering delay. Source device 20
may further determine whether the representations are timely aligned (288). For
example, source device 20 may determine that the representations are timely aligned
only when, for any random access point in one of the representations, each of the other
representations have a random access point having the same decoding times as the
random access point of the one of the representations. Source device 20 may receive an
indication from a decoding device as to whether the representations are timely aligned,
or when source device 20 encodes the representations, may keep track of whether the
representations are generated to be timely aligned.

[0152] If the representations are timely aligned (“YES” branch of 288), source device
20 may simply store the calculated delay value and encoded video samples (294). On
the other hand, if the representations are not timely aligned (“NO” branch of 288),
source device 20 may treat the delay value calculated at 286 as an intermediate delay
value. Source device 20 may then calculate a maximum overlap delay for the
switchable representations (290). The overlap delay of a picture may be based on a
GOP structure of the current representation, as well as the location of the picture in the
GOP. Source device 20 may calculate the maximum overlap delay for the switchable
representations, then add the maximum overlap delay to the delay value calculated at
step 286 (292). Source device 20 may then store this calculated delay value along with

the video samples of the switchable representations (294). Source device 20 may, for
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example, generate signaling information that source device 20 may provide to
destination device 40 in response to a request for such signaling information.

[0153] FIG. 8 is a flowchart illustrating an example method for a client device, such as
destination device 40, to switch from retrieving data of a first representation from a
server device, such as source device 20, to retrieving data of a second representation
from the server device. Although described with respect to source device 20 and
destination device 40 of FIG. 1, it should be understood that the techniques of FIG. 8
may be performed by any server and client devices. Moreover, the steps in the method
need not necessarily occur in the precise order illustrated in FIG. 8, and additional steps
may be added or some steps may be removed without departing from the techniques of
this disclosure. Moreover, the example of FIG. 8 presumes that the two representations
are not timely aligned.

[0154] Initially, destination device 40 may receive a delay value for two or more
switchable representations (300), e.g., from source device 20. Destination device 40
may receive additional information describing the switchable representations, such as
locations of random access points, whether the representations are timely aligned,
profile and/or level indicators that describe decoding and/or rendering requirements of
client devices to successfully decode/render the representations, bandwidth limitations
of the representations, or other such information.

[0155] Destination device 40 may receive, decode, and display data of a first
representation (302). For example, destination device 40 may select the first
representation based on current network conditions such as available bandwidth and
decoding and rendering capabilities of destination device 40. Destination device 40
may then submit one or more requests for data from the first representation and begin
decoding and displaying the data of the first representation after buffering a sufficient
amount of data, based on the received delay value.

[0156] At some point, destination device 40 may determine that there has been a change
in the network conditions (304), e.g., that available bandwidth has either increased or
decreased. Accordingly, based on the new network conditions, destination device 40
may select a second representation that is switchable to the first representation (306).
As noted above, it is assumed that the first representation and the second representation

are not timely aligned in this example.
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[0157] Destination device 40 may determine a fragment, labeled “fragment M” in this
example, that includes a next random access point (RAP) in the second representation
(308). That is, destination device 40 may determine a random access point of the
second representation that has a presentation time later than the presentation times of the
buffered data for the first representation. Destination device 40 may then determine
fragment M, which includes the random access point.

[0158] Destination device 40 may then locate a fragment, labeled “fragment N” in this
example, in the first representation that spans the random access point of the second
representation (310). That is, destination device 40 may identify fragment N having an
earliest presentation time that is earlier than the presentation time of the random access
point of the second representation, and having a latest presentation time that is later than
the presentation time of the random access point of the second representation.

[0159] Destination device 40 may request data from the first representation up to and
including fragment N (312). After requesting fragment N, destination device 40 may
begin requesting data from the second representation, starting with fragment M (314).
Destination device 40 may decode all samples of the first representation up to a group of
pictures that spans the presentation time of the random access point of fragment M
(316).

[0160] Destination device 40 may ensure that all pictures having a presentation time
earlier than the presentation time of the random access point in fragment M have been
decoded and displayed, which may include pictures within the group of pictures
mentioned above. After this, destination device 40 may begin decoding pictures of the
second representation starting at the random access point (318). Destination device 40
may further display the decoded pictures of the second representation, which may
require some amount of picture reordering.

[0161] In addition, destination device 40 may request and decode fragments of the
second representation without requesting an initialization segment specific to the second
representation. For example, when the received information indicates that the first and
second representations are efficiently switchable, destination device 40 may decode and
render the samples of the second representation based on an initialization segment
received for the first representation. Accordingly, the method of FIG. 8§ may further

include requesting and receiving an initialization segment of the first representation
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prior to receiving, decoding, and displaying data of the first representation (e.g., prior to
step 302).

[0162] In one or more examples, the functions described may be implemented in
hardware, software, firmware, or any combination thereof. If implemented in software,
the functions may be stored on or transmitted as one or more instructions or code on a
computer-readable medium and executed by a hardware-based processing unit.
Computer-readable media may include computer-readable storage media, which
corresponds to a tangible medium such as data storage media, or communication media
including any medium that facilitates transfer of a computer program from one place to
another, e.g., according to a communication protocol. In this manner, computer-
readable media generally may correspond to (1) tangible computer-readable storage
media which is non-transitory or (2) a communication medium such as a signal or
carrier wave. Data storage media may be any available media that can be accessed by
one or more computers or one or more processors to retrieve instructions, code and/or
data structures for implementation of the techniques described in this disclosure. The
phrase “one or more processors” may include one or more cores of a multi-core
processor, each of which may be included within a common chip (e.g., a single
integrated circuit). A computer program product may include a computer-readable
medium.

[0163] By way of example, and not limitation, such computer-readable storage media
can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash memory, or any other medium that
can be used to store desired program code in the form of instructions or data structures
and that can be accessed by a computer. Also, any connection is properly termed a
computer-readable medium. For example, if instructions are transmitted from a
website, server, or other remote source using a coaxial cable, fiber optic cable, twisted
pair, digital subscriber line (DSL), or wireless technologies such as infrared, radio, and
microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wireless
technologies such as infrared, radio, and microwave are included in the definition of
medium. It should be understood, however, that computer-readable storage media and
data storage media do not include connections, carrier waves, signals, or other transient
media, but are instead directed to non-transient, tangible storage media. Disk and disc,

as used herein, includes compact disc (CD), laser disc, optical disc, digital versatile disc
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(DVD), floppy disk and blu-ray disc where disks usually reproduce data magnetically,
while discs reproduce data optically with lasers. Combinations of the above should also
be included within the scope of computer-readable media.

[0164] Instructions may be executed by one or more processors, such as one or more
digital signal processors (DSPs), general purpose microprocessors, application specific
integrated circuits (ASICs), field programmable logic arrays (FPGAs), or other
equivalent integrated or discrete logic circuitry. Accordingly, the term “processor,” as
used herein may refer to any of the foregoing structure or any other structure suitable for
implementation of the techniques described herein. In addition, in some aspects, the
functionality described herein may be provided within dedicated hardware and/or
software modules configured for encoding and decoding, or incorporated in a combined
codec. Also, the techniques could be fully implemented in one or more circuits or logic
elements.

[0165] The techniques of this disclosure may be implemented in a wide variety of
devices or apparatuses, including a wireless handset, an integrated circuit (IC) or a set of
ICs (e.g., a chip set). Various components, modules, or units are described in this
disclosure to emphasize functional aspects of devices configured to perform the
disclosed techniques, but do not necessarily require realization by different hardware
units. Rather, as described above, various units may be combined in a codec hardware
unit or provided by a collection of interoperative hardware units, including one or more
processors as described above, in conjunction with suitable software and/or firmware.
[0166] Various examples have been described. These and other examples are within the

scope of the following claims.
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CLAIMS:

1. A method of sending video data, the method comprising:

providing information to a client device for accessing data for a first
representation of a video sequence and a second representation of the video sequence;

providing information to the client device indicating that the client device can,
during transmission of the data for the first representation, switch to the second
representation without experiencing a presentation gap when displaying the video
sequence and without simultaneously executing more than one decoder to decode the
data for the first representation and the second representation during the switch;

in response to a first request from the client device to retrieve data from the first
representation, sending the requested data from the first representation to the client
device; and
in response to a second request from the client device to retrieve data from the second
representation after sending the requested data from the first representation, sending the

requested data from the second representation to the client device.

2. The method of claim 1, further comprising:

determining a maximum decoding delay for coded video samples of the first and
second representations, wherein a decoding delay of a coded video sample comprises
delay for decoding the coded video sample;

determining a maximum picture reordering delay for the coded video samples of
the first and second representations, wherein a picture reordering delay for a coded
video picture comprises the difference between a decoding time for the coded video
picture and a presentation time for the coded video picture; and

calculating a delay value comprising the sum of the maximum decoding delay
and the maximum picture reordering delay,

wherein providing the information indicating that the client device can switch to
the second representation comprises sending, to the client device, the delay value for

switching from the first representation to the second representation.
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3. The method of claim 2, further comprising:

determining whether the coded video samples of the first and second
representations are time-aligned; and

when the coded video samples of the first and second representations are not
time-aligned, wherein calculating the delay value further comprises adding a time-
alignment delay value to the sum of the maximum decoding delay and the maximum
picture reordering delay, wherein the time-alignment delay value comprises a temporal
difference between a last coded video sample of a last requested fragment of the first
representation and a first coded video sample of a first fragment of the second

representation.

4. The method of claim 1, further comprising:
determining a maximum size value of a random access point picture for coded
video samples of the representations; and

sending the maximum size value to the client device.

5. The method of claim 1, further comprising:

receiving an initialization segment for the first representation;

determining that the second representation can be decoded based on the
initialization segment of the first representation;

assigning a group identifier value to the first representation and to the second
representation; and

sending the group identifier value to the client device, wherein sending the
requested data from the first representation comprises sending the initialization segment
to the client device; and

wherein sending the requested data of the second representation to the client
device comprises sending the requested data of the second representation to the client
device without sending an initialization segment of the second representation to the

client device.
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6. An apparatus for transferring video data, the apparatus comprising a processor
configured to provide information to a client device for accessing data for a first
representation of a video sequence and a second representation of the video sequence,
provide information to the client device indicating that the client device can, during
transmission of the data for the first representation, switch to the second representation
without experiencing a presentation gap when displaying the video sequence and
without simultaneously executing more than one decoder to decode the data for the first
representation and the second representation during the switch, in response to a first
request from the client device to retrieve data from the first representation, send the
requested data from the first representation to the client device, and, in response to a
second request from the client device to retrieve data from the second representation
after sending the requested data from the first representation, send the requested data

from the second representation to the client device.

7. The apparatus of claim 6, wherein the processor is configured to determine a
maximum decoding delay for the coded video samples of the first and second
representations, wherein a decoding delay of a coded video sample comprises delay for
decoding the coded video sample, determine a maximum picture reordering delay for
the coded video samples of the first and second representations, wherein a picture
reordering delay for a coded video picture comprises the difference between a decoding
time for the coded video picture and a presentation time for the coded video picture,
calculate a delay value comprising the sum of the maximum decoding delay and the
maximum picture reordering delay, and send, to the client device, the delay value for

switching from the first representation to the second representation.

8. The apparatus of claim 7, wherein the processor is configured to determine
whether the coded video samples of the first and second representations are time-
aligned, and, when the coded video samples of the first and second representations are
not time-aligned, wherein calculating the delay value further comprises adding a time-
alignment delay value to the sum of the maximum decoding delay and the maximum
picture reordering delay, wherein the time-alignment delay value comprises a temporal
difference between a last coded video sample of a last requested fragment of the first
representation and a first coded video sample of a first fragment of the second

representation.
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0. The apparatus of claim 6, wherein the processor is configured to determine a
maximum size value of a random access point picture for coded video samples of the

representations, and send the maximum size value to the client device.

10. The apparatus of claim 6, wherein the processor is configured to receive an
initialization segment for the first representation, determine that the second
representation can be decoded based on the initialization segment of the first
representation, assign a group identifier value to the first representation and to the
second representation, and send the group identifier value to the client device, send the
initialization segment to the client device with the requested data from the first
representation, and send the requested data of the second representation to the client
device without sending an initialization segment of the second representation to the

client device.

11. The apparatus of claim 6, wherein the apparatus comprises at least one of:
an integrated circuit;
a microprocessor; and

a wireless communication device that includes the processor.

12. An apparatus for providing video data, the apparatus comprising:
means for providing information to a client device for accessing data for

a first representation of a video sequence and a second representation of the video
sequence;

means for providing information to the client device indicating that the client
device can, during transmission of the data for the first representation, switch to the
second representation without experiencing a presentation gap when displaying the
video sequence and without simultaneously executing more than one decoder to decode
the data for the first representation and the second representation during the switch;

means for, in response to a first request from the client device to retrieve data
from the first representation, sending the requested data from the first representation to

the client device; and
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means for, in response to a second request from the client device to retrieve data
from the second representation after sending the requested data from the first
representation, sending the requested data from the second representation to the client

device.

13. The apparatus of claim 12, further comprising:

means for determining a maximum decoding delay for the coded video samples
of the first and second representations, wherein a decoding delay of a coded video
sample comprises delay for decoding the coded video sample;

means for determining a maximum picture reordering delay for the coded video
samples of the first and second representations, wherein a picture reordering delay for a
coded video picture comprises the difference between a decoding time for the coded
video picture and a presentation time for the coded video picture;

means for calculating a delay value comprising the sum of the maximum
decoding delay and the maximum picture reordering delay; and

means for sending, to the client device, the delay value for switching from the

first representation to the second representation.

14. The apparatus of claim 13, further comprising:

means for determining whether the coded video samples of the first and second
representations are time-aligned; and

wherein the means for calculating the delay value further comprises means for
adding a time-alignment delay value to the sum of the maximum decoding delay and the
maximum picture reordering delay when the coded video samples of the first and
second representations are not time-aligned, wherein the time-alignment delay value
comprises a temporal difference between a last coded video sample of a last requested
fragment of the first representation and a first coded video sample of a first fragment of

the second representation.

15. The apparatus of claim 12, further comprising:
means for determining a maximum size value of a random access point picture
for coded video samples of the representations; and

means for sending the maximum size value to the client device.
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16. The apparatus of claim 12, further comprising:

means for receiving an initialization segment for the first representation;

means for determining that the second representation can be decoded based on
the initialization segment of the first representation;

means for assigning a group identifier value to the first representation and to the
second representation; and

means for sending the group identifier value to the client device,

wherein the means for sending the requested data from the first representation
comprises means for sending the initialization segment to the client device, and

wherein the means for sending the requested data from the second representation
comprises means for sending data of the second representation to the client device
without sending an initialization segment of the second representation to the client

device.

17. A computer program product comprising a computer-readable storage medium
having stored thereon instructions that, when executed, cause a processor of a device for
providing video data to:

provide information to a client device for accessing data for a first representation
of a video sequence and a second representation of the video sequence;

provide information to the client device indicating that the client device can,
during transmission of the data for the first representation, switch to the second
representation without experiencing a presentation gap when displaying the video
sequence and without simultaneously executing more than one decoder to decode the
data for the first representation and the second representation during the switch;

in response to a first request from the client device to retrieve data from the first
representation, send the requested data from the first representation to the client device;
and

in response to a second request from the client device to retrieve data from the

second representation after sending the requested data from the first representation, send

the requested data from the second representation to the client device.
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18. The computer program product of claim 17, further comprising instructions that
cause the processor to:

determine a maximum decoding delay for coded video samples of the first and
second representations, wherein a decoding delay of a coded video sample comprises
delay for decoding the coded video sample;

determine a maximum picture reordering delay for the coded video samples of
the first and second representations, wherein a picture reordering delay for a coded
video picture comprises the difference between a decoding time for the coded video
picture and a presentation time for the coded video picture;

calculate a delay value comprising the sum of the maximum decoding delay and
the maximum picture reordering delay; and

send, to the client device, the delay value for switching from the first

representation to the second representation.

19. The computer program product of claim 18, further comprising instructions that
cause the processor to:

determine whether the coded video samples of the first and second
representations are time-aligned; and

wherein the instructions that cause the processor to calculate the delay value
comprise that cause the processor to, when the coded video samples of the first and
second representations are not time-aligned, add a time-alignment delay value to the
sum of the maximum decoding delay and the maximum picture reordering delay,
wherein the time-alignment delay value comprises a temporal difference between a last
coded video sample of a last requested fragment of the first representation and a first

coded video sample of a first fragment of the second representation.

20. The computer program product of claim 17, further comprising instructions that
cause the processor to:

determine a maximum size value of a random access point picture for coded
video samples of the representations; and

send the maximum size value to the client device.
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21. The computer program product of claim 17, further comprising instructions that
cause the processor to:

receive an initialization segment for the first representation;

determine that the second representation can be decoded based on the
initialization segment of the first representation;

assign a group identifier value to the first representation and to the second
representation; and

send the group identifier value to the client device,

wherein the instructions that cause the processor to send the data from the first
representation comprise instructions that cause the processor to send the initialization
segment to the client device, and

wherein the instructions that cause the processor to send the data from the
second representation comprises instructions that cause the processor to send data from
the second representation to the client device without sending an initialization segment

of the second representation to the client device.

22. A method of receiving video data, the method comprising:

receiving a delay value indicative of a delay for switching between a first
representation of a video sequence and a second representation of the video sequence;

requesting data from the first representation of a video sequence in accordance
with a streaming network protocol;

in response to determining to switch from the first representation to the second
representation, buffering an amount of data from the first representation based on the
delay value; and

after buffering the amount of data from the first representation, requesting data
from a second representation of the video sequence in accordance with the streaming

network protocol.

23. The method of claim 22, further comprising:

requesting an initialization segment of the first representation prior to requesting
the data of the first representation,

wherein requesting the data from the second representation comprises requesting
the data from the second representation without requesting an initialization segment of

the second representation.
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24. The method of claim 22, further comprising:
detecting a change in network conditions; and
based on the change in the network conditions, determining to switch from the

first representation to the second network representation.

25. The method of claim 22, further comprising:

receiving information indicating whether the first representation and the second
representation are timely aligned; and

selecting a random access point of the second representation based on the

information.

26. The method of claim 25, wherein when the first representation and the second
representation are timely aligned, selecting the random access point comprises:

locating a first random access point of the first representation having an earliest
presentation time value following presentation time values of samples of the buffered
data of the first representation; and

selecting a second random access point of the second representation having the
same presentation time value as the first random access point,

wherein requesting the data from the second representation comprises requesting

a fragment of the second representation comprising the second random access point.

27. The method of claim 25, wherein when the first representation and the second
representation are not timely aligned, the method comprises:

selecting the random access point comprises selecting a random access point of
the second representation having a presentation time value later than a presentation time
value of at least one sample of the buffered data of the first representation,

wherein buffering the amount of data comprises requesting and storing data of
the first representation up to a first fragment having a starting presentation time value
earlier than the presentation time value of the selected random access point and an
ending presentation time value later than the presentation time value of the selected
random access point, and

wherein requesting data from the second representation comprises requesting
data of the second representation starting at a second fragment of the second

representation comprising the selected random access point.
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28. The method of claim 27, further comprising:

decoding the data of the first representation until reaching a group of pictures of
the first fragment, the group of pictures comprising a first picture having a starting
presentation time value earlier than a presentation time value of the selected random
access point and an ending presentation time value later than the presentation time value
of the selected random access point, and

after reaching the group of pictures of the first fragment, decoding the data of the

second representation starting at the selected random access point.

29. An apparatus for receiving video data, the apparatus comprising a processor
configured to receive a delay value indicative of a delay for switching between a first
representation of a video sequence and a second representation of the video sequence,
request data from the first representation of a video sequence in accordance with a
streaming network protocol, in response to determining to switch from the first
representation to the second representation, buffer an amount of data from the first
representation based on the delay value, and, after buffering the amount of data from the
first representation, request data from a second representation of the video sequence in

accordance with the streaming network protocol.

30. The apparatus of claim 29, wherein the processor is configured to request an
initialization segment of the first representation prior to requesting the data of the first
representation, wherein the processor is configured to request the data from the second

representation without requesting an initialization segment of the second representation.

31. The apparatus of claim 29, wherein the processor is configured to detect a
change in network conditions, and, based on the change in the network conditions,

determine to switch from the first representation to the second network representation.

32. The apparatus of claim 29, wherein the processor is configured to receive
information indicating whether the first representation and the second representation are
timely aligned, and select a random access point of the second representation based on

the information.
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33. The apparatus of claim 32, wherein to select the random access point when the
first representation and the second representation are timely aligned, the processor is
configured to locate a first random access point of the first representation having an
earliest presentation time value following presentation time values of samples of the
buffered data of the first representation, and select a second random access point of the
second representation having the same presentation time value as the first random
access point, wherein to request the data from the second representation, the processor is
configured to request a fragment of the second representation comprising the second

random access point.

34. The apparatus of claim 32, wherein the processor is configured to, when the first
representation and the second representation are not timely aligned, select the random
access point comprises selecting a random access point of the second representation
having a presentation time value later than a presentation time value of at least one
sample of the buffered data of the first representation, wherein to buffer the amount of
data, the processor is configured to request and store data of the first representation up
to a first fragment having a starting presentation time value earlier than the presentation
time value of the selected random access point and an ending presentation time value
later than the presentation time value of the selected random access point, and to request
data from the second representation, the processor is configured to request data of the
second representation starting at a second fragment of the second representation

comprising the selected random access point.

35. The apparatus of claim 34, further comprising a video decoder configured to
decode the data of the first representation until reaching a group of pictures of the first
fragment, the group of pictures comprising a first picture having a starting presentation
time value earlier than a presentation time value of the selected random access point and
an ending presentation time value later than the presentation time value of the selected
random access point, and, after reaching the group of pictures of the first fragment,
decode the data of the second representation starting at the selected random access

point.
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36. The apparatus of claim 29, wherein the apparatus comprises at least one of:
an integrated circuit;
a microprocessor; and

a wireless communication device that includes the processor.

37. An apparatus for receiving video data, the apparatus comprising:

means for receiving a delay value indicative of a delay for switching between a
first representation of a video sequence and a second representation of the video
sequence;

means for requesting data from the first representation of a video sequence in
accordance with a streaming network protocol;

means for in response to determining to switch from the first representation to
the second representation, buffering an amount of data from the first representation
based on the delay value; and

means for requesting, after buffering the amount of data from the first
representation, data from a second representation of the video sequence in accordance

with the streaming network protocol.

38. The apparatus of claim 37, further comprising:

means for requesting an initialization segment of the first representation prior to
requesting the data of the first representation,

wherein the means for requesting the data from the second representation
comprises means for requesting the data from the second representation without

requesting an initialization segment of the second representation.

39. The apparatus of claim 37, further comprising:
means for detecting a change in network conditions; and
means for determining, based on the change in the network conditions, to switch

from the first representation to the second network representation.

40. The apparatus of claim 37, further comprising:
means for receiving information indicating whether the first representation and

the second representation are timely aligned; and
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means for selecting a random access point of the second representation based on

the information.

41. The apparatus of claim 40, wherein when the first representation and the second
representation are timely aligned, the means for selecting the random access point
comprises:

means for locating a first random access point of the first representation having
an earliest presentation time value following presentation time values of samples of the
buffered data of the first representation; and

means for selecting a second random access point of the second representation
having the same presentation time value as the first random access point,

wherein the means for requesting the data from the second representation
comprises means for requesting a fragment of the second representation comprising the

second random access point.

42. The apparatus of claim 40, wherein when the first representation and the second
representation are not timely aligned:

the means for selecting the random access point comprises means for selecting a
random access point of the second representation having a presentation time value later
than a presentation time value of at least one sample of the buffered data of the first
representation,

the means for buffering the amount of data comprises means for requesting and
storing data of the first representation up to a first fragment having a starting
presentation time value earlier than the presentation time value of the selected random
access point and an ending presentation time value later than the presentation time value
of the selected random access point, and

the means for requesting data from the second representation comprises means
for requesting data of the second representation starting at a second fragment of the

second representation comprising the selected random access point.
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43. The apparatus of claim 42, further comprising:

means for decoding the data of the first representation until reaching a group of
pictures of the first fragment, the group of pictures comprising a first picture having a
starting presentation time value earlier than a presentation time value of the selected
random access point and an ending presentation time value later than the presentation
time value of the selected random access point, and

means for decoding, after reaching the group of pictures of the first fragment, the

data of the second representation starting at the selected random access point.

44. A computer program product comprising a computer-readable storage medium
having stored thereon instructions that, when executed, cause a processor of a device for
receiving video data to:

receive a delay value indicative of a delay for switching between a first
representation of a video sequence and a second representation of the video sequence;

request data from the first representation of a video sequence in accordance with
a streaming network protocol;

in response to determining to switch from the first representation to the second
representation, buffer an amount of data from the first representation based on the delay
value; and

after buffering the amount of data from the first representation, request data from
a second representation of the video sequence in accordance with the streaming network

protocol.

45. The computer program product of claim 44, further comprising instructions that
cause the processor to request an initialization segment of the first representation prior
to requesting the data of the first representation,

wherein the means for requesting the data from the second representation
comprises means for requesting the data from the second representation without

requesting an initialization segment of the second representation.

46. The computer program product of claim 44, further comprising instructions that
cause the processor to:

detect a change in network conditions; and
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based on the change in the network conditions, determine to switch from the first

representation to the second network representation.

47. The computer program product of claim 44, further comprising instructions that
cause the processor to:

receive information indicating whether the first representation and the second
representation are timely aligned; and

select a random access point of the second representation based on the

information.

48. The computer program product of claim 47, wherein when the first
representation and the second representation are timely aligned, the instructions that
cause the processor to selecting the random access point comprises:

locate a first random access point of the first representation having an earliest
presentation time value following presentation time values of samples of the buffered
data of the first representation; and

selecting a second random access point of the second representation having the
same presentation time value as the first random access point,

wherein requesting the data from the second representation comprises requesting

a fragment of the second representation comprising the second random access point.

49. The computer program product of claim 47, further comprising that cause the
processor to, when the first representation and the second representation are not timely
aligned:

select the random access point comprises selecting a random access point of the
second representation having a presentation time value later than a presentation time
value of at least one sample of the buffered data of the first representation,

wherein the instructions that cause the processor to buffer the amount of data
comprise that cause the processor to request and store data of the first representation up
to a first fragment having a starting presentation time value earlier than the presentation
time value of the selected random access point and an ending presentation time value
later than the presentation time value of the selected random access point, and

wherein the instructions that cause the processor to request data from the second

representation comprise instructions that cause the processor to request data of the
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second representation starting at a second fragment of the second representation

comprising the selected random access point.

50. The computer program product of claim 49, further comprising instructions that
cause the processor to:

decode the data of the first representation until reaching a group of pictures of
the first fragment, the group of pictures comprising a first picture having a starting
presentation time value earlier than a presentation time value of the selected random
access point and an ending presentation time value later than the presentation time value
of the selected random access point; and

after reaching the group of pictures of the first fragment, decode the data of the

second representation starting at the selected random access point.
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