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(57) ABSTRACT 

When a user touches a first input point P1 with a touch pen or 
the like, touch position data indicating a coordinate of this 
first input point P1 can be obtained. A first object (stamp) is 
arranged in accordance with the first input point P1. When the 
user moves the touch pen or the like to a second input point P2 
while maintaining a touch state (slide operation), an orienta 
tion of the object is changed in real time Such that an angle 
reference line thereof coincides with a calculated reference 
line L2. 
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STORAGEMEDIUMISTORING MAGE 
PROCESSING PROGRAM FOR 

IMPLEMENTING CONTROLLED IMAGE 
DISPLAY ACCORDING TO INPUT 
COORDINATE, INFORMATION 

PROCESSING DEVICE AND METHOD FOR 
IMAGE PROCESSING 

0001. This nonprovisional application is based on Japa 
nese Patent Applications Nos. 2008-247026 and 2008 
247027 filed with the Japan Patent Office on Sep. 26, 2008, 
the entire contents of which are hereby incorporated by ref 
CCC. 

FIELD OF THE INVENTION 

0002 The present invention relates to a storage medium 
storing an image processing program for implementing con 
trolled image display according to a coordinate input through 
a user's operation, an image processing device, and a method 
for image processing. 

DESCRIPTION OF THE BACKGROUND ART 

0003. An image processing technique for changing (mov 
ing, rotating, reducing, expanding, and the like) an object 
displayed on a screen in response to a user's operation 
through a touch panel or the like has conventionally been 
known. 
0004 For example, Japanese Patent Laying-Open No. 
2005-277891 discloses a photographic seal vending machine, 
in which a size or an orientation of a stamp image is changed 
by using a touch pen provided with an expansion function and 
a touch pen provided with a rotation function. In addition, 
Japanese Patent Laying-Open No. 10-188014 discloses an 
image edition method of moving a selected object by drag 
ging a certain position and rotating that object by dragging 
another position. Moreover, Japanese Patent Laying-Open 
No. 2003-323241 discloses an image region designation 
device, in which an image is expanded by dragging a certain 
position and rotated by dragging another position. 
0005 According to the conventional techniques described 
above, at least two operations were required for changing a 
size and an orientation of an object. Alternatively, as shown in 
Japanese Patent Laying-Open No. 2005-277891, two touch 
pens were required for respective operations. 

SUMMARY OF THE INVENTION 

0006. The present invention was made to solve such prob 
lems. An object of the present invention is to provide a storage 
medium storing an image processing program that provides a 
user interface allowing an object to be displayed at any posi 
tion and in any orientation with a more simplified operation, 
an image processing device, and a method for image process 
1ng. 
0007 According to a first aspect of the present invention, 
a storage medium storing an image processing program 
executed by a computer (100A) interacting with an input 
portion (13; a reference numeral used in embodiments; to be 
understood similarly hereinafter) and a display portion (12) is 
provided. The image processing program causes the com 
puter (100A) to execute: a display step (S604, S606, S654) of 
displaying an object on the display portion; a detection step 
(S640, S642) of detecting variation of a coordinate value 
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input through an operation of the input portion; an obtaining 
step (S648) of obtaining a first variation component and a 
second variation component in accordance with the variation 
of the coordinate value; a first changing step (S650, S652) of 
changing an orientation of the object displayed on the display 
portion in accordance with the first variation component; and 
a second changing step (S650, S652) of changing a size of the 
object displayed on the display portion in accordance with the 
second variation component. 
0008 According to the first aspect, when the user operates 
the input portion (13) (representatively, slide operation), the 
first variation component and the second variation component 
are obtained in accordance with the variation of the coordi 
nate value caused by the operation. Then, the orientation and 
the size of the object are changed in accordance with the first 
variation component and the second variation component 
respectively. 
0009. Therefore, the user can change the orientation of the 
object as well as the size thereofthrough a series of operations 
of the input portion (13). Thus, as the user can freely arrange 
the object and also change the orientation thereofwith what is 
called “one action, the orientation and the size of the object 
can freely be changed for display with a more simplified 
operation. 
0010. According to a more preferred second aspect of the 
present invention, in the first aspect described above, the 
image processing program causes the computer to further 
execute the steps of repeatedly performing (S656) the detec 
tion step (S640, S642); and repeatedly performing (S656) the 
obtaining step (S648), the first changing step (S650, S652), 
and the second changing step (S650, S652) each time the 
variation of the coordinate value is detected. 
0011. According to the second aspect, when the user per 
forms some operation, the object is changed in real time. 
Therefore, the user can actually feel excellent operation 
response. In addition, as the user can intuitively recognize 
how the object is changed through his/her own operation, the 
object can more readily be changed to a desired orientation 
and size. 
0012. According to a more preferred third aspect of the 
present invention, in the first aspect described above, a quan 
tity of change in the orientation and the size of the object is 
determined in accordance with relative relation between a 
predetermined reference point of the object and a vector 
indicating the variation of the coordinate value. 
0013. According to the third aspect, by performing some 
operation in the vicinity of the object, the user can change the 
orientation and the size of the object in accordance with that 
operation. Therefore, the user can change the object more 
intuitively. 
0014. According to a more preferred fourth aspect of the 
present invention, in the third aspect described above, the first 
variation component is a circumferential component of the 
vector with respect to the reference point, and the second 
variation component is a radial component of the vector with 
respect to the reference point. 
0015. According to the fourth aspect, the orientation of the 
object is changed in accordance with the circumferential 
component with respect to the reference point of the object, 
that is, the operation in the direction of rotation around the 
object, and the size of the object is changed in accordance 
with the operation in a direction away from or toward the 
reference point of the object. As the change in the orientation 
and the size of the object is intuitively associated with the 
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user's operation, the user can more readily change the orien 
tation and the size of the object. 
0016. According to a more preferred fifth aspect of the 
present invention, in the third aspect described above, the 
quantity of change in the orientation of the object is deter 
mined in accordance with an angle between two coordinate 
values before and after variation, with reference to the refer 
ence point. 
0017. According to the fifth aspect, as the orientation of 
the object is changed by an angle comparable to the variation 
of the coordinate value with respect to the reference point of 
the object, that has been caused as a result of Some operation 
by the user, the user can actually feel that the object rotates by 
the angle corresponding to his/her own operation. Therefore, 
the user can intuitively change the orientation of the object. 
0018. According to a more preferred sixth aspect of the 
present invention, in the first aspect described above, the input 
portion (13) is arranged in association with a display Surface 
of the display portion (12), and the detection step (S640, 
S642) includes detecting, as effective, also variation of a 
coordinate value associated with a region other than a region 
where the object is displayed. 
0019. According to the sixth aspect, the orientation and the 
size of the object can be changed not only by the operation on 
the object but also by the operation performed in a region in 
the vicinity of the object. Thus, the user can more freely 
change the object. 
0020. According to a more preferred seventh aspect of the 
present invention, in the first aspect described above, the 
display step (S604, S606, S654) includes developing an 
image included in the object around the object and displaying 
the resultant image. In addition, a display image obtained by 
development is Successively updated with change in the ori 
entation or size of the object. 
0021 According to the seventh aspect, an image obtained 
by developing the image of the object like a “kaleidoscope' is 
displayed on the display portion. In addition, when the user 
performs an operation for changing the object, the image like 
a "kaleidoscope' is also updated in real time in Synchroniza 
tion with this operation. Therefore, the user can enjoy further 
diversified image expression by using, for example, an image 
picked up by a camera. 
0022. According to a more preferred eighth aspect of the 
present invention, in the first aspect described above, in the 
detection step, variation between an initially input coordinate 
and each Subsequent input coordinate is detected as the varia 
tion of the coordinate value, with regard to a coordinate group 
Successively input through an operation of the input portion. 
0023. An image processing device (100A) according to a 
ninth aspect of the present invention includes: a detection 
portion (13, 31; S640, S642) detecting variation of a coordi 
nate value input through a user's operation; an obtaining 
portion (31; S648) obtaining a first variation component and 
a second variation component in accordance with the varia 
tion of the coordinate value; a first display changing portion 
(31; S650, S652) changing an orientation of the object dis 
played on a display portion in accordance with the first varia 
tion component; and a second display changing portion (31; 
S650, S652) changing a size of the object displayed on the 
display portion in accordance with the second variation com 
ponent. 
0024. According to a tenth aspect of the present invention, 
an image processing method performed by a computer 
(100A) interacting with an input portion (13) and a display 
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portion (12) is provided. The image processing method 
includes: a display step (S604, S606, S654) of displaying an 
object on the display portion; a detection step (S640, S642) of 
detecting variation of a coordinate value input through an 
operation of the input portion; an obtaining step (S648) of 
obtaining a first variation component and a second variation 
component in accordance with the variation of the coordinate 
value, a first changing step (S650, S652) of changing an 
orientation of the object displayed on the display portion in 
accordance with the first variation component; and a second 
changing step (S650, S652) of changing a size of the object 
displayed on the display portion in accordance with the sec 
ond variation component. 
0025. According to a more preferred eleventh aspect of the 
present invention, in the tenth aspect described above, the 
image processing method further includes the steps of 
repeatedly performing (S656) the detection step; and repeat 
edly performing (S656) the obtaining step, the first changing 
step, and the second changing step each time the variation of 
the coordinate value is detected. 
0026. According to a more preferred twelfth aspect of the 
present invention, in the tenth aspect described above, a quan 
tity of change in the orientation and the size of the object is 
determined in accordance with relative relation between a 
predetermined reference point of the object and a vector 
indicating the variation of the coordinate value. 
0027. According to a more preferred thirteenth aspect of 
the present invention, in the tenth aspect described above, the 
input portion is arranged in association with a display Surface 
of the display portion, and the detection step includes detect 
ing, as effective, also variation of the coordinate value asso 
ciated with a region other than a region where the object is 
displayed. 
0028. According to a more preferred fourteenth aspect of 
the present invention, in the tenth aspect described above, the 
display step includes developing an image included in the 
object around the object and displaying the resultant image, 
and a display image obtained by development is successively 
updated with change in the orientation or size of the object. 
0029. According to a more preferred fifteenth aspect of the 
present invention, in the first aspect described above, the 
detection step includes detecting variation between an ini 
tially input coordinate and each Subsequent input coordinate 
as the variation of the coordinate value, with regard to a 
coordinate group Successively input through an operation of 
the input portion. 
0030. According to the present invention, a user interface 
allowing an object to be displayed in any size and in any 
orientation with a more simplified operation can be achieved. 
0031. In the description above, reference numerals for 
indicating correspondence with embodiments which will be 
described later, Supplemental explanation and the like are 
provided for better understanding of the present invention, 
however, they are not intended to limit the present invention 
in any manner. 
0032. The foregoing and other objects, features, aspects 
and advantages of the present invention will become more 
apparent from the following detailed description of the 
present invention when taken in conjunction with the accom 
panying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0033 FIG. 1 shows appearance of a game device accord 
ing to a first embodiment of the present invention. 



US 2010/0080491 A1 

0034 FIG. 2 is a block diagram showing an exemplary 
internal configuration of the game device according to the 
first embodiment of the present invention. 
0035 FIG.3 is a diagram showing exemplary usage of the 
game device according to the first embodiment of the present 
invention. 
0036 FIG. 4 is a diagram showing an exemplary selection 
screen in the game device according to the first embodiment 
of the present invention. 
0037 FIG. 5 is a diagram (No. 1) for illustrating outlines 
of a 'graffiticamera’ according to the first embodiment of the 
present invention. 
0038 FIG. 6 is a diagram (No. 2) for illustrating outlines 
of the “graffiti camera’ according to the first embodiment of 
the present invention. 
0039 FIG. 7 is a diagram (No. 3) for illustrating outlines 
of the “graffiti camera’ according to the first embodiment of 
the present invention. 
0040 FIG. 8 is a diagram (No. 4) for illustrating outlines 
of the “graffiti camera’ according to the first embodiment of 
the present invention. 
0041 FIG. 9 is a diagram (No. 5) for illustrating outlines 
of the “graffiti camera’ according to the first embodiment of 
the present invention. 
0042 FIG. 10 is a diagram (No. 6) for illustrating outlines 
of the “graffiti camera’ according to the first embodiment of 
the present invention. 
0043 FIG. 11 is a diagram (No. 7) for illustrating outlines 
of the 'graffiti camera’ according to the first embodiment of 
the present invention. 
0044 FIGS. 12A to 12C are diagrams (No. 1) for illustrat 
ing detailed processing for the 'graffiti camera’ according to 
the first embodiment of the present invention. 
0045 FIGS. 13 A to 13C are diagrams for illustrating inter 
nal processing corresponding to the detailed processing 
shown in FIGS. 12A to 12C. 
0046 FIGS. 14A to 14C are diagrams (No. 2) for illustrat 
ing detailed processing for the 'graffiti camera’ according to 
the first embodiment of the present invention. 
0047 FIGS. 15A to 15C are diagrams for illustrating inter 
nal processing corresponding to the detailed processing 
shown in FIGS. 14A to 14C. 
0048 FIG. 16 is a diagram (No. 3) for illustrating detailed 
processing for the 'graffiti camera’ according to the first 
embodiment of the present invention. 
0049 FIG. 17 is a schematic diagram for illustrating ren 
dering processing of the game device according to the first 
embodiment of the present invention. 
0050 FIG. 18 is a schematic diagram for illustrating an 
effective range of the game device according to the first 
embodiment of the present invention. 
0051 FIG. 19 is a flowchart showing processing relating 
to function selection in the game device according to the first 
embodiment of the present invention. 
0052 FIG. 20 is a flowchart (No. 1) showing sub routine 
processing performed when the 'graffiti camera' is selected 
in step S16 shown in FIG. 19. 
0053 FIG. 21 is a flowchart (No. 2) showing sub routine 
processing performed when the 'graffiti camera' is selected 
in step S16 shown in FIG. 19. 
0054 FIG.22 is a flowchart showing rendering processing 
Sub routine processing of which execution is started in step 
S100 shown in FIG. 20. 
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0055 FIG. 23 is a flowchart showing sub routine process 
ing in a “pencil mode performed in step S136 shown in FIG. 
21. 
0056 FIG. 24 is a flowchart showing sub routine process 
ing in an "eraser mode performed in step S138 shown in FIG. 
21. 
0057 FIG. 25 is a flowchart showing sub routine process 
ing in a “stamp' mode performed in step S140 shown in FIG. 
21. 
0.058 FIGS. 26A and 26B are diagrams for illustrating 
processing in a first variation of the first embodiment of the 
present invention. 
0059 FIG. 27 is a diagram showing an exemplary selec 
tion screen in the game device according to a second embodi 
ment of the present invention. 
0060 FIG. 28 is a diagram (No. 1) for illustrating outlines 
of a “mirror camera’ according to the second embodiment of 
the present invention. 
0061 FIG. 29 is a diagram (No. 2) for illustrating outlines 
of the “mirror camera’ according to the second embodiment 
of the present invention. 
0062 FIG. 30 is a diagram (No. 3) for illustrating outlines 
of the “mirror camera’ according to the second embodiment 
of the present invention. 
0063 FIG.31 is a diagram (No. 4) for illustrating outlines 
of the “mirror camera’ according to the second embodiment 
of the present invention. 
0064 FIG. 32 is a diagram (No. 5) for illustrating outlines 
of the “mirror camera’ according to the second embodiment 
of the present invention. 
0065 FIG. 33 is a diagram for illustrating detailed pro 
cessing for the “mirror camera’ according to the second 
embodiment of the present invention. 
0.066 FIG. 34 is a schematic diagram for illustrating ren 
dering processing of the game device according to the second 
embodiment of the present invention. 
0067 FIGS. 35A and 35B are schematic diagrams for 
illustrating processing for extracting an image object in the 
game device according to the second embodiment of the 
present invention. 
0068 FIG. 36 is a flowchart showing sub routine process 
ing performed when the “mirror camera' is selected in step 
S16 shown in FIG. 19. 
0069 FIG. 37 is a flowchart showing sub routine process 
ing performed when the “mirror camera' is selected in step 
S16 shown in FIG. 19. 
0070 FIG.38 is a flowchart showing rendering processing 
Sub routine processing of which execution is started in step 
S602 shown in FIG. 36. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0071. An embodiment of the present invention will be 
described in detail with reference to the drawings. The same 
or corresponding elements in the drawings have the same 
reference characters allotted, and detailed description thereof 
will not be repeated. 

First Embodiment 

(0072 A game device 100 will be described hereinafter as 
a representative example of a computer or an image process 
ing device according to the present invention. In addition, a 
program executed by game device 100 will be described by 
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way of example of an image processing program according to 
the present invention. It is noted that the image processing 
device according to the present invention is not limited to a 
game device, and it may be implemented as a personal com 
puter capable of executing various applications. Namely, the 
image processing program according to the present invention 
can be executed by a computer of any kind, so long as the 
computer interacts with an input portion and a display por 
tion. It is noted here that “to interact with means that the 
input portion and the display portion are connected to the 
computer through wired or wireless connection to allow com 
munication of data, and encompasses both of an example 
where the input portion and the display portion are integrally 
formed with a computer device and an example where they 
are provided separately from the computer device. 
0073. In addition, the image processing program accord 
ing to the present invention may be incorporated as a function 
of various applications executed on a personal computer. In 
the following, a portable device will be described, however, a 
stationary device may be employed. 
0074. Further, regarding the input portion, in a case of a 
portable device as will be described later, a touch panel is 
preferred as will be described later, however, a mouse or the 
like may alternatively be employed. Alternatively, a pointer 
capable of indicating a coordinate remotely from a display 
monitor (typically, a controller or the like of Wii R) may be 
employed. In the case of a mouse or a pointer, a "touch on 
coordinate in embodiments described later may be a coordi 
nate detected when a prescribed operation (such as a button 
operation) is performed, and determination as "a touch state 
being continued may be defined as determination that a 
prescribed operation is continued (for example, the button 
operation is continued). 
0075) <Appearance of Game Device> 
0076 FIG. 1 shows appearance of game device 100 
according to a first embodiment of the present invention. 
0077 Referring to FIG. 1, game device 100 according to 
the present embodiment is a foldable-type portable game 
device. FIG. 1 shows game device 100 in an unfolded state 
(opened state). Game device 100 is configured to have such a 
size that a user can hold game device 100 with both hands or 
one hand even in the unfolded state. 
0078 Game device 100 has a lower housing 11 and an 
upper housing 21. Lower housing 11 and upper housing 21 
are coupled to allow opening and closing (be foldable). In the 
example shown in FIG. 1, lower housing 111 and upper 
housing 21 are each formed like a horizontally long, rectan 
gular plate, and they are coupled to each other to be pivotable 
around a long side portion thereof. 
0079 Normally, the user uses game device 100 in the 
opened state. In addition, the user stores game device 100 in 
a closed state when he/she does not use game device 100. In 
the example shown in FIG. 1, game device 100 can not only 
be in the closed state or the opened state but also be held at any 
angle between the closed State and the opened State that is 
formed by lowerhousing 11 and upper housing 21, by means 
of friction force generated in a coupling portion. Namely, 
upper housing 21 can be stopped at any angle with respect to 
lower housing 11. 
0080 A lower LCD (Liquid Crystal Display) 12 is pro 
vided as the display portion (display means) in lowerhousing 
11. Lower LCD 12 is in a horizontally long shape and it is 
arranged Such that a direction in which its long side extends 
coincides with a direction in which a long side of lower 
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housing 11 extends. In the present embodiment, though an 
LCD is employed as the display portion (display means) 
mounted on game device 100, any other display device Such 
as a display device utilizing EL (Electro Luminescence) may 
be employed. In addition, game device 100 can employ a 
display device of any resolution. 
I0081. Operation buttons 14A to 14H are provided as the 
input portion (input means) in lowerhousing 11. As shown in 
FIG. 1, among operation buttons 14A to 14H, a direction 
input button 14A, an operation button 14B, an operation 
button 14C, an operation button 14D, an operation button 
14E, a power button 14F, a start button 14G, and a select 
button 14H are provided on an inner main surface of lower 
housing 11, which is located on the inner side when upper 
housing 21 and lower housing 11 are folded. 
I0082 Direction input button 14A is used, for example, for 
a selection operation. Operation buttons 14B to 14E are used, 
for example, for an enter operation or a cancel operation. 
Powerbutton 14F is used for turning on/off the power of game 
device 100. In the example shown in FIG. 1, direction input 
button 14A and power button 14F are provided on the inner 
main surface on one of left and right sides (left side in FIG. 1) 
oflower LCD12 provided around the center of the inner main 
surface of lower housing 11. 
I0083. In addition, operation buttons 14B to 14E, start but 
ton 14G, and select button 14 Hare provided on the inner main 
surface of lowerhousing 11 on the other of left and right sides 
(right side in FIG. 1) of lower LCD12. Direction input button 
1-4A, operation buttons 14B to 14E, start button 14G, and 
select button 14H are used for performing various operations 
on game device 100. 
I0084 Operation buttons 141 to 14K not shown in FIG. 1 
may further be provided in game device 100. For example, an 
L button 14I is provided at a left end portion of an upper side 
surface of lower housing 11, and an R button 14J is provided 
at a right end portion on the upper side surface of lower 
housing 11. L. button 14I and R button 14J are used, for 
example, for performing an image pick-up instruction opera 
tion (shutter operation) on game device 100. In addition, a 
volume button 14K is provided on a left side surface of lower 
housing 11. Volume button 14K is used for adjusting a volume 
of a speaker included in game device 100. 
I0085. In addition, game device 100 further includes a 
touch panel 13 as the input portion (input means) different 
from operation buttons 14A to 14H. Touch panel 13 is 
attached to cover a screen of lower LCD 12. 

I0086. In the present embodiment, touch panel 13 is 
arranged in association with a display Surface of lower LCD 
12, and for example, a resistive touch panel is employed. It is 
noted that touch panel 13 is not limited to the resistive type 
and any pressing-type touch panel may be adopted. 
I0087. In the present embodiment, for example, a touch 
panel having resolution (detection accuracy) as high as that of 
lower LCD12 is employed as touch panel 13. It is noted that 
the resolution of touch panel 13 does not necessarily have to 
be equal to the resolution of lower LCD 12. 
I0088. In addition, an insertion opening (dashed line shown 
in FIG. 1) for a touch pen 27 is provided in a right side surface 
of lower housing 11. Touch pen 27 used for performing an 
operation on touch panel 13 can be accommodated in the 
insertion opening. Normally, input to touch panel 13 is made 
by using touch pen 27, however, touch panel 13 can be oper 
ated with a finger of the user, without limited to touch pen 27. 
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0089 Moreover, an insertion opening (shown with a 
chain-double-dotted line in FIG. 1) for accommodating a 
memory card 28 is provided in the right side surface of lower 
housing 11. A connector (not shown) for electrically connect 
ing game device 100 and memory card 28 with each other is 
provided in the inside of this insertion opening. Memory card 
28 is implemented, for example, by an SD (Secure Digital) 
memory card and removably attached to the connector. 
Memory card 28 is used, for example, for storing (saving) an 
image picked up and/or processed by game device 100 or for 
reading an image generated by another device into game 
device 100. 

0090. Further, an insertion opening (shown with a chain 
dotted line in FIG. 1) for accommodating a memory card 29 
is provided in the upper side surface of lower housing 11. A 
connector (not shown) for electrically connecting game 
device 100 and memory card 29 with each other is provided 
also in the inside of this insertion opening. Memory card 29 is 
a storage medium storing an image communication program, 
a game program or the like, and it is removably attached to the 
insertion opening provided in lower housing 11. 
0091. Three LEDs 15A to 15C are disposed in a portion on 
the left of the coupling portion of lowerhousing 11 and upper 
housing 21. Game device 100 according to the present 
embodiment can establish wireless communication with 
other equipment, and a first LED 15A illuminates when wire 
less communication is established. A second LED 15B illu 
minates while game device 100 is being charged. A third LED 
15C illuminates when the power of game device 100 is turned 
on. Therefore, three LEDs 15A to 15C can notify the user of 
a state of communication establishment, a state of charge, and 
a state of power on/off of game device 100, respectively. 
0092. On the other hand, an upper LCD 22 is provided in 
upper housing 21. Upper LCD 22 has a horizontally long 
shape and it is arranged Such that a direction in which its long 
side extends coincides with a direction in which alongside of 
upper housing 21 extends. As in lower LCD 12, a display 
device of any other type and of any other resolution may be 
employed instead of upper LCD 22. A touch panel may be 
provided to cover upper LCD 22. 
0093. In addition, two cameras (an inner camera 23 and an 
outer camera 25) each serving as an image pick-up device are 
provided in upper housing 21. As shown in FIG. 1, inner 
camera 23 is disposed in an inner main Surface of upper 
housing 21 around the coupling portion. On the other hand, 
outer camera 25 is disposed in a Surface opposite to the inner 
main Surface where inner camera 23 is disposed, that is, to an 
outer main Surface of upper housing 21 (a Surface on the 
outside when game device 100 is in the closed state and a back 
surface of upper housing 21 shown in FIG.1). In FIG. 1, outer 
camera 25 is shown with a dashed line. 

0094 Thus, inner camera 23 can pick up an image in a 
direction in which the inner main Surface of upper housing 21 
faces, and outer camera 25 can pickup an image in a direction 
opposite to the direction of image pick-up by inner camera 23. 
that is, in a direction in which the outer main Surface of upper 
housing 21 faces. 
0095. In this manner, in the present embodiment, two cam 
eras, that is, inner camera 23 and outer camera 25, are pro 
vided such that the directions of image pick-up are opposite to 
each other. For example, the user can pick up with inner 
camera 23, an image of a view in a direction from game device 
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100 toward the user, and can pick up with outer camera 25, an 
image of a view from game device 100 toward a side opposite 
to the user. 

0096. In some cases, lower LCD 12 and/or upper LCD 22 
may be used for displaying an image picked up by inner 
camera 23 or outer camera 25 in real time. 
0097. In addition, a microphone (a microphone 43 shown 
in FIG. 2) is accommodated as an audio input device in the 
inner main Surface around the coupling portion above. In the 
inner main Surface around the coupling portion above, a 
microphone hole 16 is formed such that microphone 43 can 
sense sound outside game device 100. A position where 
microphone 43 is accommodated and a position of micro 
phone hole 16 do not necessarily have to be in the coupling 
portion above, and for example, microphone 43 may be 
accommodated in lowerhousing 11 and microphone hole 16 
may be provided in lowerhousing 11 in correspondence with 
the position of accommodation of microphone 43. 
(0098. Moreover, a fourth LED 26 (shown with a dashed 
line in FIG. 1) is disposed in the outer main surface of upper 
housing 21. Fourth LED26 illuminates while inner camera 23 
or outer camera 25 is picking up an image. Alternatively, 
fourth LED 26 may blink while a motion picture is being 
picked up (picked-up images are stored as motion picture) by 
inner camera 23 or outer camera 25. 

(0099. In order to prevent illumination of the LED from 
entering the screen, fourth LED 26 may be turned off from the 
moment of pressing of a shutter until completion of storage of 
the image picked up at the moment of pressing of the shutter. 
Fourth LED 26 can notify a subjector a person nearby that the 
image pick-up by game device 100 is being performed. 
0100. In addition, a sound emission hole 24 is formed in 
the inner main Surface of upper housing 21, on each of left and 
right sides of upper LCD 22 provided around the center of the 
inner main Surface. A speaker is accommodated in upper 
housing 21 in the rear of Sound emission hole 24. Sound 
emission hole 24 is a hole for emitting sound from the speaker 
to the outside of game device 100. 
0101. As described above, upper housing 21 is provided 
withinner camera 23 and outer camera 25 that are features for 
picking up an image as well as upper LCD 22 Serving as the 
display portion for displaying various images. On the other 
hand, lower housing 11 is provided with the input portion 
(touch panel 13 and buttons 14A to 14K) for providing opera 
tion inputs to game device 100 as well as lower LCD 12 
serving as the display portion for displaying various images. 
0102 The input device can be used for such applications 
that the user holds lower housing 11 to provide inputs to the 
input device while the picked-up image (the image picked up 
by the camera) is displayed on lower LCD 12 or upper LCD 
22 in use of game device 100. 
(0103) 
0104 FIG. 2 is a block diagram showing an exemplary 
internal configuration of game device 100 according to the 
first embodiment of the present invention. 
0105 Referring to FIG. 2, game device 100 includes such 
electronic parts as a CPU 31, a main memory 32, a memory 
control circuit 33, a data memory 34 for storage, a memory 35 
for preset data, memory card interfaces (memory card I/F) 36 
and 37, a wireless communication module 38, a local com 
munication module 39, a real time clock (RTC) 40, a power 
supply circuit 41, and an interface circuit (I/F circuit) 42. 
These electronic parts are mounted on an electronic circuit 

<Internal Configuration of Game Device> 
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Substrate and accommodated in lowerhousing 11 (or may be 
accommodated in upper housing 21). 
0106 CPU 31 is an operation processing unit for execut 
ing a prescribed program. In the present embodiment, a pre 
scribed program is recorded in a memory (such as data 
memory 34 for storage) within game device 100 or memory 
card 28 and/or 29, and CPU 31 performs image processing 
which will be described later by executing the prescribed 
program. The program executed by CPU 31 may be recorded 
in advance in a memory within game device 100, obtained 
from memory card 28 and/or 29, or obtained from other 
equipment through communication with other equipment. 
0107 Main memory 32, memory control circuit 33 and 
memory 35 for preset data are connected to CPU 31. In 
addition, data memory 34 for storage is connected to memory 
control circuit 33. 
0108 Main memory 32 is a storage portion used as a work 
area or a buffer area of CPU 31. Namely, main memory 32 
stores various types of data used for information processing 
above or stores a program obtained from the outside (memory 
cards 28 and 29, other equipment, and the like). In the present 
embodiment, for example, a PSRAM (Pseudo-SRAM) is 
employed as main memory 32. 
0109 Data memory 34 for storage is a storage portion for 
storing a program executed by CPU 31, data of images picked 
up by inner camera 23 and outer camera 25, and the like. Data 
memory 34 for storage is implemented by a non-volatile 
storage medium, and for example, it is implemented by a 
NAND-type flash memory in the present embodiment. 
Memory control circuit 33 is a circuit controlling reading and 
writing of data from/to data memory 34 for storage in accor 
dance with an instruction from CPU 31. 
0110 Memory 35 for preset data is a storage portion for 
storing data Such as various parameters set inadvance in game 
device 100 (preset data). A flash memory connected to CPU 
31 through an SPI (Serial Peripheral Interface) bus may be 
employed as memory 35 for preset data. 
0111 Memory card I/Fs 36 and 37 are each connected to 
CPU 31. Memory card I/F36 performs reading and writing of 
data from/to memory card 28 attached to the connector in 
response to an instruction from CPU 31. In addition, memory 
card I/F 37 performs reading and writing of data from/to 
memory card 29 attached to the connector in response to an 
instruction from CPU 31. 
0112. In the present embodiment, data of images picked 
up by inner camera 23 and outer camera 25 or image data 
received from other devices is written in memory card 28, or 
image data stored in memory card 28 is read from memory 
card 28 and stored in data memory 34 for storage or transmit 
ted to other devices. In addition, various programs stored in 
memory card 29 are read and executed by CPU 31. 
0113. The image processing program according to the 
present invention is Supplied not only to a computer system 
through an external storage medium Such as memory card 29 
but also to a computer system through a wired or wireless 
communication line. Alternatively, the image processing pro 
gram may be stored in advance in a non-volatile storage 
device within the computer system. The storage medium 
storing the image processing program is not limited to the 
non-volatile storage device above, and an optical, disc-like 
storage medium such as a CD-ROM, a DVD, or a similar 
medium may be employed. 
0114 Wireless communication module 38 has a function 
for connection to wireless LAN, for example, in compliance 
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with IEEE 802.11.b/g specifications. In addition, local com 
munication module 39 has a function to establish wireless 
communication with a game device of a similar type under a 
prescribed communication scheme. Wireless communication 
module 38 and local communication module 39 are con 
nected to CPU 31. CPU 31 can transmit and receive data 
to/from other equipment through the Internet by using wire 
less communication module. 38, or transmit and receive data 
to/from another game device of a similar type by using local 
communication module 39. 
0.115. In addition, RTC 40 and power supply circuit 41 are 
connected to CPU 31. RTC 40 counts time and outputs the 
counted time to CPU 31. For example, CPU 31 is also able to 
calculate current time (date) or the like based on the time 
counted by RTC 40. Power supply circuit 41 controls electric 
power supplied from a power supply of game device 100 
(typically, a battery housed in lowerhousing 11) and Supplies 
electric power to each part of game device 100. 
0116. Moreover, game device 100 includes microphone 
43 and amplifier 44. Microphone 43 and amplifier 44 are 
connected to I/F circuit 42. Microphone 43 senses voice and 
sound of the user issued toward game device 100 and outputs 
an audio signal indicating the Voice and Sound to I/F circuit 
42. Amplifier 44 amplifies the audio signal from I/F circuit 42 
and causes the audio signal to be output from the speaker (not 
shown). I/F circuit 42 is connected to CPU 31. 
0117. Further, touch panel 13 is connected to I/F circuit 
42. I/F circuit 42 includes an audio control circuit controlling 
microphone 43 and amplifier 44 (speaker) and a touch panel 
control circuit controlling touch panel 13. 
0118. The audio control circuit performs A/D conversion 
and D/A conversion of the audio signal, and converts the 
audio signal to audio data in a prescribed format. 
0119 The touch panel control circuit generates touch 
position data in a prescribed format based on a signal from 
touch panel 13 and outputs the data to CPU 31. For example, 
the touch position data is data indicating a coordinate of a 
position where input to an input surface of touchpanel 13 was 
made. Here, the touch panel control circuit performs reading 
of a signal from touch panel 13 and generation of the touch 
position data once in a prescribed period of time. 
I0120 CPU 31 can detect a coordinate input through the 
user's operation of touch panel 13 by obtaining the touch 
position data through I/F circuit 42. 
I0121 Operation button 14 is constituted of operation but 
tons 14A to 14K above and connected to CPU 31. Operation 
data indicating a state of input to each of operation buttons 
14A to 14K (whether the button was pressed or not) is output 
from operation button 14 to CPU 31. CPU 31 performs pro 
cessing inaccordance with the input to operation button 14 by 
obtaining the operation data from operation button 14. 
0.122 Inner camera 23 and outer camera 25 are each con 
nected to CPU 31. Inner camera 23 and outer camera 25 pick 
up an image in response to an instruction from CPU 31 and 
output data of the picked-up image to CPU 31. For example, 
CPU 31 issues an image pick-up instruction to any one of 
inner camera 23 and outer camera 25, and the camera that 
received the image pick-up instruction picks up an image and 
sends the image data to CPU 31. 
I0123. In addition, lower LCD 12 and upper LCD 22 are 
each connected to CPU31. Lower LCD12 and upper LCD 22 
display an image in response to an instruction from CPU 31. 
For example, CPU 31 causes one of lower LCD 12 and upper 
LCD 22 to display the image obtained from any of inner 
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camera 23 and outer camera 25, and causes the other of lower 
LCD 12 and upper LCD 22 to display an operation guidance 
picture generated through prescribed processing. 
0.124 <Exemplary Usage of Game Device> 
0.125 FIG. 3 is a diagram showing exemplary usage of 
game device 100 according to the first embodiment of the 
present invention. Referring to FIG.3, in game device 100, an 
image, for example, of a subject TRG picked up by the 
mounted camera (inner camera 23 or outer camera 25) is 
displayed in real time on lower LCD 12, and the user can use 
touch pen 27, his/her own finger or the like (hereinafter, 
referred to as “touch pen 27 etc.) to operate touch panel 13 
arranged on lower LCD 12 and add an arbitrary object. Then, 
the object(s) in accordance with this user's operation is (are) 
displayed in a manner Superimposed on the picked-up image. 
Thus, in game device 100 according to the present embodi 
ment, the user can freely do “graffiti over the image or the 
like picked up by the camera. The displayed image may be an 
image stored in advance in memory card 28 (FIG. 2) or the 
like (still image or moving image). 
0126 Though the image of subject TRG is picked up by 
outer camera 25 in the example shown in FIG.3, the image of 
subject TRG may be picked up by inner camera 23, and the 
user can arbitrarily select which camera to use. 
0127 FIG. 4 is a diagram showing an exemplary selection 
screen in game device 100 according to the first embodiment 
of the present invention. Referring to FIG.4, game device 100 
according to the present embodiment is provided with a plu 
rality of functions including a function to allow the user to 
freely do “graffiti described above, and the user selects a 
desired function on the selection screen shown in FIG. 4. 
0128. In the example shown in FIG. 4, a plurality of icons 
150 corresponding to respective functions provided in game 
device 100 are displayed in an upper portion of the screen, and 
the user can arbitrarily select an icon corresponding to a 
desired function from among these icons 150. In addition, 
selection icons 152 and 154 are displayed on opposing sides 
of the screen. Each time the user selects selection icon 152 or 
154, the selected function is successively changed toward the 
left or toward the right, along arrangement of icons 150. 
0129. When a “start icon 158 is selected after the user 
selects the function in Such a manner, the selected function is 
executed. In addition, when a “quit' icon 156 is selected, the 
screen returns to a not-shown menu screen. 
0130. In addition, as shown in FIG. 4, a name of the 
selected function (in the example shown in FIG. 4, “graffiti 
camera') and outlines of that processing are shown in a pre 
view region 160, so as to present to the user contents of the 
function corresponding to icon 150 selected by the user. 
0131 <Outlines of “Graffiti Camera'> 
0132) Outlines of a 'graffiti camera’ according to the 
present embodiment will be described hereinafter with refer 
ence to FIGS. 5 to 11. 
0133. The 'graffiti camera’ according to the present 
embodiment is a function to allow the user to freely do 'graf 
fiti over an image or the like picked up by the camera. The 
'graffiti camera' provides a function to allow arrangement of 
one object (stamp) prepared in advance at any position and in 
any orientation and a function to allow arrangement of a 
plurality of objects along a trail input by the user. 
0134. As shown in FIG. 5, in a “graffiti camera mode, the 
image picked up by the camera is displayed in real time, and 
icons 202 to 208 for selecting a 'graffiti operation over this 
image are displayed in the upper portion of the screen and 
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icons 210 to 214 for selecting various types of operations are 
displayed in a lower portion of the screen. 
I0135) In the example shown in FIG. 5, a case is shown, 
where an object OBJ2 representing a stamp of a leaf and an 
object OBJ4 representing a stamp of a heart are displayed in 
a manner Superimposed on the image obtained as a result of 
image pick-up of Subject TRG, and in addition an object 
OBJ3 indicating characters of “hello” input by the user is 
displayed in a Superimposed manner. 
(0.136 Regarding object OBJ3 shown in FIG. 5, the user 
selects (touches) a “pencil' icon 202 and thereafter moves 
touch pen 27 etc. while touch pen 27 etc. keeps touching the 
screen (slide operation), so that object OBJ3 is generated 
along the trail. By selecting “pencil' icon 202, a not-shown 
selection Sub menu is displayed and any thickness and color 
of a line can be selected in this selection sub menu. 

0.137 In addition, when the user selects an "eraser icon 
204 and thereafter moves touch pen 27 etc. while touchpen 27 
etc. keeps touching the screen (slide operation), the object 
included in that trail (region) is erased. Moreover, when an 
“all erase' icon 208 is selected, all objects displayed in a 
display region 200 are erased. 
0.138. In addition, when a “stamp' icon 206 is selected, the 
selection sub menu shown in FIG. 6 is displayed and input of 
a stamp selected in this selection Sub menu is permitted. In 
game device 100, a plurality of types of Stamps (ten types in 
the example shown in FIG. 6) are prepared in advance, and as 
shown in FIG. 6, in the selection sub menu displayed when 
“stamp' icon 206 was selected, a plurality of icons 222 cor 
responding to respective stamps are displayed. When the user 
selects an icon corresponding to a desired Stamp and selects a 
“close icon 224, a state that the selected stamp can be input 
is established and the selection Sub menu is no longer dis 
played. 
0.139. When the user touches a desired position on the 
screen with touch pen 27 etc. in the state that the selected 
stamp can be input, selected one stamp is arranged at that 
position (corresponding to a first object arranged coordinate 
value). 
0140. In particular, in game device 100 according to the 
present embodiment, a stamp immediately after arrangement 
is maintained in a state unfixed with regard to an orientation 
of arrangement. Specifically, when the user touches the 
screen with touch pen 27 etc. to arrange the stamp and there 
after moves touch pen 27 etc. while touch pen 27 etc. keeps 
touching the screen (slide operation), the orientation of the 
stamp varies in real time in accordance with a moved touch 
position (corresponding to a continuously input coordinate 
value). Then, when the user performs such an operation as 
moving touch pen 27 etc. off the screen or moving touch pen 
27 etc. by more than a prescribed distance D1 from a touch-on 
position, the orientation of the arranged stamp is fixed (fixed 
state). As will be described later, if the touch position is not 
distant by a prescribed distance D2 (D2<D1) from the touch 
on position, the orientation of the stamp is not changed. 
0141 Specifically, for example, when the user selects an 
icon corresponding to a balloon stamp in the selection Sub 
menu shown in FIG. 6 and touches a desired position on the 
screen with touch pen 27 etc., as shown in FIG. 7, an object 
OBJ4 representing the balloon stamp is arranged in accor 
dance with the touch-on position. Here, object OBJ4 is in a 
predetermined orientation (initial value). In addition, when 
the user moves touchpen 27 etc. while touchpen 27 etc. keeps 
touching the screen, as shown in FIG. 8, object OBJ4 succes 
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sively rotates in accordance with the position resulting from 
movement of this touch pen 27 etc. It is noted that a center 
point of rotation is determined in advance for each stamp, and 
the stamp rotates around this centerpoint in accordance with 
movement of touch pen 27 etc. Thereafter, when touch pen 27 
etc. is moved off the screen or when touch pen 27 etc. moves 
by more than prescribed distance D1 from the touch-on posi 
tion, the orientation of arranged object 4 (stamp) is fixed. 
0142. In addition, an example where one stamp is arranged 
and thereafter touch pen 27 etc. is moved while touch pen 27 
etc. keeps touching the screen will be described with refer 
ence to FIGS. 9 to 11. For facilitating understanding, a case 
where a leaf stamp is selected is illustrated in the example 
shown in FIGS. 9 to 11. 

0143. Initially, when the user touches a desired position on 
the screen with touch pen 27 etc., as shown in FIG. 9, an 
object OBJ21 representing the leaf stamp is arranged in 
accordance with the touch-on position (displayed on the 
screen). As described above, the orientation of the stamp 
(object OBJ21) immediately after arrangement is unfixed. 
Thereafter, when the user moves touch pen 27 etc. by more 
than prescribed distance D1 from the touch-on position while 
touch pen 27 etc. keeps touching the screen, the orientation of 
object OBJ21 is fixed. If touch pen 27 etc. still keeps touching 
the screen simultaneously with or after fixing of the orienta 
tion of this object OBJ21, an object OBJ22 which is a new 
stamp (a second stamp) is arranged. 
0144 Regarding the orientation of the secondly arranged 
stamp, the orientation thereof is determined based on relative 
relation between the position of the first stamp and the posi 
tion of the second stamp itself Therefore, the orientation of 
the second stamp is fixed at the time point of arrangement. 
When touch pen 27 etc. is moved by prescribed distance D1 
from the position of object OBJ22 while the touch state is 
maintained after the second stamp is arranged, an object 
OBJ23 which is a further new stamp (third stamp) is arranged. 
Regarding this third stamp as well, the orientation thereof is 
fixed at the time point of arrangement as in the case of the 
second stamp. Specifically, the orientation is determined in 
accordance with relative relation between the position of the 
second stamp and the position of the third stamp itself There 
after, when the touch position is continuously moved while 
the touch state is maintained, fourth and Subsequent stamps 
(OBJ24, OBJ25, . . . ) are also arranged as described above 
and the orientation thereof is set. As described previously, in 
a series of operations from touching the screen with touchpen 
27 etc. until moving touch pen 27 etc. off the screen, since the 
orientation of the first arranged stamp is fixed in accordance 
with relative relation between the position of the stamp itself 
and the position of the immediately Subsequent stamp, the 
orientation thereof is not fixed at the time point of display but 
the orientation thereof varies in accordance with the subse 
quent touch position. On the other hand, regarding the orien 
tation of the second and Subsequent stamps, the orientation in 
which the stamp is arranged is determined in accordance with 
relative relation between the position of the immediately pre 
ceding stamp and the position of the stamp itself In other 
words, in a series of operations, regarding the second and 
Subsequent stamps, the orientation thereof is fixed at the time 
point of display and the unfixed state does not exist. 
0145 Thus, when the user moves touch pen 27 etc., while 
touch pen 27 etc. keeps touching the screen, the stamps are 
Successively arranged along the trail. Such an operation con 
tinues so long as the screen is touched with touch pen 27 etc. 
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Therefore, the user can freely arrange the stamps along the 
trail by operating touch pen 27 etc. 
0146 If the user touches the screen with touch pen 27 etc. 
and moves touch pen 27 off the screen within prescribed 
distance D1 from the touch-on position, only one stamp is 
arranged. In addition, if the user moves touch pen 27 off the 
screen within prescribed distance D2 from the touch-on posi 
tion, the stamp is displayed with its orientation being set in the 
initial state. In other words, if the user touches the screen and 
immediately moves the touch pen off the screen (moves the 
touch pen off the screen within prescribed distance D2 from 
the touch-on position), one stamp is displayed in the orienta 
tion in the initial state. 
0147 Thus, in game device 100 according to the present 
embodiment, variation of the coordinate value continuously 
input through the operation on touchpanel 13 is detected, and 
at least one object is successively displayed in accordance 
with the trail on touchpanel 13 corresponding to this variation 
of the coordinate value. Here, the orientation of each object is 
Successively determined in accordance with the trail on touch 
panel 13. In addition, only one object can also be arranged, 
and that one object can be displayed in the orientation in the 
initial state or it can be displayed with its orientation being 
changed. 
0148 Referring again to FIG. 5, when "quit' icon 210 is 
selected, this processing for 'graffiti camera' is stopped and 
the screen returns to the selection screen as shown in FIG. 4. 

0149. In addition, when a “capture' icon 212 is selected, a 
still image obtained by combining the image picked up by the 
camera at selected timing and objects OBJ2 to OBJ4 'graf 
fiti’ed by the user is generated and stored in data memory 34 
for storage (FIG. 2) or the like. 
0150. In addition, when a switch icon 214 is selected, the 
camera to be used for image pick-up is Switched between 
inner camera 23 and outer camera 25. 

0151 
0152 Detailed processing for the 'graffiti camera' 
according to the present embodiment will be described here 
inafter with reference to FIGS. 12A to 12C, FIGS. 13A to 
13C, FIGS. 14A to 14C, and FIGS. 15A to 15C. It is noted that 
examples shown in FIGS. 12A to 12C and FIGS. 14A to 14C 
illustrate processing for arranging objects OBJ21 and OBJ22 
shown in FIGS. 9 and 10, and examples shown in FIGS. 13A 
to 13C and FIGS. 15A to 15C illustrate internal processing for 
arranging objects OBJ21 and OBJ22 shown in FIGS. 9 and 
10. 

0153. When the screen is touched with touch pen 27 etc., 
touch panel 13 (FIGS. 1 and 2) outputs touch position data 
indicating a coordinate of a position where input to the input 
surface was made. For example, when a first input point P1 is 
touched with touch pen 27 etc. (touch on) as shown in FIG. 
12A, the touch position data indicating the coordinate of this 
first input point P1 is obtained. 
0154 Then, a reference line is calculated based on this first 
input point P1. In the example shown in FIG.12A, a reference 
line L1 passing through first input point P1 and extending in 
parallel to a lateral direction on the sheet Surface is employed. 
This reference line is for the sake of convenience for deter 
mining the orientation (initial value) of the stamp (object), 
and any line can be selected so long as it reflects the position 
of first input point P1. For example, a reference line passing 
through first input point P1 and extending in parallel to a 
vertical direction on the sheet surface may be employed. 

<Detailed Processing for “Graffiti Camera'> 
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0155 The first stamp is arranged at first input point P1. An 
angle reference line SL1 and a centerpoint C1 are determined 
in advance for each stamp in accordance with a type thereof, 
as shown in FIG. 13A. In the example shown in FIG. 13A, 
object OBJ21 is arranged such that its center point C1 coin 
cides with first input point P1 (the position of object OBJ21 is 
fixed at this time point). Here, as the initial value, object 
OBJ21 is arranged in Such an orientation that angle reference 
line SL1 thereof coincides with reference line L1. 

0156. In addition, as shown in FIG. 12B, when touch pen 
27 etc. moves to a second input point P2 while the touch state 
is maintained, a reference line L2 passing through first input 
point P1 and second input point P2 is calculated. This refer 
ence line L2 is updated in real time each time the coordinate 
value of the touch position data varies together with move 
ment of touch pen 27 etc. Namely, reference line L2 varies in 
accordance with a most recent touch position until the orien 
tation of object OBJ21 is fixed, and specifically, reference line 
L2 is updated cyclically to a line passing through center 
position C1 of arranged object OBJ21 and the most recent 
touch position. Together with calculation (update) of this 
reference line L2, as shown in FIG. 13A, the orientation of 
object OBJ21 is changed in real time such that angle reference 
line SL1 thereof coincides with the most recent reference line 
L2. Namely, object OBJ21 rotates around center point C1 
from its initial orientation, by a magnitude of an angle 0 
formed by reference line L1 and angle reference line SL1. In 
this state shown in FIGS. 12B and 13A, the orientation of 
object OBJ21 is unfixed. 
0157. In this unfixed state, a distance (Euclidean distance) 
AL1 between second input point P2 and first input point P1 is 
calculated in real time, and a length of this calculated distance 
AL1 is compared with a prescribed threshold value Th1. 
Then, when distance AL1 exceeds prescribed threshold value 
Th1, the orientation of object OBJ21 is set to the fixed state. 
0158 Specifically, as shown in FIG. 12C, when touch pen 
27 etc. moves from first input point P1 to a third input point P3 
while the touch state is maintained and it is determined that 
distance AL1 between first input point P1 and third input point 
P3 at this time exceeds prescribed threshold value Th1, the 
orientation of object OBJ21 is fixed. Namely, object OBJ21 is 
fixed in such an orientation that angle reference line SL1 
thereof coincides with a reference line L3 passing through 
first input point P1 and third input point P3 as shown in FIG. 
13C. In other words, the orientation of object OBJ21 makes 
transition from the unfixed state to the fixed state. 

0159. Here, such a condition that (1) duration of a touch 
operation with touch pen 27 etc. exceeds a prescribed period 
of time, (2) a touch operation with touch pen 27 etc. was 
performed in a region outside an effective range, (3) operation 
button 14A to 14H was selected, or (4) touch pen 27 etc. was 
moved off the Screen may be used as a condition for transition 
from the unfixed state to the fixed state of the orientation of 
the object (corresponding to an orientation fix condition), 
instead of or in addition to the condition described above that 
length of distance AL1 exceeds prescribed threshold value 
Th1. 

0160. In accordance with the processing as above, the 
position of arrangement and the orientation of the first stamp 
are determined. Processing for arranging second and Subse 
quent stamps will now be described. 
0161 When movement of touch pen 27 etc. from third 
input point P3 is continued while the touch state is main 
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tained, new object OBJ22 is arranged simultaneously with or 
after transition to the fixed state of the orientation of object 
OBJ21. 
0162. It is noted that the condition for fixing the orienta 
tion of object OBJ21 may be the same as or different from the 
condition for arranging new object OBJ22 (corresponding to 
a second object display condition). 
0163 FIG. 14A shows a case where a next object is 
arranged simultaneously with transition of the preceding 
object to the fixed state. Specifically, as shown in FIG. 12C, 
when touch pen 27 etc. moves to third input point P3 while the 
touch state is maintained and the orientation of object OBJ21 
makes transition to the fixed State, at the same time, the 
second stamp (object OBJ22) is arranged as shown in FIG. 
14A. 
0164. This object OBJ22 is arranged at a position in accor 
dance with third input point P3. (a touch coordinate at the 
time when the condition for fixing the orientation of object 
OBJ21 is satisfied). In the example shown in FIGS. 14A and 
15A, object OBJ22 is arranged such that a center point C2 
thereof coincides with third input point P3 (at this time point, 
the position of object OBJ22 is fixed). It is noted that refer 
ence line L3 is a line passing through first input point P1 and 
third input point P3 (in this case, a straight line). In addition, 
as shown in FIG. 15A, object OBJ22 is arranged in such an 
orientation that an angle reference line SL2 thereof coincides 
with reference line L3. 

0.165. On the other hand, FIG. 14B shows a case where a 
next object is arranged after the preceding object made tran 
sition to the fixed state. In this case, also after transition of 
object OBJ21 to the fixed state, a distance AL2 between an 
input point resulting from movement of touch pen 27 etc. 
while the touch state is maintained and first input point P1 is 
calculated in real time and a length of this calculated distance 
AL2 is compared with a prescribed threshold value Th2. Here, 
threshold value Th2 is set to be greater than threshold value 
Th1 used for determining fixing of the orientation of object 
OBJ21. 

0166 Then, as shown in FIG. 14B, touch pen 27 etc. 
moves to a fourth input point P4 while the touch state is 
maintained and when it is determined that distance AL2 
between first input point P1 and fourth input point P4 at this 
time exceeds prescribed threshold value Th2, new object 
OBJ22 is arranged. Here, a reference line L4 passing through 
first input point P1 and fourth input point P4 is calculated, and 
object OBJ22 is arranged such that center point C2 thereof 
coincides with fourth input point P4 as shown in FIGS. 14B 
and 15B (the position of object OBJ22 is fixed at this time 
point). In addition, as shown in FIG. 15B, object OBJ22 is 
arranged in Such an orientation that angle reference line SL2 
thereof coincides with reference line L4 (the orientation of 
object OBJ is also fixed at this time point). 
(0167 Further, whether a third object OBJ23 should be 
arranged or not is determined based on positional relation 
between an input point resulting from movement of touch pen 
27 etc. maintained in the touch state also after arrangement of 
object OBJ22 and the input point at the timing of arrangement 
of second object OBJ22 (third input point P3 in the example 
shown in FIG. 14A, and third input point P4 in the example 
shown in FIG. 14B). 
0168 Namely, for example, as shown in FIG. 14A, assum 
ing that second object OBJ22 is arranged at third input point 
P3, third object OBJ23 is arranged at a fifth input point P5 at 
the time point when touch pen 27 etc. maintained in the touch 
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state reaches fifth input point P5 located at a position distant 
from third input point P3 by a distance exceeding threshold 
value Th1 (see FIG.14C). Here, as shown in FIG.15C, object 
OBJ23 is arranged in Such an orientation that an angle refer 
ence line SL3 coincides with a reference line L5. 
0169. Alternatively, as shown in FIG. 14B, also in a case 
that second object OBJ22 is arranged at fourth input point P4, 
third object OBJ23 is arranged at a position distant from 
fourth input point P4 by a distance exceeding threshold value 
Th2 at the time point when touch pen 27 etc. reaches this 
position. 
0170 Similarly, second and subsequent objects OBJ are 
Successively arranged as a result of movement of touchpen 27 
etc. while the touch state is maintained. 
0171 In addition, in order to improve user operability, a 
dead area to Some extent is preferably provided in changing 
the orientation of the object in the unfixed state. More spe 
cifically, as shown in FIG. 16, when the user touches first 
input point P1 with touch pen 27 etc. to arrange object OBJ21 
and thereafter touch pen 27 etc. stays in the vicinity of first 
input point P1, the orientation of object OBJ21 (initial value) 
is maintained. Namely, when touch pen 27 etc. stays in a dead 
area DA around first input point P1, processing for changing 
the orientation of object OBJ21 in real time as described 
above is not performed. Then, processing for changing the 
orientation of object OBJ21 is started only after touch pen 27 
etc. moves out of dead area DA while the touch state is 
maintained. 
(0172. As described above, though the object in the unfixed 
state makes transition to the fixed State when the user moves 
touchpen 27 etc. off the screen, the obtained position of touch 
pen 27 etc. may slightly be varied at this time. By providing 
the dead area, change in the orientation of the object due to 
Such an unintended user's operation can be suppressed. For 
example, it is effective when a single object is to be arranged 
in the orientation in the initial state. 
0173. In the description above, such a configuration that 
objects OBJ21, OBJ22, are displayed at positions corre 
sponding to first input point P1, second input point P2, respec 
tively has been illustrated, however, objects OBJ21, OBJ22, . 
... may be displayed at positions distant from first input point 
P1, second input point P2, ... by a prescribed distance in a 
prescribed direction, respectively. 
0.174 <Rendering Processing> 
0.175. As described above, in game device 100 according 
to the present embodiment, the image picked up by the cam 
era is displayed in real time and the orientation of the object 
in the unfixed State is also changed in real time in accordance 
with the position of operation input made with touch pen 27 
etc. Therefore, rendering processing for achieving Such 
image display will be described with reference to FIG. 17. 
0176 FIG. 17 is a schematic diagram for illustrating ren 
dering processing for game device 100 according to the first 
embodiment of the present invention. Referring to FIG. 17, in 
game device 100 according to the present embodiment, four 
layers 242, 244, 246, and 248 are used to generate a video 
image signal for display on the screen. It is noted that each of 
layers 242, 244, 246, and 248 is implemented by forming a 
memory area having a capacity comparable to resolution of at 
least lower LCD 12 in main memory 32. 
0177. A first layer 242 is a memory area for displaying an 
image picked by the camera (still image or moving image) or 
an image read from memory card 28 (FIG. 2) or the like (still 
image or moving image). CPU 31 (FIG.2) develops the image 
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input from any of inner camera 23, outer camera 25 and 
memory card 28, and writes the image in an area correspond 
ing to first layer 242 within main memory 32. When the still 
image is input, the image should only be developed to raster 
data for writing. On the other hand, when the moving image 
is input, in order to improve a real time characteristic of 
display, rendering may be carried out, for example, by using 
polygon processing. 
0.178 A second layer 244 is a memory area for displaying 
an object arranged as a result of 'graffiti by the user. CPU 31 
reads character data or raster data of the object arranged in 
accordance with the user's operation from memory card 29 or 
the like, and writes the data in an area corresponding to 
second layer 244 within main memory 32. As will be 
described later, since the data of the object in the unfixed state 
is subjected to rendering in a third layer 246, data only on the 
object that made transition to the fixed state is written in 
second layer 244. 
0179 Third layer 246 is a memory area for displaying an 
object in the unfixed State. The data for displaying the stamp 
described above is stored in advance in memory card 29 
representatively as polygon data. CPU 31 reads the polygon 
data of a necessary stamp in accordance with the user's opera 
tion, and calculates in real time a coordinate value of each 
polygon forming the stamp. Then, CPU 31 writes a result of 
rendering with the calculated polygon into an area corre 
sponding to third layer 246 within main memory 32. 
0180. In addition, when the object in the unfixed state 
makes transition to the fixed state, CPU 31 transfers image 
data on third layer 246 at that time to a corresponding position 
of second layer 244. Namely, regarding the object in the 
unfixed state, the image thereof is dynamically generated by 
using the polygon processing, however, when the object 
makes transition to the fixed state and display thereof is no 
longer changed, data for displaying that object is stored in 
second layer 244. 
0181. A fourth layer 248 is a memory area for displaying 
an icon for accepting the user's operation. CPU 31 writes data 
for displaying a necessary icon in an area corresponding to 
fourth layer 248 within main memory 32, in accordance with 
a function oran operation mode selected by the user's opera 
tion. 

0182 An image obtained by combining data stored in 
these layers 242,244, 246, and 248 is displayed on the screen. 
In each of layers 242, 244, 246, and 248, only a pixel of which 
data to be displayed exists is handled as effective, and a pixel 
of which data to be displayed does not exist is handled as 
transparent, so to speak. Therefore, regarding the pixel 
handled as transparent in a certain layer, data of a correspond 
ing pixel in a lower layer is displayed on the screen. 
0183. In addition, when “capture' icon 212 (FIG. 5) is 
selected, CPU 31 generates a combined image based on data 
stored in first layer 242 and second layer 244 and causes data 
memory 34 for storage (FIG. 2) or the like to store this 
generated combined image. 
0184 
0185. In addition, a range that can accept a user input may 
be limited to a part of the input surface of touch panel 13. For 
example, as shown in FIG. 18, in the 'graffiti camera’ accord 
ing to the present embodiment, an effective range 260 for a 
user's operation input with touch pen 27 etc. may be deter 
mined in advance in the processing for arranging the stamp. 

<Input Range 
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By determining such effective range 260, 'graffiti of an 
object over an icon for accepting the user's operation can be 
Suppressed. 
0186. Further, as described above, determination as to 
whether the operation input with touch pen 27 etc. is made 
within effective range 260 or not may be included as a con 
dition for transition of the object in the unfixed state to the 
fixed state. Specifically, when the operation input with touch 
pen 27 etc. moves out of effective range 260 while any object 
is in the unfixed state, the object makes transition to the fixed 
State. 

0187 <Processing Procedure> 
0188 A processing procedure relating to the “graffiti cam 
era” according to the present embodiment described above 
will be described hereinafter with reference to FIGS. 19 to 25. 
Each step shown in FIGS. 19 to 25 is implemented represen 
tatively by reading of a program or the like stored in memory 
card 29 to main memory 32 and execution thereof by CPU 31. 
0189 (1. Function Selection Processing) 
0.190 FIG. 19 is a flowchart showing processing relating 

to function selection in game device 100 according to the first 
embodiment of the present invention. Processing relating to 
function selection shown in FIG. 19 is performed by selection 
of a prescribed icon in a not-shown menu screen by the user, 
following turn-on of power of game device 100 or pressing of 
a start button. 
(0191 Referring to FIG. 19, in step S2, CPU 31 causes a 
selection screen as shown in FIG. 4 to be displayed on lower 
LCD 12. In successive step S4, CPU 31 determines whether 
the touch position data has been input from touch panel 13 
through I/F circuit 42 or not. Namely, CPU 31 determines 
whether a touch operation with touch pen 27 etc. by the user 
has been performed or not. When the touch position data has 
not been input (NO in step S4), the processing in step S4 is 
repeated. On the other hand, when the touch position data has 
been input (YES in step S4), the process proceeds to step S6. 
(0192. In step S6, CPU 31 determines whether the coordi 
nate value indicated by the touch position data is within a 
display range of any icon 150 or not. Namely, CPU 31 deter 
mines whether any of icons 150 has been selected or not. 
Then, when the coordinate value indicated by the touch posi 
tion data is within the display range of any icon 150 (YES in 
step S6), the process proceeds to step S8. On the other hand, 
when the coordinate value indicated by the touch position 
data is out of the display range of any icon 150 (NO in step 
S6), the process proceeds to step S10. 
(0193 In step S8, CPU 31 updates the selection screen that 
is being displayed to display contents corresponding to 
selected icon 150. Namely, for example, when the function of 
the “graffiti camera' is selected as shown in FIG.4, preview 
display of the name Such as the 'graffiti camera' and contents 
of each processing is provided. Then, the process returns to 
step S4. 
(0194 In step S10, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of selection icon 152 or 154 or not. Namely, 
CPU 31 determines whether selection icon 152 or 154 has 
been selected or not. Then, when the coordinate value indi 
cated by the touch position data is within the display range of 
selection icon 152 or 154 (YES in step S10), the process 
proceeds to step S12. On the other hand, when the coordinate 
value indicated by the touch position data is out of the display 
range of selection icons 152 and 154 (NO in step S10), the 
process proceeds to step S14. 
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(0195 In step S12, CPU 31 updates the selection screen 
that is being displayed to display contents corresponding to 
selected selection icon 152 or 154. Then, the process returns 
to step S4. 
(0196. In step S14, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “start” icon 158 or not. Namely, CPU 31 
determines whether'start icon 158 has been selected or not. 
Then, when the coordinate value indicated by the touch posi 
tion data is within the display range of “start icon 158 (YES 
in step S14), the process proceeds to step S16. On the other 
hand, when the coordinate value indicated by the touch posi 
tion data is out of the display range of “start icon 158 (NO in 
step S14), the process proceeds to step S18. 
(0197). In step S16, CPU 31 performs the function that has 
been selected. Here, when the 'graffiti camera' is selected, 
CPU 31 performs the processing in accordance with the flow 
charts shown in FIGS. 20 and 21. 

(0198 In step S18, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “quit' icon 156 or not. Namely, CPU 31 
determines whether "quit' icon 156 has been selected or not. 
Then, when the coordinate value indicated by the touch posi 
tion data is within the display range of “quit' icon 156 (YES 
in step S18), the process ends. On the other hand, when the 
coordinate value indicated by the touch position data is out of 
the display range of "quit' icon 156 (NO in step S18), the 
process returns to step S4. 
(0199 (2. “Graffiti Camera” Sub Routine) 
0200 FIGS. 20 and 21 are flowcharts showing sub routine 
processing performed when the 'graffiti camera' is selected 
in step S16 shown in FIG. 19. 
0201 Referring to FIG. 20, initially, in step S100, CPU 31 
starts the rendering processing Sub routine shown in FIG. 22. 
This rendering processing Sub routine is processing for dis 
playing a screen for 'graffiti camera' as shown in FIGS. 6 to 
11. The processing procedure shown in FIG.22 is repeatedly 
performed in a prescribed cycle, independently of the pro 
cessing shown in FIGS. 20 and 21. 
(0202) In successive step S102, CPU 31 writes data for 
displaying icons 202 to 214 shown in FIG. 5 into the area 
corresponding to fourth layer 248 within main memory 32. 
Namely, CPU 31 causes an icon for accepting the user's 
operation to be displayed on lower LCD 12. 
(0203. In successive step S104, CPU 31 determines 
whether the touch position data has been input from touch 
panel 13 through IVF circuit 42 or not. Namely, CPU 31 
determines whether a touch operation with touch pen 27 etc. 
by the user has been performed or not. In other words, CPU 31 
determines whether the coordinate value input through the 
user's operation of touchpanel 13 is detected or not. When the 
touch position data has not been input (NO in step S104), the 
processing in step S104 is repeated. On the other hand, when 
the touch position data has been input (YES in step S104), the 
process proceeds to step S106. 
(0204. In step S106, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “pencil' icon 202 or not. Namely, CPU 31 
determines whether “pencil' icon 202 has been selected or 
not. Then, when the coordinate value indicated by the touch 
position data is within the display range of “pencil' icon 202 
(YES in step S106), the process proceeds to step S110. On the 
other hand, when the coordinate value indicated by the touch 
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position data is out of the display range of “pencil' icon 202 
(NO in step S106), the process proceeds to step S116. 
0205. In step S110, CPU 31 sets an internal flag to the 
“pencil mode. In successive step S112, CPU 31 writes data 
for displaying a selection sub menu for the “pencil mode into 
the area corresponding to fourth layer 248 within main 
memory 32. Namely, CPU 31 causes a sub menu for selecting 
an attribute (thickness and color of a line, and the like) in the 
“pencil mode to be displayed on lower LCD12. In addition, 
in step S114, CPU 31 sets an attribute value to be used in the 
“pencil mode as the internal flag in response to user's selec 
tion. Then, the process returns to step S104. 
0206. In step S116, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of "eraser icon 204 or not. Namely, CPU 31 
determines whether "eraser icon 204 has been selected or 
not. Then, when the coordinate value indicated by the touch 
position data is within the display range of "eraser icon 204 
(YES in step S116), the process proceeds to step S118. On the 
other hand, when the coordinate value indicated by the touch 
position data is out of the display range of "eraser icon 204 
(NO in step S116), the process proceeds to step S120. 
0207. In step S118, CPU 31 sets the internal flag to the 
"eraser mode. Then, the process returns to step S104. 
0208. In step S120, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “stamp' icon 206 or not. Namely, CPU 31 
determines whether “stamp' icon 206 has been selected or 
not. Then, when the coordinate value indicated by the touch 
position data is within the display range of “stamp' icon 206 
(YES in step S120), the process proceeds to step S122. On the 
other hand, when the coordinate value indicated by the touch 
position data is out of the display range of “stamp' icon 206 
(NO in step S120), the process proceeds to step S128. 
0209. In step S122, CPU 31 sets the internal flag to the 
“stamp' mode. In successive step S124, CPU 31 writes data 
for displaying a selection Sub menu for the “stamp' mode into 
the area corresponding to fourth layer 248 within main 
memory 32. Namely, CPU 31 causes a sub menu for selecting 
an attribute (a type of a stamp, and the like) in the “stamp' 
mode as shown in FIG. 6 to be displayed on lower LCD12. In 
addition, in step S126, CPU 31 sets a type to be used in the 
“stamp' mode as the internal flag in response to user's selec 
tion. Then, the process returns to step S104. 
0210. In step S128, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “all erase' icon 208 or not. Namely, CPU 31 
determines whether “all erase' icon 208 has been selected or 
not. Then, when the coordinate value indicated by the touch 
position data is within the display range of “all erase' icon 
208 (YES in step S128), the process proceeds to step S130. 
On the other hand, when the coordinate value indicated by the 
touch position data is out of the display range of “all erase' 
icon 208 (NO in step S128), the process proceeds to step S132 
(FIG. 21). 
0211. In step S130, CPU 31 resets (clears to zero) the data 
stored in second layer 244 within main memory 32. Namely, 
CPU 31 erases all objects arranged as a result of “graffiti 
done by the user. 
0212. In step S132, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within 
effective range 260 (FIG. 18) or not. Namely, CPU 31 deter 
mines whether the user has performed the “graffiti operation 
or not. Then, when the coordinate value indicated by the 
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touch position data is within effective range 206 (YES in step 
S132), the process proceeds to step S134. On the other hand, 
when the coordinate value indicated by the touch position 
data is out of effective range 260 (NO in step S132), the 
process proceeds to step S142. 
0213. In step S134, CPU 31 determines a currently set 
mode by referring to the internal flag. Namely, CPU 31 deter 
mines which of “pencil' icon 202, "eraser icon 204 and 
“stamp' icon 206 is selected by the immediately preceding 
user's operation. Then, when the currently set mode is the 
“pencil mode (“pencil in step S134), the process proceeds 
to step S136 and the sub routine processing in the “pencil' 
mode (FIG. 23) is performed. Alternatively, when the cur 
rently set mode is the "eraser” mode ("eraser in step S134), 
the process proceeds to step S138 and the sub routine pro 
cessing in the "eraser” mode (FIG. 24) is performed. Alter 
natively, when the currently set mode is the “stamp' mode 
(“stamp' in step S134), the process proceeds to step S140 and 
the sub routine processing in the “stamp' mode (FIG. 25) is 
performed. 
0214. On the other hand, in step S142, CPU 31 determines 
whether the coordinate value indicated by the touch position 
data is within a display range of "capture' icon 212 or not. 
Namely, CPU 31 determines whether “capture' icon 212 has 
been selected or not. Then, when the coordinate value indi 
cated by the touch position data is within the display range of 
“capture' icon 212 (YES in step S142), the process proceeds 
to step S144. On the other hand, when the coordinate value 
indicated by the touch position data is out of the display range 
of "capture' icon 212 (NO in step S142), the process proceeds 
to step S146. 
0215. In step S144, CPU 31 reads data stored in areas 
corresponding to first layer 242 and second layer 244 within 
main memory 32 and generates a combined image. In addi 
tion, CPU 31 writes the combined image into data memory 34 
for storage or the like. Then, the process returns to step S104. 
0216. In step S146, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of switch icon 214 or not. Namely, CPU 31 
determines whether switch icon 214 has been selected or not. 
Then, when the coordinate value indicated by the touch posi 
tion data is within the display range of switch icon 214 (YES 
in step S146), the process proceeds to step S148. On the other 
hand, when the coordinate value indicated by the touch posi 
tion data is out of the display range of switch icon 214 (NO in 
step S146), the process proceeds to step S150. 
0217. In step S148, CPU31 switches the camera to be used 
for image pick-up between inner camera 23 and outer camera 
25. Namely, CPU 31 switches a source of an image input to 
first layer 242 within main memory 32 between inner camera 
23 and outer camera 25. Then, the process returns to step 
S104. 

0218. In step S150, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “quit' icon 210 or not. Namely, CPU 31 
determines whether "quit' icon 210 has been selected or not. 
Then, when the coordinate value indicated by the touch posi 
tion data is within the display range of “quit' icon 210 (YES 
in step S150), CPU 31 ends the rendering processing sub 
routine (step S152) shown in FIG. 22 and thereafter this 
process ends. On the other hand, when the coordinate value 
indicated by the touch position data is out of the display range 
of “quit” icon 210 (NO in step S150), the process returns to 
step S104. 
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0219 (3. Rendering Processing Sub Routine) 
0220 FIG.22 is a flowchart showing rendering processing 
Sub routine processing of which execution is started in step 
S100 shown in FIG. 20. 
0221) Referring to FIG.22, in step S200, CPU 31 develops 
the image input from the selected camera (inner camera 23 or 
outer camera 25) and writes the image into the area corre 
sponding to first layer 242 within main memory 32. Namely, 
CPU 31 updates the image picked up by the camera. 
0222. In successive step S202, CPU 31 combines data 
stored in first layer 242, second layer 244, third layer 246, and 
fourth layer 248. It is noted that the data stored in second layer 
244, third layer 246, and fourth layer 248 is updated cyclically 
along with execution of the Sub routine processing shown in 
FIGS. 20 and 21 or each sub routine processing shown in 
FIGS. 23 to 25 which will be described later. 
0223) In further successive step S204, CPU 31 renders the 
image in lower LCD12 based on the combined data. Then, the 
process returns to step S200. 
0224 Execution of the sub routine processing shown in 
FIG.22 above is started in step S100 shown in FIG. 20 and 
execution thereof ends in step S152 shown in FIG. 21. 
0225 (4. “Pencil' Mode Processing Sub Routine) 
0226 FIG. 23 is a flowchart showing sub routine process 
ing in the “pencil mode performed in step S136 shown in 
FIG 21. 

0227. Referring to FIG. 23, in step S300, CPU 31 changes 
the data of the pixel in second layer 244 within main memory 
32 that corresponds to the user's operation input, in accor 
dance with a set value of the internal flag, based on the 
coordinate value indicated by the touch position data. 
Namely, CPU 31 adds data indicating the 'graffiti object to 
second layer 244 in accordance with the attribute value used 
in the “pencil” mode set in step S114 in FIG. 20. 
0228. In successive step S302, CPU 31 determines 
whether input of the touch position data from touch panel 13 
through I/F circuit 42 is continued or not. Namely, CPU 31 
determines whether the touch operation by the user with 
touch pen 27 etc. is continued or not. When the input of the 
touch position data is continued (YES in step S302), the 
processing in step S300 is repeated. On the other hand, when 
the input of the touch position data is no longer continued 
(NO in step S302), the process returns to step S104 in FIG. 20. 
0229 (5. “Eraser Mode Processing Sub Routine) 
0230 FIG. 24 is a flowchart showing sub routine process 
ing in the "eraser” mode performed in step S138 shown in 
FIG 21. 

0231 Referring to FIG. 24, in step S400, CPU 31 clears to 
Zero, the data of the pixel in second layer 244 within main 
memory 32 that corresponds to the user's operation input, 
based on the coordinate value indicated by the touch position 
data. Namely, CPU 31 erases a part of the already arranged 
object, corresponding to a portion of the screen that is touched 
by the user with touch pen 27 etc. 
0232. In successive step S402, CPU 31 determines 
whether input of the touch position data from touch panel 13 
through I/F circuit 42 is continued or not. Namely, CPU 31 
determines whether the touch operation by the user with 
touch pen 27 etc. is continued or not. When the input of the 
touch position data is continued (YES in step S402), the 
processing in step S400 is repeated. On the other hand, when 
the input of the touch position data is no longer continued 
(NO in step S402), the process returns to step S104 in FIG. 20. 
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0233 
0234 FIG. 25 is a flowchart showing sub routine process 
ing in the “stamp' mode performed in step S140 shown in 
FIG 21. 

0235 Referring to FIG. 25, in step S500, CPU 31 initial 
izes (clears to Zero) a first coordinate value and a second 
coordinate value that are internal variables. In Successive step 
S502, CPU31 sets the coordinate value indicated by the touch 
position data as the first coordinate value. Namely, the first 
coordinate value among detected coordinate values is 
obtained. Here, a coordinate value immediately after start of 
detection of the coordinate value (that is, a touch-on coordi 
nate) is regarded as the first coordinate value. Then, the pro 
cess proceeds to step S504. 
0236. In step S504, CPU 31 calculates the reference line 
passing through the first coordinate value set in step S502. In 
successive step S506, CPU 31 specifies an object of a stamp 
of a type selected in step S126 in FIG. 20 by referring to the 
internal flag and reads data for displaying the selected Stamp 
(representatively, the polygon data) from memory card 29. In 
further successive step S508, CPU 31 writes into the area 
corresponding to third layer 246 within main memory 32, a 
result of rendering Such that the selected Stamp is arranged at 
a position with reference to the first coordinate value and in 
the orientation inaccordance with the reference line. Namely, 
in steps S506 and S508, processing for displaying the stamp 
(object) at the corresponding position in lower LCD 12 based 
on the first coordinate value is performed. Then, the process 
proceeds to step S510. 
0237. In step S510, CPU 31 determines whether input of 
the touch position data from touchpanel 13 through I/F circuit 
42 is continued or not. Namely, CPU 31 determines whether 
the touch operation by the user with touch pen 27 etc. is 
continued or not. In other words, whether detection of the 
coordinate value is continued or not is determined. When the 
input of the touch position data is continued (YES in step 
S510), the process proceeds to step S512. 
0238. On the other hand, when the input of the touch 
position data is no longer continued (NO in step S510), the 
process proceeds to step S522. Namely, on the condition that 
detection of the coordinate value is discontinued after the first 
coordinate value is obtained, the processing for setting the 
object in the unfixed state to the fixed state shown in step S522 
is performed as will be described later. 
0239. In step S512, CPU 31 sets the coordinate value 
indicated by the current touch position data as the second 
coordinate value. Namely, the second coordinate value Sub 
sequent to the first coordinate value among the detected coor 
dinate values is obtained. In successive step S514, CPU 31 
determines whether a distance between the first coordinate 
value and the second coordinate value is greater than the 
threshold value indicating the dead area or not. Namely, 
whether the coordinate value input while the coordinate value 
is successively detected satisfies a first condition (corre 
sponding to an orientation change condition) or not is deter 
mined. When the distance between the first coordinate value 
and the second coordinate value is not greater than the thresh 
old value indicating the dead area (NO in step S514), the 
processing in step S510 and Subsequent steps is repeated. 
0240. On the other hand, when the distance between the 
first coordinate value and the second coordinate value is 
greater than the threshold value indicating the dead area (YES 
in step S514), the process proceeds to step S516. Through 

(6. “Stamp' Mode Processing Sub Routine) 
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these processes, the coordinate value determined as satisfying 
the first condition is regarded as the effective second coordi 
nate value. 
0241. In step S516, CPU 31 calculates the reference line 
passing through the first coordinate value and the second 
coordinate value. In successive step S518, CPU 31 updates 
the area corresponding to third layer 246 within main 
memory 32 with a result of rendering Such that the arranged 
stamp is in the orientation in accordance with the reference 
line newly calculated in step S516. Namely, the orientation of 
the object displayed on lower LCD12 is changed. Here, the 
orientation of the object is determined based on a line passing 
through the first coordinate value and the second coordinate 
value. Then, the process proceeds to step S520. 
0242. In step S520, CPU 31 determines whether the dis 
tance between the first coordinate value and the second coor 
dinate value is greater than prescribed threshold value Th1 or 
not. Namely, CPU 31 determines whether the condition for 
transition of the object in the unfixed state to the fixed state is 
satisfied or not. When the distance between the first coordi 
nate value and the second coordinate value is greater than 
threshold value Th1 (YES in step S520), the process proceeds 
to step S522. 
0243. On the other hand, when the distance between the 

first coordinate value and the second coordinate value is not 
greater than prescribed threshold value Th1 (NO in step 
S520), processing in step S510 and subsequent steps is 
repeated. Namely, the step of obtaining the second coordinate 
value and the step of changing the orientation of the object are 
repeated while detection of the coordinate value is continued. 
Thus, the orientation of the object is changed cyclically each 
time the second coordinate value is updated, until the condi 
tion for transition of the object in the unfixed state to the fixed 
state is satisfied. 

0244. In step S522, CPU 31 writes the data stored in the 
area corresponding to third layer 246 within main memory 32 
into the area corresponding to second layer 244 within main 
memory 32 and clears to Zero the area corresponding to third 
layer 246. Namely, CPU 31 causes the object in the unfixed 
state to make transition to the fixed state. Thus, when the 
condition for transition of the object in the unfixed state to the 
fixed state is satisfied, the orientation of the object is held. 
0245. After the condition for causing transition to the fixed 
state is satisfied, the orientation of the first object remains 
fixed regardless of the Subsequent second coordinate value. 
0246. In successive step S524, CPU 31 determines 
whether input of the touch position data from touch panel 13 
through I/F circuit 42 is continued or not. Namely, CPU 31 
determines whether the touch operation by the user with 
touch pen 27 etc. is continued or not. When the input of the 
touch position data is continued (YES in step S524), the 
process proceeds to step S526. On the other hand, when the 
input of the touch position data is no longer continued (NO in 
step S524), the process returns to step S104 in FIG. 20. 
0247. In step S526, CPU 31 writes into the area corre 
sponding to second layer 244 within main memory 32, a 
result of rendering Such that the new stamp is arranged at a 
position with reference to the second coordinate value (typi 
cally, the position of the second coordinate value) and in the 
orientation in accordance with the reference line newly cal 
culated in step S516. Namely, a further object is displayed on 
lower LCD12 in accordance with variation of the input coor 
dinate value. It is noted that a further object may be displayed 
also when operation button 14A to 14H is selected. 
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0248. In successive step S528, CPU 31 sets the coordinate 
value indicated by the touch position data as the first coordi 
nate value. Namely, the touch position data serving as the 
reference for the new stamp is regarded as the new first 
coordinate value. Then, the process proceeds to step S530. 
0249. In step S530, CPU 31 determines whether input of 
the touch position data from touchpanel 13 through I/F circuit 
42 is continued or not. Namely, CPU 31 determines whether 
the touch operation by the user with touch pen 27 etc. is 
continued or not. When the input of the touch position data is 
continued (YES in step S530), the process proceeds to step 
S532. On the other hand, when the input of the touch position 
data is no longer continued (NO in step S530), the process 
returns to step S104 in FIG. 20. 
(0250. In step S532, CPU 31 sets the coordinate value 
indicated by the current touch position data as the second 
coordinate value. In successive step S534, CPU 31 deter 
mines whether the distance between the first coordinate value 
and the second coordinate value is greater than prescribed 
threshold value Th1 or not. Namely, CPU 31 determines 
whether or not the coordinate value input while the coordinate 
value is successively detected satisfies a third condition for 
determining whether a further new object should be arranged 
Or not. 

0251 When the distance between the first coordinate 
value and the second coordinate value is greater than thresh 
old value Th1 (YES in step S534), the process proceeds to 
step S536. On the other hand, when the distance between the 
first coordinate value and the second coordinate value is not 
greater than threshold value Th1 (NO in step S534), the 
processing in step S532 and Subsequent step is repeated. 
0252. In step S536, the reference line passing through the 

first coordinate value and the second coordinate value is cal 
culated. In successive step S538, CPU 31 writes into the area 
corresponding to second layer 244 within main memory 32, a 
result of rendering Such that the further new stamp is arranged 
at a position with reference to the second coordinate value 
(typically, the position of the second coordinate value) and in 
the orientation in accordance with the new reference line 
calculated in step S536. Namely, the orientation of the newly 
displayed object is determined based on a line passing 
through the coordinate value that was used for determining 
the position of the most recently displayed object and the 
coordinate value that is used for determining the position of 
that newly displayed object. Then, the processing in step 
S528 and subsequent steps is repeated. 
0253) According to the present embodiment, the user can 
arrange the object at a desired position through a series of 
operations of touch panel 13 and also can change the orien 
tation of the object in a desired orientation. Thus, as the user 
can freely arrange the object and also change the orientation 
thereof with what is called “one action', the object can be 
displayed more intuitively. 

First Variation of First Embodiment 

0254. In the first embodiment described above, the con 
figuration is such that second and Subsequent stamps are 
arranged without the unfixed state thereof being set, however, 
the second and Subsequent stamps may be in the unfixed state. 
Specifically, the orientation of the second and Subsequent 
stamps may also be varied in real time, in accordance with 
relation between a position of the previously arranged stamp 
and a position input by the user with touch pen 27 etc. Char 
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acteristic processing in the present variation will be described 
hereinafter with reference to FIGS. 26A and 26B. 
0255. It is noted that the hardware configuration, the pro 
cessing procedure and the like except for the processing 
described below are the same as those in the first embodiment 
described above and detailed description thereof will not be 
repeated. 
0256 For example, as shown in FIG. 26A, a case where 
the user touches first input point P1 on the screen with touch 
pen 27 etc. and thereafter moves touch pen 27 etc. to a sixth 
input point P6 via second input point P2 while touch pen 27 
etc. keeps touching the screen is considered. In addition, it is 
assumed that objects OBJ21 and OBJ22 are arranged at posi 
tions with reference to first input point P1 and second input 
point P2 by this user's operation. It is noted that a distance 
between second input point P2 and sixth input point P6 is 
assumed as not greater than threshold value Th1 for causing 
the object to make transition to the fixed state. 
0257. In the present variation, in such a state, object 
OBJ22 is maintained in the unfixed state. Namely, the orien 
tation of object OBJ22 is changed in real time, by using a line 
passing through first input point P1 serving as the reference 
for arrangement of object OBJ21, second input point P2 
serving as the reference for arrangement of object OBJ22 
itself, and the position input by the user with touch pen 27 etc. 
at each time point (in the example shown in FIG. 26A, sixth 
input point P6) as the reference line. Here, Bezier approxi 
mation or the like may representatively be used as a method of 
calculating the reference line passing through three points as 
described above. In determining such a reference line, the 
reference line may be calculated based on reference positions 
for a plurality of previously arranged objects, without limited 
to a single previously arranged object. 
0258. Thereafter, as shown in FIG. 26B, when the user 
moves touch pen 27 etc. to a seventh input point P7 of which 
distance from second input point P2 exceeds threshold value 
Th1, object OBJ22 makes transition from the unfixed state to 
the fixed state. The orientation of this object OBJ22 that has 
made transition to the fixed state is determined based on the 
reference line passing through three points of first input point 
P1, second input point P2, and seventh input point P3. 

Second Variation of First Embodiment 

0259. In the first embodiment described above, such a 
configuration that the orientation of the object in the unfixed 
state is changed in real time each time second input point P2 
is updated has been described. Meanwhile, the orientation of 
the object may be maintained at the initial value until the 
condition for the object to make transition from the unfixed 
state to the fixed state is satisfied, and after this condition is 
satisfied, the orientation of the object may be changed to the 
orientation in accordance with second input point P2 at the 
time point when the condition is satisfied, and then the object 
may make transition to the fixed state. After the object made 
transition to this fixed state, the orientation of the object is 
held to the orientation resulting from the change. 
0260. In the present variation, in the flowchart shown in 
FIG. 25 above, the processing shown in steps S516 and S518 
is performed prior to execution of step S522. As the process 
ing is otherwise the same as in the first embodiment described 
above, detailed description will not be repeated. 

Second Embodiment 

0261. In the first embodiment described above, the func 
tion to allow the user to freely do “graffiti over the displayed 
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image has been described. In the second embodiment, a func 
tion to display an image like a “kaleidoscope' will be 
described hereinafter. 

0262 AS appearance and an internal configuration of a 
game device 100A according to the present embodiment are 
the same as those in FIGS. 1 and 2 above, detailed description 
will not be repeated. 
0263 
0264. Usage of game device 100A according to the present 
embodiment is also similar to usage of game device 100 
according to the first embodiment described above. Specifi 
cally, for example as shown in FIG. 3, an image (or a part 
thereof) picked up by the camera (inner camera 23 or outer 
camera 25) mounted on game device 100A is paved as in a 
kaleidoscope and displayed in real time on lower LCD 12. 
The user can freely vary a manner of display on this lower 
LCD 12 by operating touch pen 27 etc. It is noted that the 
displayed image may be an image stored in advance in 
memory card 28 (FIG. 2) or the like (still image or moving 
image). 
0265 Though the image of subject TRG is picked up by 
outer camera 25 in the example shown in FIG.3, the image of 
subject TRG may be picked up by inner camera 23, and the 
user can arbitrarily select which camera to use. 
0266 FIG. 27 is a diagram showing an exemplary selec 
tion screen in game device 100A according to the second 
embodiment of the present invention. Referring to FIG. 27. 
game device 100A according to the present embodiment 
includes a plurality of functions including a function to allow 
display of an image like a kaleidoscope described above, and 
the user selects a desired function in the selection screen 
shown in FIG. 27. 

0267 In the example shown in FIG. 27, a plurality of icons 
150 corresponding to respective functions provided in game 
device 100 are displayed in the upper portion of the screen, 
and the user can arbitrarily select an icon corresponding to a 
desired function from among these icons 150. In addition, 
selection icons 152 and 154 are displayed on opposing sides 
of the screen. Each time the user selects selection icon 152 or 
154, the selected function is successively changed toward the 
left or toward the right, along arrangement of icons 150. 
0268 When “start icon 158 is selected after the user 
selects the function with such a method, the selected function 
is executed. In addition, when "quit' icon 156 is selected, the 
screen returns to a not-shown menu screen. 

0269. In addition, as shown in FIG. 27, a name of the 
selected function (in the example shown in FIG. 27, “mirror 
camera') and outlines of that processing are shown in preview 
region 160, so as to present to the user contents of the function 
corresponding to icon 150 selected by the user. 
0270 
0271 Outlines of the “mirror camera’ according to the 
present embodiment will be described hereinafter with refer 
ence to FIGS. 28 to 32. 

0272. The “mirror camera’ according to the present 
embodiment is a function to allow the user to freely display an 
image picked up by the camera or an image stored in advance 
in memory card 28 or the like (hereinafter, these images are 
collectively referred to as the “input image') like a kaleido 
scope. The “mirror camera' provides a function to freely 
change the orientation and the size of an image object 
obtained by extracting a part of the input image in accordance 

<Exemplary Usage of Game Device> 

<Outlines of “Mirror Camera'> 



US 2010/0080491 A1 

with the user's operation and a function to allow updating in 
real time of a displayed picture in accordance with the image 
object that has been changed. 
0273. As shown in FIG. 28, in a “mirror camera' mode, the 
input image is displayed in real time like a kaleidoscope, and 
icons 302 to 306 for selecting an operation for this displayed 
image are displayed in the upper portion of the screen and 
icons 310 to 314 for selecting various types of operations are 
displayed. 
0274. When the user selects (touches) a “symmetry” icon 
302, as shown in FIG. 27, the input image and an image 
obtained by horizontally flipping the input image with respect 
to the screen are simultaneously displayed. In addition, the 
orientation of the image displayed on the screen is varied in 
real time in accordance with the user's touch operation with 
touch pen 27 etc. 
(0275. When the user touches a “triangle' icon 304, as 
shown in FIG. 28, a triangular-shaped portion of the input 
image is extracted as an image object OBJ5, and an image 
obtained by successively developing this image object OBJ5 
to be symmetric with respect to adjacent sides is displayed. 
0276. In addition, as shown in FIG. 29, when the user 
moves touch pen 27 etc. in a circular pattern while touch pen 
27 etc. keeps touching the screen, image object OBJ5 rotates 
around a predetermined centerpoint 308 by an angle in accor 
dance with the touch operation. Namely, the orientation of 
image object OBJ5 varies in real time in accordance with the 
user input. As shown in FIG. 29, the position of the image 
developed around image object OBJ5 also varies with rota 
tion of this image object OBJ5. 
(0277. In addition, as shown in FIG. 30, when the user 
moves touch pen 27 etc. away from or toward centerpoint 308 
of image object OBJ5 while touch pen 27 etc. keeps touching 
the screen, image object OBJ5 is scaled up or down in accor 
dance with the touch operation. Namely, the size of image 
object OBJ5 varies in real time in accordance with the user 
input. As shown in FIG. 30, arrangement or size of the image 
developed around image object OBJ5 also varies with varia 
tion in the size of this image object OBJ5. 
0278. When the user touches a “quadrangle' icon 306, as 
shown in FIG. 31, a quadrangular-shaped portion of the input 
image is extracted as an image object OBJ6, and an image 
obtained by successively developing this image object OBJ6 
to be symmetric with respect to adjacent sides is displayed. 
0279. In addition, as shown in FIG. 32, when the user 
moves touch pen 27 etc. in a circular pattern while touch pen 
27 etc. keeps touching the screen, image object OBJ6 rotates 
around predetermined center point 308 by an angle in accor 
dance with the touch operation. Namely, the orientation of 
image object OBJ6 varies in real time in accordance with the 
user input. It is noted that the position of the image developed 
around image object OBJ6 also varies with rotation of this 
image object OBJ6. Moreover, as in FIG. 30, when the user 
moves touch pen 27 etc. away from or toward centerpoint 308 
of image object OBJ6 while touch pen 27 etc. keeps touching 
the screen, image object OBJ6 is scaled up or down in accor 
dance with the touch operation. Further, arrangement or size 
of the image developed around image object OBJ6 also varies 
with variation in the size of this image object OBJ6. 
0280 Thus, the center point serving as a reference point 
for rotation and/or size change is determined in advance for 
the image object. As will be described later, a quantity of 
rotation (rotation position) and a degree of a scale (size) of the 
object are calculated in accordance with relative relation 
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between this reference point and a vector indicating variation 
of a coordinate caused by the touch operation. 
0281. In addition, when a “quit' icon 310 is selected, this 
processing for the "mirror camera' is stopped and the Screen 
returns to the selection screen as shown in FIG. 27. 

0282. In addition, when a “capture' icon 312 is selected, a 
still image corresponding to an image displayed at Selected 
timing is generated and stored in data memory 34 for storage 
(FIG. 2) or the like. 
0283. In addition, when a switch icon 314 is selected, the 
camera to be used for image pick-up is Switched between 
inner camera 23 and outer camera 25. 

0284 
0285) Detailed processing for the “mirror camera’ accord 
ing to the present embodiment will be described hereinafter 
with reference to FIG. 33. It is noted that the example shown 
in FIG. 33 illustrates processing for image object OBJ5 
shown in FIG. 28. 

0286. In particular in the “mirror camera’ according to the 
present embodiment, the quantity of rotation and the quantity 
of size change of the image object are calculated in accor 
dance with a quantity per unit time of operation on the screen 
with touch pen 27 etc. by the user. Therefore, by the user's 
operation with touch pen 27 etc., a speed of rotation of the 
image object becomes fast or the image object is further 
scaled up, so that the user can obtain such feeling that the 
image object is freely changed in response to his/her own 
operation. 
0287 More specifically, as in the example shown in FIG. 
33, it is assumed, for example, that the user moves touch pen 
27 etc. from an eighth input point P8 to a ninth input point P9 
while the touch state of touch pen 27 etc. is maintained. It is 
assumed here that the user's operation to move touch pen 27 
etc. (variation of the coordinate value) was performed in an 
operation cycle At (what is called a frame cycle). In the 
description below, it is assumed that the eighth input point 
was input at time t and the ninth input point was input at time 
t+At. 

0288 The quantity of rotation and the quantity of size 
change of image object OBJ5 are calculated in accordance 
with an operation vector Vtp generated as a result of move 
ment from this eighth input point P8 to ninth input point P9. 
More specifically, the quantity of rotation and the quantity of 
size change of image object OBJ5 are calculated in accor 
dance with a circumferential component v0 and a radial com 
ponent Vr of operation vector Vtp with respect to center point 
308 of image object OBJ5. 
0289. The circumferential direction and the radial direc 
tion can be defined with respect to any straight line passing 
through center point 308 of image object OBJ5, however, in 
the example shown in FIG. 33, operation vector Vtp is 
resolved into the circumferential component and the radial 
component with respect to a straight line L8 passing through 
centerpoint 308 of image object OBJ5 and a starting point of 
operation vector Vtp (eighth input point P8). Namely, opera 
tion vector Vtp is resolved into a component perpendicular to 
straight line L8 (circumferential component v0) and a com 
ponent in parallel thereto (radial component Vr). 
0290. In addition, using circumferential component v0 
and radial component Vr, a rotation angle 0 and a scale C. of the 
image object between certain time t and the time after a 
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Subsequent operation cycle (t+At) are calculated in accor 
dance with the following equations. 

0(t+At)=0(t)+axy 0 (1) 

C.(t+A)=C(t)+bxvr (2) 

0291. It is noted that the initial value for 0 is 0 and the 
initial value for C. is 1. If there is no touch operation, the values 
for 0 and C. are held at previous values. 
0292 0(t) and C.(t) indicate the rotation angle and the scale 
at time t, respectively. 
0293 00t--At) and C.(t+At) indicate the rotation angle and 
the scale at time (t+At), respectively, and a and bindicate bias 
coefficients. 

0294. Using thus determined 0 and C., the object image 
rotated by 0 around centerpoint 308 and scaled up or down at 
C. is displayed at the position of center point 308. It is noted 
that 0 indicates the rotation angle from a standard orientation 
and C. indicates the scale with respect to a standard size. 
0295. In the example described above, radial component 
Vr of operation vector Vtp in one frame was used to calculate 
scale C. of the image object. In another example, however, a 
touch-on coordinate and a scale C0 at the time of touch-on are 
stored, and a difference Ad(t) between a distance from center 
point 308 of image object OBJ5 to the touch-on coordinate 
and a distance from center point 308 to a current touch coor 
dinate may be employed so long as the touch operation is 
continued thereafter. Here, scale C.(t) at time t is calculated in 
accordance with the equation below. It is noted that Ad(t) is 
negative when the current touch coordinate is closer to the 
center point than the touch-on coordinate. 

0296. In the example above, C(t) is calculated always with 
reference to the timing of touch-on, so that accumulation of 
errors can be prevented. Here, 0 may also be calculated by 
using a difference in rotation angle between the time of touch 
on and the present time based on a rotation angle 00 at the 
time of touch-on, or may be calculated by using the equation 
(1). 
0297. It is noted that the sign of the second term on the left 
side in the equation (1) may be set to any of positive and 
negative, depending on relation between definition of rotation 
position 0 of the image object and the orientation of operation 
vector Vtp. Specifically, if a counterclockwise direction with 
respect to centerpoint 308 of image object OBJ5 is defined as 
the positive direction of rotation position 0, the sign of the 
second term on the left side of the equation (1) is '+' when 
operation vector Vtp is generated in the counterclockwise 
direction with respect to centerpoint 308, whereas the sign of 
the second term on the left side of the equation (1) is"- when 
operation vector Vtp is generated in a clockwise direction 
with respect to center point 308. 
0298. In addition, determination based on an outer product 
of operation vector Vtp and a vector Vs from centerpoint 308 
of image object OBJ5 to eighth input point P8 may be used as 
an exemplary method of determining in which direction 
operation vector Vtp was generated. Specifically, in the 
example shown in FIG. 33, when operation vector Vtp is 
generated counterclockwise, the outer product of operation 
vector Vtp and vector Vs is positive. On the other hand, when 
operation vector Vtp is generated clockwise, the outer prod 
uct of operation vector Vtp and vector Vs is negative. Then, 
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depending on the sign of Such an outer product, in which 
direction operation vector Vtp was generated can be deter 
mined. 
0299. In addition, in the equation (2), regarding radial 
component Vr, the direction away from center point 308 of 
image object OBJ5 is defined as + (plus), and the direction 
toward the same is defined as - (minus). 
0300 Naturally, regarding a straight line L9 passing 
through center point 308 of image object OBJ5 and an end 
point of operation vector Vtp (ninth input point P9), operation 
vector Vtp may be resolved into the circumferential compo 
nent and the radial component. Alternatively, a straight line 
passing through centerpoint 308 and an intermediate point of 
operation vector Vtp may be adopted. 
0301 <Rendering Processing> 
0302 As described above, in game device 100A according 
to the present embodiment, a part of the image picked up by 
the camera is extracted as the image object, and the image 
obtained by developing a plurality of Such extracted image 
objects over the entire screen is displayed in real time. In 
addition, when the user performs the operation while touch 
pen 27 etc. keeps touching the screen, the image object varies 
in real time at the rotation angle and to the size in accordance 
with this operation. Therefore, rendering processing for Such 
image display will be described with reference to FIGS. 34. 
35A and 35B. 
0303 FIG. 34 is a schematic diagram for illustrating ren 
dering processing of game device 100A according to the 
second embodiment of the present invention. FIGS. 35A and 
35B are schematic diagrams for illustrating processing for 
extracting the image object in game device 100A according to 
the second embodiment of the present invention. 
0304 Referring to FIG. 34, in game device 100A accord 
ing to the present embodiment, two layers 342 and 344 are 
used to generate a video image signal for display on the 
screen. It is noted that each of layers 342 ad 344 is imple 
mented by forming a memory area having a capacity compa 
rable to resolution of at least lower LCD 12 in main memory 
32. 
0305. A first layer 342 is a memory area for developing for 
display, an image object extracted from an image picked by 
the camera (still image or moving image) or an image read 
from memory card 28 (FIG. 2) or the like (still image or 
moving image). 
(0306 CPU31 (FIG. 2) develops an input image IMG input 
from any of inner camera 23, outer camera 25 and memory 
card 28, and extracts image object OBJ5 from this input 
image IMG. Then, the data obtained by developing this image 
object OBJ5 under a prescribed rule is written in an area 
corresponding to first layer 342 within main memory 32. 
When the still image is input, the image should only be 
developed to raster data for writing. On the other hand, when 
the moving image is input, in order to improve a real time 
characteristic of display, rendering may be carried out, for 
example, by using polygon processing. 
0307 A second layer 344 is a memory area for displaying 
an icon for accepting the user's operation. CPU 31 writes data 
for displaying a necessary icon in an area corresponding to 
second layer 344 within main memory 32, inaccordance with 
a function or an operation mode selected through the user's 
operation. 
0308 An image obtained by combining data stored in 
these layers 342 and 344 is displayed on the screen. In each of 
layers 342 and 344, only a pixel of which data to be displayed 
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exists is handled as effective, and a pixel of which data to be 
displayed does not existis handled as transparent, so to speak. 
Therefore, regarding the pixel handled as transparent in a 
certain layer, data of a corresponding pixel in a lower layer is 
displayed on the screen. 
0309. In addition, when “capture' icon 312 (FIG. 28) is 
selected, CPU 31 causes data memory 34 for storage (FIG. 2) 
or the like to store data stored in first layer 342. 
0310. With regard to processing for extracting the image 
object described above, as shown in FIG. 35A, data of a pixel 
included in a predetermined region of input image IMG may 
be extracted and this extracted data may be scaled down or up 
at scale C. described above, so that the size in which the data 
is displayed is variable. 
0311 Alternatively, with regard to another processing for 
extracting the image object described above, as shown in FIG. 
35B, data of a pixel in a region, extracted from input image 
IMG, may be scaled down or up at scale C. described above. 
By adopting Such processing, Substantial data included in the 
image object (that is, the image of subject TRG) can be scaled 
down or up while maintaining an effective size of the image 
object at the same size. 
0312 <Processing Procedure> 
0313 A processing procedure relating to the “mirror cam 
era” according to the present embodiment described above 
will be described hereinafter with reference to FIGS. 36 to 38. 
Each step shown in FIGS. 36 to 38 is implemented represen 
tatively by reading of a program or the like stored in memory 
card 29 to main memory 32 and execution thereof by CPU 31. 
0314 (1. Function Selection Processing) 
0315. In game device 100A according to the present 
embodiment as well, processing relating to function selection 
as in FIG. 19 above is performed. 
0316. In game device 100A according to the present 
embodiment, for example, when the function of the “mirror 
camera' is selected in step S8 shown in FIG. 19, as shown in 
FIG. 27, preview display of the name such as the “mirror 
camera' and contents of each processing (in the example 
shown in FIG. 27, the symmetry mode) is provided. 
0317. In addition, when the “mirror camera' is selected in 
step S16, CPU 31 performs the processing in accordance with 
the flowcharts shown in FIGS. 36 and 37. 
0318. As other steps are the same as in the first embodi 
ment described above, detailed description will not be 
repeated. 
0319 (2. “Mirror Camera Sub Routine) 
0320 FIGS. 36 and 37 are flowcharts showing sub routine 
processing performed when the “mirror camera' is selected 
in step S16 shown in FIG. 19. 
0321 Referring to FIGS.36 and 37, initially, in step S600, 
CPU31 initializes (clears to zero) a previous coordinate value 
and a present coordinate value that are internal variables. 
0322. In successive step S602, CPU 31 starts the rendering 
processing sub routine shown in FIG. 38. This rendering 
processing Sub routine is processing for displaying a screen 
for the “mirror camera as shown in FIGS. 28 to 32. The 
processing procedure shown in FIG. 38 is repeatedly per 
formed in a prescribed cycle, independently of the processing 
shown in FIGS. 36 and 37. 
0323. In successive step S604, CPU31 extracts the data of 
the pixel included in the predetermined region (initial value) 
of the input image from the selected camera (inner camera 23 
or outer camera 25) to generate the image object (initial 
value). In further successive step S606, CPU 31 generates 
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display data obtained by developing the image object (initial 
value) generated in step S604 at predetermined rotation posi 
tion 0 and scale C. over the entire screen and writes the display 
data into the area corresponding to first layer 342 within main 
memory 32. Then, the process proceeds to step S608. 
0324. In successive step S608, CPU 31 writes data for 
displaying icons 302 to 314 shown in FIG. 28 into the area 
corresponding to second layer 344 within main memory 32. 
Namely, CPU 31 causes an icon for accepting the user's 
operation to be displayed on lower LCD 12. 
0325 Through the processing in steps S602 to S608 as 
above, an initial screen of the “mirror camera mode is dis 
played. 
0326 In successive step S610, CPU 31 determines 
whether the touch position data has been input from touch 
panel 13 through IVF circuit 42 or not. Namely, CPU 31 
determines whether a touch operation with touch pen 27 etc. 
by the user has been performed or not. When the touch posi 
tion data has not been input (NO in step S610), the processing 
in step S610 is repeated. On the other hand, when the touch 
position data has been input (YES in step S610), the process 
proceeds to step S612. 
0327. In step S612, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “symmetry” icon 302 or not. Namely, CPU 
31 determines whether “symmetry” icon 302 has been 
selected or not. Then, when the coordinate value indicated by 
the touch position data is within the display range of "sym 
metry” icon 302 (YES in step S612), the process proceeds to 
step S614. On the other hand, when the coordinate value 
indicated by the touch position data is out of the display range 
of “symmetry” icon 302 (NO in step S612), the process 
proceeds to step S616. 
0328. In step S614, CPU 31 sets an internal flag to the 
“symmetry” mode. Then, the process returns to step S610. 
0329. In step S616, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “triangle' icon 304 or not. Namely, CPU 31 
determines whether “triangle' icon 304 has been selected or 
not. Then, when the coordinate value indicated by the touch 
position data is within the display range of “triangle' icon 304 
(YES in step S616), the process proceeds to step S618. On the 
other hand, when the coordinate value indicated by the touch 
position data is out of the display range of “triangle' icon 304 
(NO in step S616), the process proceeds to step S620. 
0330. In step S618, CPU 31 sets the internal flag to the 
“triangle” mode. Then, the process returns to step S610. 
0331. In step S620, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “quadrangle' icon 306 or not. Namely, CPU 
31 determines whether “quadrangle' icon 306 has been 
selected or not. Then, when the coordinate value indicated by 
the touch position data is within the display range of “quad 
rangle' icon 306 (YES in step S620), the process proceeds to 
step S622. On the other hand, when the coordinate value 
indicated by the touch position data is out of the display range 
of “quadrangle' icon 306 (NO in step S620), the process 
proceeds to step S624. 
0332. In step S622, CPU 31 sets the internal flag to the 
“quadrangle” mode. Then, the process returns to step S610. 
0333. In step S624, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “capture' icon 312 or not. Namely, CPU 31 
determines whether “capture' icon 312 has been selected or 
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not. Then, when the coordinate value indicated by the touch 
position data is within the display range of “capture' icon 312 
(YES in step S624), the process proceeds to step S626. On the 
other hand, when the coordinate value indicated by the touch 
position data is out of the display range of “capture' icon 312 
(NO in step S624), the process proceeds to step S628. 
0334. In step S626, CPU 31 reads data stored in the area 
corresponding to first layer 342 within main memory 32 and 
writes the data in data memory 34 for storage or the like. 
Then, the process returns to step S610. 
0335) In step S628, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of switch icon 314 or not. Namely, CPU 31 
determines whether switch icon 314 has been selected or not. 
Then, when the coordinate value indicated by the touch posi 
tion data is within the display range of switch icon 314 (YES 
in step S628), the process proceeds to step S630. On the other 
hand, when the coordinate value indicated by the touch posi 
tion data is out of the display range of switch icon 314 (NO in 
step S628), the process proceeds to step S632. 
0336. In step S630, CPU31 switches the camera to be used 
for image pick-up between inner camera 23 and outer camera 
25. Namely, CPU 31 switches a source of image input 
between inner camera 23 and outer camera 25. Then, the 
process returns to step S610. 
0337. In step S632, CPU 31 determines whether the coor 
dinate value indicated by the touch position data is within a 
display range of “quit' icon 310 or not. Namely, CPU 31 
determines whether "quit” icon 310 has been selected or not. 
Then, when the coordinate value indicated by the touch posi 
tion data is within the display range of "quit' icon 310 (YES 
in step S632), CPU 31 ends the rendering processing sub 
routine shown in FIG. 38 (step S634) and thereafter this 
process ends. On the other hand, when the coordinate value 
indicated by the touch position data is out of the display range 
of "quit' icon 210 (NO in step S632), the process proceeds to 
step S636 shown in FIG. 37. Namely, the processing in step 
S636 and subsequent steps is performed when the user 
touches a position other than icons 301 to 314 on the screen 
with touch pen 27 etc. 
0338. In step S636, CPU 31 determines whether an effec 
tive value other than Zero is set as the present coordinate value 
or not. Namely, CPU 31 determines whether the user has 
touched the position other than icons 301 to 314 with touch 
pen 27 etc. or not in the previous operation cycle. 
0339 When the effective value other than Zero has not 
been set as the present coordinate value (NO in step S636), the 
process proceeds to step S638. In step S638, CPU 31 sets the 
coordinate value indicated by the touch position data as the 
previous coordinate value and the present coordinate value. 
Then, the process proceeds to step S650. Namely, when the 
user has not performed the input operation to indicate rotation 
and/or size change of the image object in the previous opera 
tion cycle, rotation position 0 and scale C. of the image object 
are not changed in the operation cycle immediately after the 
input operation. 
0340 On the other hand, when the effective value other 
than Zero has been set as the present coordinate value (YES in 
step S636), the process proceeds to step S640. In step S640, 
CPU 31 sets the currently-set present coordinate value as the 
previous coordinate value, and thereafter sets the coordinate 
value indicated by the touch position data as the present 
coordinate value. Then, the process proceeds to step S642. 
Namely, when the user performs some input operation in the 
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present operation cycle after the previous operation cycle, 
processing relating to rotation and/or size change of the 
image object is performed. 
0341. In step S642, CPU 31 calculates operation vector 
Vtp from the previous coordinate value to the present coor 
dinate value. Namely, variation of the coordinate value input 
through the operation of touch panel 13 is detected. 
0342. In successive step S644, CPU 31 calculates vector 
Vs from the center point of the arranged image object to the 
previous coordinate value. In further successive step S646, 
CPU 31 calculates the outer product of operation vector Vtp 
and vector Vs and determines the rotation direction in which 
operation vector Vtp was generated based on the sign (posi 
tive or negative) of the calculated outer product. Then, the 
process proceeds to step S648. 
(0343. In step S648, CPU 31 resolves operation vector Vtp 
into circumferential component V0 and radial component Vr. 
Namely, circumferential component V0 (first variation com 
ponent) and radial component Vir (second variation compo 
nent) in accordance with variation of the coordinate value are 
obtained. 
(0344) In successive step S650, CPU 31 calculates rotation 
position 0 and scale C. of the image object based on circum 
ferential component V0 and radial component Vr calculated 
in step S648. Then, the process proceeds to step S650. 
(0345. In step S650, CPU 31 updates the image object by 
extracting the data of the pixel included in the area in accor 
dance with the set mode, from the input image from the 
selected camera (inner camera 23 or outer camera 25). In 
successive step S652, CPU 31 generates display data 
obtained by developing the image object updated in step S650 
at current rotation position 0 and Scale C. over the entire Screen 
and writes the display data into the area corresponding to first 
layer 342 within main memory 32. Namely, the image 
included in the image object is developed over the entire 
screen around the image object and the resultant image is 
displayed. Then, the process proceeds to step S654. 
(0346. In step S654, CPU 31 waits until the timing of 
execution in a next operation cycle. Thereafter, the process 
returns to step S610. As a result of this repeated processing, 
the display image obtained as a result of development is 
Successively updated, together with change in the rotation 
position (orientation) or the scale (size) of the image object. 
0347 (3. Rendering Processing Sub Routine) 
0348 FIG.38 is a flowchart showing rendering processing 
Sub routine processing of which execution is started in step 
S602 shown in FIG. 36. 
(0349 Referring to FIG. 38, in step S700, CPU 31 com 
bines data stored in first layer 342 and second layer 344. It is 
noted that the data stored in first layer 342 is updated cycli 
cally, along with execution of the Sub routine processing 
shown in FIGS. 36 and 37 above. 
0350. In further successive step S702, CPU 31 renders the 
image in lower LCD12 based on the combined data. Then, the 
process returns to step S700. 
0351 Execution of the sub routine processing shown in 
FIG.38 above is started in step S602 shown in FIG. 36 and 
execution thereof ends in step S634 shown in FIG. 38. 

Variation of Second Embodiment 

0352. In the second embodiment described above, as 
shown in FIG. 33, the processing in which the quantity of 
rotation of the image object is determined in accordance with 
circumferential component V6 of operation vector Vtp has 
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been illustrated, however, the object may be rotated with 
respect to the reference point of the object, in accordance with 
an angle between vertices of operation vector Vtp. 
0353 Namely, in FIG. 33, the quantity of change per unit 
time of rotation position 0 of the object may be calculated in 
accordance with an angle between eighth input point P8 and 
ninth input point P9 with respect to center point 308 of object 
OBJ5. In other words, the quantity of change in the orienta 
tion of the object is determined in accordance with the angle 
formed by two coordinate values before and after variation of 
the input coordinate value, with respect to the reference point. 
0354 As the processing is otherwise the same as in the 
second embodiment described above, detailed description 
will not be repeated. 
0355 Although the present invention has been described 
and illustrated in detail, it is clearly understood that the same 
is by way of illustration and example only and is not to be 
taken by way of limitation, the scope of the present invention 
being interpreted by the terms of the appended claims. 
What is claimed is: 
1. A storage medium storing an image processing program 

executed by a computer interacting with an input portion and 
a display portion, said image processing program causing 
said computer to execute: 

a display step of displaying an object on said display por 
tion; 

a detection step of detecting variation of a coordinate value 
input through an operation of said input portion; 

an obtaining step of obtaining a first variation component 
and a second variation component in accordance with 
said variation of the coordinate value; 

a first changing step of changing an orientation of said 
object displayed on said display portion in accordance 
with said first variation component; and 

a second changing step of changing a size of said object 
displayed on said display portion in accordance with 
said second variation component. 

2. The storage medium storing an image processing pro 
gram according to claim 1, wherein 

said image processing program causes said computer to 
further execute the steps of: 

repeatedly performing said detection step; and 
repeatedly performing said obtaining step, said first chang 

ing step, and said second changing step each time said 
variation of the coordinate value is detected. 

3. The storage medium storing an image processing pro 
gram according to claim 1, wherein 

a quantity of change in the orientation and the size of said 
object is determined in accordance with relative relation 
between a predetermined reference point of said object 
and a vector indicating said variation of the coordinate 
value. 

4. The storage medium storing an image processing pro 
gram according to claim 3, wherein 

said first variation component is a circumferential compo 
nent of said vector with respect to said reference point, 
and 

said second variation component is a radial component of 
said vector with respect to said reference point. 

5. The storage medium storing an image processing pro 
gram according to claim 3, wherein 

the quantity of change in the orientation of said object is 
determined in accordance with an angle between two 
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coordinate values before and after variation, with refer 
ence to said reference point. 

6. The storage medium storing an image processing pro 
gram according to claim 1, wherein 

said input portion is arranged in association with a display 
Surface of said display portion, and 

said detection step includes detecting, as effective, also 
variation of a coordinate value associated with a region 
other than a region where said object is displayed. 

7. The storage medium storing an image processing pro 
gram according to claim 1, wherein 

said display step includes developing an image included in 
said object around said object and displaying resultant 
image, and 

a display image obtained by development is successively 
updated with change in the orientation or size of said 
object. 

8. The storage medium storing an image processing pro 
gram according to claim 1, wherein 

said detection step includes detecting variation between an 
initially input coordinate and each Subsequent input 
coordinate as said variation of the coordinate value, with 
regard to a coordinate group Successively input through 
an operation of said input portion. 

9. An image processing device, comprising: 
a detection portion detecting variation of a coordinate 

value input through a user's operation; 
an obtaining portion obtaining a first variation component 

and a second variation component in accordance with 
said variation of the coordinate value; 

a first display changing portion changing an orientation of 
said object displayed on a prescribed display portion in 
accordance with said first variation component; and 

a second display changing portion changing a size of said 
object displayed on said display portion in accordance 
with said second variation component. 

10. An image processing method performed by a computer 
interacting with an input portion and a display portion, com 
prising: 

a display step of displaying an object on said display por 
tion; 

a detection step of detecting variation of a coordinate value 
input through an operation of said input portion; 

an obtaining step of obtaining a first variation component 
and a second variation component in accordance with 
said variation of the coordinate value; 

a first changing step of changing an orientation of said 
object displayed on said display portion in accordance 
with said first variation component; and 

a second changing step of changing a size of said object 
displayed on said display portion in accordance with 
said second variation component. 

11. The image processing method according to claim 10, 
further comprising: 

repeatedly performing said detection step; and 
repeatedly performing said obtaining step, said first chang 

ing step, and said second changing step each time said 
variation of the coordinate value is detected. 

12. The image processing method according to claim 10, 
wherein 
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a quantity of change in the orientation and the size of said 
object is determined in accordance with relative relation 
between a predetermined reference point of said object 
and a vector indicating said variation of the coordinate 
value. 

13. The image processing method according to claim 10, 
wherein 

said input portion is arranged in association with a display 
Surface of said display portion, and 

said detection step includes detecting, as effective, also 
variation of the coordinate value associated with a 
region other thana region where said object is displayed. 

14. The image processing method according to claim 10, 
wherein 
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said display step includes developing an image included in 
said object around said object and displaying resultant 
image, and 

a display image obtained by development is successively 
updated with change in the orientation or size of said 
object. 

15. The image processing method according to claim 10, 
wherein 

said detection step includes detecting variation between an 
initially input coordinate and each Subsequent input 
coordinate as said variation of the coordinate value, with 
regard to a coordinate group Successively input through 
an operation of said input portion. 
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