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SYSTEMS AND METHODS FOR
PRECISE GENERATION OF PHASE VARIATION IN DIGITAL SIGNALS

Technical Field of the Invention

[0001] This invention relates to detection of events and, more particularly, to systems and

methods for precise generation of phase variation, such as jitter and/or wander, in digital signals.

Background

[0002] There is often a need with electronic systems to generate desired amounts of jitter and/or

wander in digital signals, for example, digital signals being used for test and measurement purposes.

[0003] Current techniques for generation of phase variation, such as jitter and/or wander, rely
upon analog techniques. Some of these prior techniques are based on voltage controlled delay lines or
a plurality of fixed delay lines or paths. Other such techniques are based on the use of voltage to
adjust the frequency of an oscillator by increasing or decreasing the capacitance on nodes within the
oscillator. Still other such techniques implement adjustable or selectable delay in PLL (phase locked

loop) or DLL (delay locked loop) feedback circuits.
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[0004] While these prior systems and techniques provide the ability to generate desired phase
variation, such as wander and/or jitter, in resulting signals, it is desirable to be able to achieve

improved resolution in generating desired phase variation in digital signals.
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Summary of the Invention

[0005] Systems and methods are disclosed for precise generation of phase variation in digital
signals. The disclosed signal generation embodiments generate a pattern of information bits that
represent a digital signal with desired phase variations and transmit this digital pattern at high speed
utilizing a serializer to generate a high speed bit stream. The high speed bit stream can be used to
generate one or more digital signals, such as clock signals, having desired rates and desired phase
variations. In certain embodiments, the desired phase variation can be introduced into the resulting
digital signal by removing and/or inserting bits in a digital pattern thereby moving logic transitions
(e.g., rising edge transitions, falling edge transitions) as desired within the resulting digital signal. In
addition to clock signals, the resulting digital signals generated can be control signals, data signals
and/or any other desired digital signal. Other features and variations can be implemented, if desired,

and related systems and methods can be utilized, as well.

[0006] In one embodiment, a system for generating a digital signal having desired phase
variation is provide that includes waveform generator circuitry configured to generate a digital
pattern representing a digital signal having a desired phase variation with respect to a base digital
signal where the waveform generator circuitry is configured to output the digital pattern as multi-bit
parallel data, and serializer circuitry having the multi-bit parallel data as an input and having a bit
stream as an output where the bit stream is single-bit serial data representing the digital signal having
the desired phase variation. In a further embodiment, the system includes reference clock generator
circuitry having a reference clock signal as an output where the reference clock signal is coupled to
the serializer circuitry and is used to determine an input rate for the multi-bit parallel data to the
serializer and to determine an output bit rate for the bit stream from the serializer. In a further
embodiment, the reference clock generator circuitry is also coupled to the waveform generator
circuitry, and the reference clock signal is configured to determine an output rate for the multi-bit
parallel data from the waveform generator. In further embodiments, the digital signal represents
edges of a digital clock signal. The digital signal can also represent a pulse signal. And the digital
signal can also represent at least one of an arrival of network packets and a departure of network
packets. In a further embodiment, the bit rate for the single-bit serial data output by the serializer
circuitry is at least two times faster than a rate of the multi-bit parallel data input to the serializer

circuitry.

[0007] In a further embodiment, the waveform generator is configured to modify bits within the
digital pattern to achieve the desired phase variation. In still a further embodiment, the waveform
generator circuitry is configured to insert one or more bits within the digital pattern to produce a

phase delay within the bit stream and to remove one or more bits within the digital pattern to produce

-3-
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a phase advance within the bit stream. Still further, the waveform generator circuitry can include
waveform memory circuitry configured to store bits representing the base digital signal. Still further,
the waveform generator circuitry can include shifter circuitry configured to receive a waveform word
from the waveform memory and to shift bits within the waveform word by one or more bits to
produce a shifted waveform word representing a phase change. The waveform generator circuitry
can also include a bit splicer configured to receive a shifted waveform word from the shifter circuitry,
to insert one or more bits into the shifted waveform word to produce a phase advance within the bit
stream and to remove one or more bits from the shifted waveform word to produce a phase delay

within the bit stream.

[0008] In another embodiment, the waveform generator circuitry is configured to receive phase
control signals identifying the desired phase variation. Still further, the phase control signals can be
based upon phase change instructions from a plurality of sources. Further, the phase control signals
can be dithered. In addition, a prescaler can be used and configured to receive the bit stream from the
serializer circuitry and to produce an output signal at a different rate. Still further, a cleanup phase-
locked-loop (PLL) can be coupled to the output of the deserializer and configured to a clean output

signal.

[0009] In one other embodiment, a method for generating a digital signal having desired phase
variation is provided that includes generating a digital pattern representing a digital signal having a
desired phase variation with respect to a base digital signal, outputting the digital pattern as multi-bit
parallel data, and serializing the multi-bit parallel data to produce a bit stream of single-bit serial data
representing the digital signal having the desired phase variation. In a further embodiment, the
method includes generating a reference clock signal and using the reference clock signal to determine
an output rate for the multi-bit parallel data for the outputting step and to determine an output bit rate
for the bit stream for the serializing step. In a further embodiment, a bit rate for the single-bit serial
data for the serializing step is at least two times faster than a rate for the multi-bit parallel data for the

outputting step.

[0010] In another embodiment, the generating step includes modifying bits within the digital
pattern to achieve the desired phase variation. Further, the generating step can include inserting one
or more bits within the digital pattern to produce a phase delay within the bit stream and removing
one or more bits within the digital pattern to produce a phase advance within the bit stream. In a
further embodiment, the method can include storing bits representing the base digital signal within
waveform memory circuitry. The method can also include receiving a waveform word from the
waveform memory circuitry and shifting bits within the waveform word by one or more bits to

produce a shifted waveform word representing a phase change. Still further, the method can include
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inserting one or more bits into the shifted waveform word to produce a phase advance within the bit
stream and removing one or more bits from the shifted waveform word to produce a phase delay

within the bit stream.

[0011] In a further embodiment, the method includes providing phase control signals identifying
the desired phase variation prior to the generating step. The method can also include utilizing phase
change instructions from a plurality of sources to provide the phase control signals. The method can
further include dithering the phase control signals. Still further, the method can include prescaling
the bit stream to produce an output signal at a different rate. Still further, the method can include

utilizing a cleanup phase-locked-loop (PLL) to generate a clean output signal.

[0012] Other features and variations can be implemented, if desired, and related systems and

methods can be utilized, as well.
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Description of the Drawings

[0013] It is noted that the appended drawings illustrate only exemplary embodiments of the
invention and are, therefore, not to be considered limiting of its scope, for the invention may admit to

other equally effective embodiments.

[0014] FIG. 1A is a block diagram of an embodiment for a precise event detection system.
[0015] FIG. 1B is a process flow diagram of an embodiment for precise event detection.

[0016] FIG. 1C is a block diagram for a further embodiment for a precise event detection
system.

[0017] FIG. 2A is a more detailed block diagram of an embodiment for a system that provides

precise detection of events utilizing high speed serializer, logic and deserializer circuitry.

[0018] FIG. 2B is a block diagram of an embodiment for event detector and timestamp circuitry

that can be utilized to provide precise timestamps associated with detected events.

[0019] FIG. 3 is a diagram of an embodiment for generation of timestamps and error values

associated with events.

[0020] FIG. 4 is a block diagram of an embodiment for additional timestamp processing circuitry

that can be utilized to provide additional information associated with the detection of events.

[0021] FIG. 5A is a block diagram of an embodiment using multiple offset timestamps to

provide increased resolution.

[0022] FIG. 5B is a signal diagram for offset detection of events using an embodiment according

to FIG. 5A.

[0023] FIG. 5C is a block diagram of an embodiment for detecting events from multiple event

occurrence input signals.

[0024] FIG. 6A is a block diagram of an embodiment for providing an event occurrence signal

directly to a deserializer for sampling and conversion to multi-bit parallel data words.

[0025] FIG. 6B is a block diagram of an embodiment for using multiple deserializers to provide

offset times stamps for an event occurrence signal provided directly to the deserializers.
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[0026] FIG. 6C is a block diagram of an embodiment for using multiple deserializers to detect

events from multiple event occurrence input signals provided directly to the deserializers.

[0027] FIG. 7A is a block diagram of an embodiment for precise generation of phase variation in

digital signals.

[0028] FIG. 7B is a process flow diagram of an embodiment for precise generation of phase

variation in digital signals.

[0029] FIG. 8. is a more detailed block diagram of an embodiment for a system that provides

precise generation of phase variation in digital signals.

[0030] FIG. 9 is a block diagram of an embodiment for a sinusoidal phase generator.

[0031] FIG. 10 is a block diagram of an embodiment for an arbitrary phase generator.

[0032] FIG. 11 is a block diagram of an embodiment for phase change integrator and limiter

circuitry.

[0033] FIG. 12 is a block diagram of an embodiment for waveform generator circuitry.

[0034] FIG. 13 is a block diagram of an embodiment for playback of signals based upon event

timing data detected from event occurrences.

[0035] FIG. 14 is a block diagram of an embodiment for detecting event occurrences and

generating desired phase variation in digital signals in a network communications environment.

[0036] FIG. 15 is a block diagram of an embodiment that uses a phase change processor to
adjust the event timing data, as desired, prior to its being used to provide phase data to control the

generation of signals with desired phase variation.
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Detailed Description of the Invention

[0037] Systems and methods are disclosed for precisely and accurately measuring time
information associated with occurrence of detected events. The described embodiments combine high
speed serializer and deserializer circuitry with high speed logic elements, such as exclusive-OR
(XOR) or exclusive-not-OR (XNOR) logic circuitry, to achieve precision based upon the bit period of
the high speed digital signals processed by these circuit devices and elements. Further embodiments
utilize high speed deserializers to receive event occurrence signals and to provide a precision based
upon the input bit periods of the deserializer circuitry. Other features and variations can be

implemented, if desired, and related systems and methods can be utilized, as well.

[0038] Systems and methods are also disclosed for precise generation of phase variation in
digital signals. The disclosed signal generation embodiments generate a pattern of information bits
that represents a digital signal with desired phase variations and transmit this digital pattern at high
speed utilizing a serializer to generate a high speed bit stream. The high speed bit stream can be used
to generate one or more digital signals, such as clock signals, having desired rates and desired phase
variations. In certain embodiments, the desired phase variation can be introduced into the resulting
digital signal by removing and/or inserting bits in a digital pattern thereby moving logic transitions
(e.g., rising edge transitions, falling edge transitions) as desired within the resulting digital signal. In
addition to clock signals, the resulting digital signals generated can be control signals, data signals
and/or any other desired digital signal. Further embodiments provide for playback of detected events
including phase variations associated with those detected events. Other features and variations can

be implemented, if desired, and related systems and methods can be utilized, as well.

[0039] Precise timing measurement techniques for detecting event timing data associated with
detect events are described below in more detail with respect to FIGS. 1A-C, 2A-B, 3-4, 5A-C and
6A-C. Precise signal generation techniques for generating signals with desired phase variations are

described in more detail below with respect to FIGS. 7A-B and 8-15.

[0040] It is noted that the operational blocks depicted herein can be implemented using
hardware, software or a combination of hardware and software, as desired. In addition, integrated
circuits, discrete circuits or a combination of discrete and integrated circuits can be used, as desired,
that are configured to perform the functionality described. Further, programmable integrated
circuitry can also be used, such as FPGAs (field programmable gate arrays), ASICs (application
specific integrated circuits) and/or other programmable integrated circuitry. In addition, one or more
processors running software or firmware could also be used, if desired. For example, computer

readable instructions embodied in a tangible medium (e.g., memory storage devices, FLASH memory,
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random access memory, read only memory, programmable memory devices, reprogrammable storage
devices, hard drives, floppy disks, DVDs, CD-ROMs, and/or any other tangible storage medium)
could be utilized including instructions that cause computer systems, programmable circuitry (e.g.,
FPGAs) and/or processors to perform the processes, functions and capabilities described herein. It is
further understood, therefore, that one or more of the tasks, functions, or methodologies described
herein may be implemented, for example, as software or firmware and/or other instructions embodied
in one or more non-transitory tangible computer readable mediums that are executed by a CPU,

controller, microcontroller, processor, microprocessor, or other suitable processing circuitry.

[0041] The precise timing measurement embodiments are now described with respect to FIGS.

1A-C, 2A-B, 3-4, 5A-C and 6A-C.

[0042] FIG. 1A is a block diagram of an embodiment for a precise event detection system. FIG.
1B is a process flow diagram of an embodiment for precise event detection. FIG. 1C is a block
diagram of a further embodiment for a precise event detection system. FIG. 2A is a more detailed
block diagram of an embodiment for a system that provides precise detection of events utilizing high
speed serializer, logic and deserializer circuitry. FIG. 2B is a block diagram of an embodiment for
event detector and timestamp circuitry that can be utilized to provide precise timestamps associated
with detected events. FIG. 3 is a diagram of an embodiment for timestamps and error values
associated with detected events. FIG. 4 is a block diagram of an embodiment for additional
timestamp processing circuitry that can be utilized to provide additional information associated with
the detection of events. FIG. 5A is a block diagram for an embodiment that uses multiple offset
timestamps to provide improved finer resolution. FIG. 5B is a signal diagram for offset detection of
events using an embodiment according to FIG. SA. FIG. 5C is a block diagram of an embodiment for
detecting events from multiple event occurrence input signals. FIGS. 6A-6C are block diagrams of
embodiments for providing event occurrence signals directly to deserializers and then generating

event timing data.

[0043] The disclosed systems and methods provide improved performance as compared to prior
techniques. For example, improved precision is provided as compared to typical counter based
techniques, which are limited by the speed at which the counter can be operated. The disclosed
techniques can also be implemented as fully digital solutions so that the accuracy of timestamp data
is improved. Furthermore, the disclosed embodiments can be implemented without requiring
complicated calibration schemes or other requirements often seen in analog solutions (e.g., such as

detailed control of the duty cycle of a reference clock).
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[0044] In some embodiments as described below, the signal event measurement techniques
disclosed herein generate a known digital signal pattern of information bits, transmit them at high
speed with a serializer, modify (e.g., pass or invert) the high speed bit stream according to an event
occurrence signal, receive and deserialize the modified high speed bit stream with a deserializer,
compare the deserialized modified bit stream with a prediction of the information bits for the original
signal pattern, and determine the bit positions or bit periods at which the modifications (e.g.,
inversions) occur from the comparison of the results. These bit positions can then be used to
represent the relative time at which the detected signal event occurred. Advantageously, the
precision of these time measurements is associated with the bit period of the high speed signals
processed by the serializer, deserializer and logic circuitry rather than slower clock rates that may be

associated with other circuit operation within the system.

[0045] FIG. 1A is block diagram of an embodiment 100 for a precise event detection system.
The pattern generator circuitry 104 provides an output 103 to the serializer circuitry 106. The output
103 is the digital signal pattern output by the pattern generator circuitry 104 as multi-bit parallel data
(e.g., N-bit data words), and these multi-bit parallel data words are then received and serialized by the
serializer circuitry 106. The serializer circuitry 106 then provides output 107 to logic circuitry 110.
The output 107 is a bit stream representing the digital signal pattern and is output by the serializer
circuitry 106 as single-bit serial data. This bit stream 107 is then received and processed by logic
circuitry 110. The logic circuitry 110 also receives an event occurrence signal 123 as an input. As
described in more detail below, the event occurrence signal 123 can be any of a variety of signals that
indicate the occurrence of events. And the event occurrence signal 123 can be provided directly from
a signal event source for which events are being detected to being used, or the event occurrence
signal 123 can be processed or conditioned prior to being used, as desired, depending upon the logic

or other circuitry being used.

[0046] The logic circuitry 110 logically processes the bit stream 107 and event occurrence signal
123 to produce a modified bit stream as its output 115. As described in more detail below, this
logical operation can be an exclusive-OR (XOR) logic operation, if desired. This modified bit stream
115 represents the bit stream 107 as modified through logic circuitry 110 based upon events
represented by changes in the event occurrence signal 123. The modified bit stream is output by
logic circuitry 110 as single-bit serial data to the deserializer circuitry 116. The deserializer circuitry
116 deserializes this modified bit stream 115 and produces an output 113 to the event timing detector
circuitry 120. The output 113 is multi-bit parallel data words (e.g., M-bit data words) that represents
a modified digital signal pattern based upon the modified bit stream 115. These multi-bit parallel

data words 113 are then received and processed by event timing detector circuitry 120. The event
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timing detector circuitry 120 compares the modified digital signal pattern with a predicted digital
signal pattern based upon the original digital signal pattern and determines if an event has been
detected and produces event timing data 122 associated with the occurrence of events. This event
timing data 122 can then be used by other circuitry or systems, as desired, such as to generate precise

timestamps and/or time errors as described in more detail below.

[0047] Advantageously, the signal lines 103 and 113 having multi-bit parallel data can be
operated at rates that are slower than the bit stream operational rates of the serializer circuitry 106,
the logic circuitry 110 and the deserializer circuitry 116. For example, signal lines 103 and 113 can
be operated at rates based upon reference clock signals 118A and 118B, which can have the same or
different rates, and the reference clock rates can be slower than the serial bit stream rates on signal
lines 107 and 115. As described in more detail below, because the serializer circuitry 106, the logic
circuitry 110, and the deserializer circuitry 116 are operating at faster rates than the signal lines 103
and 113, they can be used to provide timing measurements that exceed the resolution that would be

possible using clock rates associated with the signal lines 103 and 113 alone.

[0048] It is further noted that the reference clock signals utilized and described herein, such as
reference clocks signals 118 and 118 A/B, can be the same rate, if desired, or can be different rates.
Further, a plurality of reference clock signals can be generated and used by applying dividers,
multipliers and/or other circuitry to a base reference clock signal. As such, a wide variety of
reference clock signals at one or more rates can be based upon one or more reference clock signals.
For example, a reference clock generator may generate a reference clock signal and one or more
reference clock signals that are all based on the same reference clock signal (e.g., 10 MHz, 20 MHz
and 40 MHz, or 25 MHz, 125 MHz and 156.25 MHz) because the different rates can be converted
from one to another through clock divider and/or multiplier circuitry, PLL. (phase locked loop)
circuitry and/or other desired circuitry. In short, the reference clock signals used herein can be the
same rate but can also be different rates, if desired, and can further be one or more reference clock
signals based upon one or more base reference clock signals. As such, the different circuit blocks
described herein that receive reference clock signals can be coupled to a generated reference clock
signal through one or more divider circuitry, multiplier circuitry and/or other circuitry while still

receiving a reference clock signal based upon a generated reference clock signal.

[0049] With respect to the actual data rates being used, signal line 103 can operate at a first rate;
signal line 107 can operate at a second rate; signal line 115 can operate at a third rate; and signal line
113 can operate at a fourth rate. In some embodiments, the first and fourth rates could be the same,
and the second and third rates could be the same. Further, the N-bit data and the M-bit data could be

the same data width so that N and M are the same. However, more generally, the second rate and the

-11 -



WO 2012/094127 PCT/US2011/065214

third rate could be different but both be faster than the first rate. Further, if desired, the third rate
could be higher than the second rate. Still further, the fourth rate could be different from the first rate
but could be slower than the third rate. As such, different combinations of rates could be used for the
first, second, third and fourth rates, as desired, while still taking advantage of the techniques
described here for achieving greater timing resolution than would be available by simply relying upon
a reference clock signal. In one embodiment described below, the serializer 106 and the deserializer
116 can operate at 5 GHz or 10 GHz, and the signal lines 103 and 113 can operate at a much lower

rate, such as 156.25 MHz. Other rates could also be used, as desired.

[0050] It is noted that the serializer 106 and deserializer 116 can be implemented using one or
more FPGA (field programmable gate arrays) integrated circuits, such as those available from Altera
Corporation. For example, Stratix IV GX transceivers available from Altera can be used to

implement the serializer 106 and deserializer 116, if desired.

[0051] FIG. 1B is a process flow diagram of an embodiment 130 for precise event detection. In
block 132, a digital signal pattern is generated. The digital signal pattern data is then serialized in
block 134. The serialized digital signal pattern data is then output at high speed in block 136, where
the output rate is higher than the rate at which the pattern data was originally generated. An event
occurrence signal is received in block 138. In block 140, the event occurrence input signal is
logically applied to the serialized pattern data to produce modified pattern data that is still serialized
and at high speed. As described above, an XOR logic operation is one logic operation that can be
applied to the serialized pattern data using the event occurrence signal to produce modified serialized
pattern data. Other logic operations and/or other bit stream modification circuitry could also be used,
if desired. In block 142, the modified signal pattern data is then deserialized to produce modified
digital signal pattern data that is no longer serialized. In block 144, the original or predicted pattern
data is compared to the modified pattern data. In block 146, this comparison is used to determine
event timing within the modified digital signal pattern. Finally, in block 148, timing data associated

with the detected event can be output.

[0052] Thus, as described herein, by applying a logic operation to serialized digital signal
pattern data using an event occurrence signal, modified digital signal pattern data can be generated.
Once this modified digital signal pattern data is compared to the original pattern data or a predicted
pattern data based upon the original pattern data, differences can be determined between the two and
used to identify when a signal event occurred within the modified digital signal pattern data. This
event occurrence within the modified digital signal pattern data provides a greater resolution for the
timing data than would be available at reference clock rates used for the parallel data words because

the logic operation is performed at a higher speed on serialized pattern data. Thus, one or more

-12 -



WO 2012/094127 PCT/US2011/065214

orders of magnitude greater resolution is possible as compared to using a reference clock signal alone

to provide event detection and timing measurements.

[0053] FIG. 1C is a block diagram for a further embodiment 150 for a precise event detection
system. For this embodiment 150, an input signal pattern 162 is provided to pattern modification
circuitry 160. The pattern modification circuitry 160 modifies the pattern signal 162 to produce a
modified signal pattern 166 based upon the event occurrence signal 123. The modified signal pattern
166 includes one or more modifications to the pattern signal 162 to represent one or more events
within the event occurrence signal 123. The deserializer 116 operates to sample logic levels
represented by the modified signal pattern 166 at a rate that is faster than the reference clock signal
118B. The deserializer 116 then outputs M-bit parallel digital data 113 that is based upon the logic
values sampled from the modified signal pattern 166. The modified signal pattern 166 can be a
digital signal or an analog signal, as desired, where a digital signal is one that is configured to move
between two logic levels (e.g., high logic level and low logic level) and where an analog signal is one
that is configured to move between three or more voltage levels. The deserializer 116 can be
configured to determine whether a high logic level or a low logic level is present whether the
modified signal pattern 166 is a digital signal or an analog signal. For example, if analog signal, then
analog values above a certain level can be detected as a high logic level, and analog values below this
certain level can be detected as a low logic level. The detected logic levels are then converted by the
deserializer 116 to the M-bit digital parallel data 113. The event timing detector circuitry 120
receives this M-bit parallel data, compares it to a predicted signal pattern based upon the signal
pattern 162, and produces event timing data 122 based upon this comparison. As described herein the
event timing data 122 can be a wide variety of timing information including timestamps and/or error
values. Further, it is noted that the event occurrence signal 123 and the signal pattern can also be
digital signals or analog signals, as desired. And as described herein, the event occurrence signal 123
can be provided directly from a signal source for which events are being measured, or the event
occurrence signal can be processed or conditioned prior to being used by the pattern modification

circuitry 160.

[0054] FIG. 2A is a more detailed block diagram for an embodiment 200 of a system for precise
detection of events. As with embodiment 100 of FIG. 1A, embodiment 200 utilizes serializer circuitry
106, logic circuitry 110 and deserializer circuitry 116 operating at a high speed to modify a bit stream
based upon a digital signal pattern so that timing associated with the event occurrence can be
determined at a level of precision greater than what would be provided using a reference clock signal

alone.
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[0055] In the embodiment 200 depicted, pattern generation circuitry 104 is coupled to high
speed serializer circuitry 106. The pattern generation circuitry 104 produces a digital signal pattern of
information bits, and this digital signal pattern is output as N-bit parallel data 103 to the high speed
serializer 106. The high speed serializer 106 serializes this N-bit parallel data 103 to produce a bit
stream of single-bit serial data that is provided to the logic circuitry 110. In addition to this bit
stream, the logic circuitry 110 also receives an event occurrence signal 123 as an input from event
detection circuitry 125. The event detection circuitry 125 can include, for example, event
conditioning circuitry 126 and asynchronous event detector circuitry 124. The logic circuitry 110
processes these inputs and generates a modified bit stream 115 that is provided to the deserializer
circuitry 116 as single-bit serial data. The high speed deserializer circuitry 116 processes this high
speed modified bit stream and outputs M-bit parallel data 113 to event detector and timestamp
circuitry 120. The event detector and timestamp circuitry 120, as described further below, can
process the M-bit parallel data 113 and determine when the signal event occurred within the
modified bit stream and generate event timing data 122, such as precise timestamps, associated with

detected events, if desired.

[0056] As also shown in the embodiment 200 depicted, the logic circuitry 110 is implemented as
exclusive-OR (XOR) logic circuitry, as described in more detail below, and uses differential input
and output signals. As such, the high speed serializer 106 provides the high speed bit stream to the
logic circuitry 110 as a differential input signal 107. Similarly, the event detection circuitry 125
provides the event occurrence signal to the logic circuitry 110 as a differential input signal 123. It is
noted that differential signals are used in differential signaling where information is transmitted
electrically by means of two complementary signals, for example, two complementary signals sent
using two separate wires or signal paths. The information being transmitted (e.g., logic one or logic
zero) is represented in the difference between the two complementary signals. As such, for
differential signaling, the receiving device or circuitry uses the voltage difference between the two
signals to determine the transmitted information. Differential signaling can be used in high speed

applications to improve performance.

[0057] As depicted, the XOR logic circuitry includes a 1-to-2 (1:2) fan-out buffer 112 and a 2-
to-1 (2:1) multiplexer (MUX) 114. The fan-out buffer 112 receives the differential bit stream 107
from the high speed serializer 106 and produces two differential signals as outputs. One of the
differential output signals is provided to the zero (0) input of the multiplexer 114 as a non-inverted
bit stream differential input. The other differential output signal is provided to the one (1) input of
the multiplexer 114 as an inverted bit stream differential input. This inverted bit stream input can be

obtained, for example, by swapping the differential signals as represented by cross-over 111 in FIG.
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2A (e.g., by swapping the signal lines on a circuit board). In addition to the inverted bit stream and
non-inverted bit stream inputs, the multiplexer 114 also receives the differential event occurrence
signal 123 from the event detection circuitry 125 as its control input. This control input operates to
select as the differential output 115 of multiplexer 114 either the non-inverted bit stream or the
inverted bit stream based upon the state of the differential event occurrence signal 123. In the
embodiment depicted, if the event occurrence signal 123 is a high logic level, then the one (1) input
of the multiplexer 114 is selected and the inverted bit stream is output by multiplexer 114 to the high
speed deserializer 116. And if the event occurrence signal 123 is a low logic level, then the zero (0)
input of the multiplexer 114 is selected and the non-inverted bit stream is output by multiplexer 114
to the high speed deserializer 116. In so doing, the logic circuitry 110 implements an exclusive-OR
(XOR) logic function with the bit stream input signal 107 and the event occurrence signal input 123

as the inputs to the XOR logic operation.

[0058] The operation of the XOR logic circuitry 110 in the embodiment depicted can be

summarized with the following logic set forth in TABLE 1 below.

TABLE 1 - XOR Logic Circuitry

Bit Stream Event Occurrence Output 115
Signal Input 107 Signal Input 123 From MUX 114
Low Low Low
(non-inverted input selected)
Low High High
(inverted input selected)
High Low High
(non-inverted input selected)
High High Low
(inverted input selected)

[0059] It is noted that other logic functions could also be used for logic circuitry 110 rather than
the XOR operation depicted. For example, an exclusive-not-OR (XNOR) logic operation could be
used by simply inverting the output of the logic outputs provided in TABLE 1 above. Further, OR,
AND, NOR, NAND and/or other logic operations could also be used, if desired. For example, with
an OR logic operation implemented in logic circuitry 110, when the event occurrence signal 123 is a
logic 1, the output of the MUX 114 is also a logic 1. However, the deserializer and downstream
processing will lose additional signal edges because the output will stay a logic 1 so long as the event
occurrence signal is a logic 1. Similarly, with an AND logic operation implemented by logic circuitry
110, when the event occurrence signal 123 is a logic 0, the output of the MUX 114 is also a logic 0,

and the deserializer and downstream processing will similarly lose all edges as long as the event
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occurrence signal 123 remains a logic 0. Similar operation would also occur if NOR or NAND logic
operations were implemented in logic circuitry 110. Further, it is noted that the event conditioning
circuitry 126 could also be modified in addition to the logic circuitry 110. For example, if
OR/AND/NOR/NAND logic operations were used, similar results to those described herein for the
XOR logic operation could be achieved by having the event conditioning circuitry 126 generate a
pulse with a controlled width as the event occurrence signal 123 in response to a detected event. This
would allow for the output 115 of MUX 114 to continue toggling based upon the bit stream 107 after
a signal event had been detected. Other variations could also be implemented as desired while still
taking advantage of the high speed serializer/deserializer circuitry along with a logic operation to
modify the high speed bit stream based upon an event occurrence signal so that a comparison can be
made with the original or predicted bit stream to determine event timing information associated with

an event occurrence.

[0060] Looking back to FIG. 2A, it is noted that the reference clock signal 118 produced by the
reference clock generator circuitry 102 is provided to pattern generator circuitry 104, high speed
serializer circuitry 106, high speed deserializer circuitry 116 and event detector and timestamp
circuitry 120. As described herein, each of these circuit blocks can be configured, if desired, to
utilize this reference clock signal 118 or a clock signal based upon this reference clock signal 118 for
timing of its operations. For example, one or more reference clock signals can be generated from one
or more initial reference clock signals using divider circuitry, multiplier circuitry and/or other desired
circuitry. It is further noted, as also described below, that a reference clock signal could also be
recovered by the deserializer circuitry, for example, from the modified bit stream 115, if desired.
This recovered clock, for example, could be used by the deserializer 116 and/or the event detector

and timestamp circuitry 120, if desired.

[0061] In operation, the serializer circuitry 106, logic circuitry 110 and deserializer circuitry 116
preferably operate at higher speeds as compared to the pattern generator circuitry 104 and the event
detector and timestamp circuitry 120. For example, the pattern generation circuitry 104 could be
operating at about 156.25 MHz so as to output N-bit parallel data words representing a digital signal
pattern at a rate of 156.25 million words per second. As stated above, this rate of operation can be
based upon the reference clock signal 118, if desired. The high speed serializer 106 can receive this
N-bit data input and can output single-bit serial data as a bit stream at a higher rate. For example, the
output of high speed serializer 106 could be capable of operating at rates of 1 GHz or more (e.g., 1
gigabits per second or more). This high speed bit stream is then modified by logic circuitry 110
based upon the receipt of the event occurrence signal from event detection circuitry 125. The logic

circuitry 110 can also be configured to operate at high speed and output a high speed modified bit
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stream. For example, this high speed modified bit stream could also be single-bit serial data output at
rates of 1 GHz or more (e.g., 1 gigabits per second or more). This high speed modified bit stream is
then converted to a modified digital signal pattern by deserializer circuitry 116, which operates to
receive the high speed modified bit stream and output at a lower rate M-bit parallel data words
representing the modified digital signal pattern data. For example, the deserializer circuitry can be
capable of operating to receive the modified bit stream input at rates of 1 GHz or more (e.g., 1
gigabits per second or more) and to output M-bit parallel data words representing a modified digital
signal pattern at a lower rate, such as 156.25 MHz or 156.25 million words per second. As stated

above, this output rate of M-bit data can be based upon the reference clock signal 118, if desired.

[0062] The modification to the bit stream made by the logic circuitry can then be detected in the
event detector and timestamp circuitry 120 by comparing the modified digital signal pattern to a
predicted digital signal pattern based upon the digital signal pattern originally generated by the
pattern generation circuitry 104. This comparison can be used to determine the bit position or bit
period at which the event occurred within the modified digital signal pattern. As such, event timing
indication data is generated that represents a relative time within the modified digital signal pattern at
which the detected signal event occurred. This event timing indication data can then be used to
generate a timestamp for the event occurrence, and this timestamp can provide more precision than

simply using a clock signal alone, as described in more detail below.

[0063] Advantageously, by using the high speed serializer 106, logic circuitry 110 and
deserializer 116, the embodiments disclosed herein can determine an event occurrence at one or more
orders of magnitude better resolution than would have been achieved using the reference clock signal
118 alone. In short, the bit rate or bit period of the high speed circuitry is used to determine the
resolution of the timestamps as opposed to the rate of a reference clock alone. Further, as described
below, additional techniques, such as offset time measurements, can be used to provide even finer
resolution.  As such, the resolution provided by the timestamps are related to the bit period of the

incoming modified bit stream, thereby providing improved resolution as compared to prior solutions.

[0064] It is again noted that the reference clock generator circuitry 102 can be utilized to
generate a reference clock signal 118 at a controlled frequency. That clock signal 118 can then be
connected to and used directly or indirectly to time the operation of other circuitry within

embodiment 200.

[0065] The pattern generator circuitry 104 can be configured to generate digital signal patterns,
and these digital signal patterns can be output as parallel information words containing a known

pattern of information bits. Examples of digital signal patterns of information bits that could be used
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include a pseudorandom bit sequence, a counting pattern, an alternating pattern of ones and zeroes or
some other desired digital signal pattern. The specific pattern is not significant as long as it can be
transmitted, predicted or repeated for comparison purposes within the event detector and timestamp
circuitry 120, and as long as it can be received by the deserializer 116. For example, some
deserializer implementations may require that a received bit stream have sufficient transitions
between the logic 0 and 1 levels to enable clock recovery, and some deserializer implementations
may require that the signal have an equal number of logic 0 and logic 1 values to ensure DC balance
with respect to the incoming signals. As such, the digital signal pattern utilized can be selected with

consideration given to the serializer/deserializer circuitry being used.

[0066] It is further noted that the pattern generator 104 and the serializer 106 could also be
implemented more simply, if desired, as a high speed clock generator configured to generate a fixed
pattern at a high speed clock rate. For example, a clock generator operating at 5 GHz could be
configured to output a fixed pattern, such as 10101010101010 ... , and this fixed pattern could be
used as the digital signal pattern provided to the logic circuitry 110. It is further noted that the
deserializer 116 could be implemented using memory circuitry configured to store the modified bit
stream from the logic circuitry 110, and this modified bit stream, once stored, could be later analyzed
by any of a wide variety of processing systems to determine the location of events within the
modified bit stream. The deserializer 116 and event detector and timestamp circuitry 120 are simply

one implementation that could be used to detect the event occurrence within the modified bit stream.

[0067] As described above, the high speed serializer 106 in embodiment 200 takes the parallel
information words provided by the pattern generator 104 and transmits them serially at high speed as
a differential signal to logic gates within logic circuitry 110 that can be configured to perform an
XOR logic function. The fan-out buffer 112 and the multiplexer (MUX) 114 are connected together
to perform the XOR logic function by taking advantage of the fact that swapping the positive and
negative signals that form a differential pair, as represented the cross-over 111, causes the logic
values to be inverted. Thus, the multiplexer 114 selects either the original signal or its logical inverse
based upon the event occurrence signal 123 input as a control signal to the multiplexer 114. It is
noted that for performance purposes, it is desirable for the length of the physical connections between
the fan-out buffer 112 and the multiplexer 114 to be configured to be relatively short and matched as
closely as is practically possible, so that the position of the edges of the output signals from the
multiplexer 114 do not depend on which input the multiplexer selects. In other words, it is desirable
that the delay through the fan-out/multiplexer circuitry be ideally the same regardless of whether the
multiplexer selects the true or inverted version of the bit stream signal lines from the fan-out buffer

112.
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[0068] It is also noted that fan-out buffer 112 and multiplexer 114 provide one implementation
for logic circuitry that implements an XOR function. The logic circuitry 110 could also be
implemented using a high speed XOR gate device or other logic circuitry, if desired. However, it is
noted that at very high speeds, such as speeds at or over 1 Gbps, fan-out buffers and multiplexers are
more commonly available than logic gates. Further, very high speed electrical signals are often
implemented using differential signals, which makes it possible to implement an XOR gate with a
fan-out buffer and a multiplexer as depicted in FIG. 2A. However, it is again noted that other
implementations and circuitry could be used, as desired, to implement the logic circuitry 110. For
example, instead of a fan-out buffer a passive signal splitter could also be used that is configured to
provide signals to both inputs of the multiplexer without excessively degrading the signal. A passive
signal splitter can be used to split an input signal into a plurality of output copies, where each of the
output copies has less power than the input signal, but the sum of the power levels of the output
signals is approximately the same as the input signal power level. Other circuit variations could also

be used, if desired.

[0069] The asynchronous event detector 124 within the event detection circuitry 125 detects a
signal event of interest for which it is desired to measure timing associated with the occurrence of the
signal event. As one example, the event detector 124 may be circuitry that detects rising or falling
edges of a clock signal or that detects significant events of interest in any desired information signal.
As another example, the asynchronous event detector 124 may detect the precise instant of
transmission or reception of a network packet at a particular network interface. As such, the events
being measured can be associated with network packet arrival events or network packet departure
events or both. Typically, a rising edge and/or a falling edge on a signal from an event source can be
used to convey the occurrence of the event, but this occurrence could also be conveyed by the leading
edge of a pulse, for example. It is further noted that the asynchronous event detector 124 can be any
desired circuitry used to detect a desired signal event. And the signal event can be any desired
electronic signal event. Thus, a wide range of electronic systems can be the source of the signal
event, and the event detector circuitry 124 detects that the event being monitored or tested has
occurred. The event detector circuitry 124 can then output a signal indicating that the event has
occurred to the event conditioning circuitry 126, if desired, or could output the event occurrence

signal 123 directly to the logic circuitry 110, if desired.

[0070] It is further noted that the events being detected and measured are sometimes referred to
herein as asynchronous events in that the exact time of the signal event occurrence and/or the exact
time period between successive event occurrences is not pre-determined, although there could be

predicted or desired times or time periods. For example, even if an output signal is being clocked
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using a synchronous clock signal, the actual occurrence of each output may not exactly align with the
desired output clock period. Thus, there would be a desired or predicted time period, but the actual
timing could vary for any given clock cycle or from clock cycle to clock cycle. For example,
operational variations in the synchronous clock signal and/or operational variations in the output
circuitry could lead to variations in the actual timing associated with the signal being monitored or
detected. As such, while the output is desired to be synchronous in an ideal sense, the actual output
may be non-ideal and have variations. For example, if outputs from phase locked loop (PLL)
circuitry were being detected, the inherent phase noise in the PLL would lead to unavoidable non-
ideal behavior, and this jitter and wander can be measured through the detection of signal events
associated with the PLL output signals. As such, the non-ideal event being detected is considered to
be an asynchronous signal event as used herein even though it may be associated with a synchronous
clock or signal. The embodiments described herein allow for precise measurement of the actual event
occurrence so that timing information associated with the variations in the actual events can be
determined and analyzed, as desired. This ability to provide precise timing information for events is
advantageous. For example, this precise timing information is advantageous for use with test and
measurement, monitoring and/or emulation systems. Network emulation systems that are used to
emulate and test network systems and environments are one example of systems that can take

advantage of the embodiments described herein.

[0071] The event conditioning circuitry 126, if needed, converts the event indication signals
from the event detector circuitry 124 into a format suitable for use with the logic circuitry 110. For
example, for the embodiment depicted, the event conditioning circuitry 126 can convert the event
signal from the event detector 123 to a differential input signal 123 for use as the control signal to the
multiplexer 114. This conditioning may include, for example, one or more of the following
operations: converting the signal from single-ended logic levels to differential logic levels, increasing
or decreasing the slew rate of the edges of the signal, converting pulses into single edges, adjusting
the rate at which detected events are provided to the logic circuitry 110 (e.g., prescale the event
signals) and/or any other desired conversion of the event signal from one format to another so that it
is suitable for the logic circuitry 110 being utilized. Further, the event conditioning circuitry 126 may
not be needed in certain circumstances and the event detector circuitry 124 can directly provide the
event occurrence signal 123 to the logic circuitry 110. Further, in some circumstances, the signal to
be monitored or measured can be directly applied to the logic circuitry 110 as the event occurrence
signal 123, if desired, without using event detection circuitry 125. Still further, as described with
respect to FIGS. 6A-6C below, the event occurrence signal 123 can also be provided directly to the
deserializer circuitry 116, if desired. Further, it is noted that the event occurrence signal 123 can be a

digital signal or analog signal, as desired, where a digital signal is one that is configured to move
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between two logic levels (e.g., high logic level and low logic level) and where an analog signal is one

that is configured to move between three or more voltage levels.

[0072] The high speed deserializer 116 takes the differential high speed serial signal from the
multiplexer 114 and converts it to a lower speed parallel signal. Further, if desired, the high speed
deserializer 116 can also operate to recover a clock signal from the bit stream signal. For example, a
clock signal can be recovered by observing the edges in the high speed signal and then clocking the
received signal into flip-flops. This operation of a deserializer to obtain clock signals from received
bit streams is one traditional technique for utilizing a deserializer to receive high speed bit streams
from a serializer. The event detector and timestamp circuitry 120 can then take the received parallel

signal and produce precise timestamps, as described in more detail below.

[0073] With respect to the data input and output rates being used, it is noted that it is generally
desirable for the output rate of the single-bit serial data from the serializer circuitry 106 and the
output rate of the single-bit serial data from the logic circuitry 110 be faster than the output rate of
multi-bit parallel data from the pattern generator circuitry 104 and the multi-bit parallel data from the
deserializer 116. For example, these single-bit serial data rates can each be two times or more faster
than the multi-bit parallel data rates, if desired, and preferably at least four times or more faster than
the multi-bit date rates. Further, if desired, the output rate of multi-bit parallel data from the pattern
generator circuitry 104 and the output rate of the multi-bit parallel data from the deserializer circuitry
116 can be based upon the reference clock signal 118. Still further, these multi-bit rates can be the
same. It is also noted that the N-bit data and the M-bit data could be the same data width so that N

and M are the same, if desired, although different data widths could also be used.

[0074] It is noted that the bit period associated with the high speed operation of the serializer
circuitry 106, the logic circuitry 110 and the deserializer circuitry 116 depends upon the circuitry
used. In some implementations, the controlling factor for the bit period resolution is the speed at
which the serializer and deserializer are configured to operate. For example, if serializer and
deserializer circuitry designed for 10G Ethernet communications are utilized, then the bit period for
the high speed bit stream for such an implementation would be about 100 picoseconds (i.e.,
1/10GHz). The reference clock 118 and the width (N) of the output of the pattern generator 104 can
then be selected based upon the speed of the serializer/deserializer such that the rate of the reference
clock times the width (N) of the output of the pattern generator 104 is equal to the speed
(CLKgcx sperp) of the serializer/deserializer (i.e., CLKgrr X N = CLKgey speep).  Similarly, the
reference clock used by the high speed deserializer 116 times the width (M) of the output of the
deserializer 116 can be selected to be equal to the speed of the serializer/deserializer (CLKggr X M =

CLKgien speep)- If the same reference clock 118 is used, or recovered and used, for the high speed
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deserializer 116, the width (M) of the output of the high speed deserializer 104 can be set equal to the
width (N) of the output of the pattern generator 104. It is noted that the serializer and deserializer are
often internally configured to multiply a reference clock by the parallel word width (e.g., N or M) to
produce clock signals for the high speed serial bit stream. Thus, serializer circuitry operating at 5
GHz with a 32-bit parallel word input would use a reference clock of 156.25 MHz, and a deserializer
operating at 5 GHz with a 32-bit parallel word output would also use a reference clock of 156.25
MIlz.

[0075] As described herein, the serializer circuitry 106 converts each N-bit word of the digital
signal pattern to single-bit serial data. Assuming that CLKgrr X N = CLKgien sprrp as described
above, there are N different high speed bit periods within each reference clock cycle. When the bit
period associated with the occurrence of the event is determined, this bit period can be used to
determine a timestamp for the occurrence of the event signal, as described in more detail below.
Thus, rather than having a resolution dependent upon the reference clock rate 118, the system has a
resolution that is based at least in part upon the bit period for the operation of the high speed
serializer circuitry 106, logic circuitry 110 and deserializer circuitry 116. For example, assuming the
high speed bit rate is about 5 GHz, then the timing resolution would be on the order of about 200
picoseconds (i.e., 1/5 GHz or about 200 ps). Assuming the high speed bit rate is about 10 GHz, then
the timing resolution would be improved to the order of about 100 picoseconds (i.e., 1/10GHz or
about 100 ps). As such, using the embodiments described herein, timing resolutions of 100-200
picoseconds or better can be achieved, depending upon the implementations utilized for the circuitry
described herein.  Further, as described below, additional techniques, such as offset time
measurements, can be used to further improve the resolution and to provide even finer resolution for

the timestamps associated with detected events.

[0076] FIG. 2B is a block diagram of an embodiment for event detector and timestamp circuitry
120 that can be utilized to provide precise timestamps associated with detected events. As depicted,
the event detector and timestamp circuitry 120 includes pattern predictor circuitry 202, bitwise
comparison logic circuitry 204, priority encoder 206, timestamp circuitry 208 and time counter 210.
Modified digital signal pattern data 113 from the deserializer 116 and the reference clock signal 118
are inputs to the event detector and timestamp circuitry 120, and an event pulse 212 and a precise
timestamp 214 are outputs. As depicted, the reference clock signal 118 is connected to, and can be
utilized by, the pattern predictor circuitry 202, the bitwise comparison logic circuitry 204, the priority
encoder 206 and the time counter 210. It is noted that the reference clock 118 in FIG. 2B can be the
same reference clock as used in FIG. 1 for the serializer circuitry 106, or the reference clock 118 used

in FIG. 2B could be recovered from the bit stream received by the deserializer 116, if desired. It is
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again noted, as described herein, that each of these circuit blocks can be configured, if desired, to
utilize this reference clock signal 118 or a clock signal based upon this reference clock signal 118 for
timing of its operations. If a recovered clock 118 is used as the reference clock in FIG. 2B, the time
counter 120 could still be configured to operate using the original reference clock 118 from the

reference clock generator 102.

[0077] In operation, the modified digital signal pattern data 113 from the deserializer circuitry
116 is provided to the pattern predictor circuitry 202 and to the bitwise comparison logic circuitry
204. The pattern predictor 202 outputs a predicted digital signal pattern to the bitwise comparison
logic circuitry 204, which then compares this predicted digital signal pattern to the modified digital
signal pattern from the deserializer circuitry. When an event occurrence is detected from this
comparison, an event pulse 212 is generated and output to the priority encoder 206, to the timestamp
circuitry 208 and as an output to other circuitry. As described in more detail below, the priority
encoder 206 receives XOR data 216 from the bitwise comparison logic, and the priority encoder 206
provides output signals to the timestamp circuitry 208. The timestamp circuitry 208 also receives
data from the time counter 210 and generates a precise timestamp 214 associated with a detected

event.

[0078] The pattern predictor circuitry 202 can be configured to process the received data from
the deserializer and form a prediction of the original (non-inverted) bit sequence. A variety of
techniques can be employed for the prediction, as desired. For example, if the information pattern is
based on a simple counting scheme, then the predictor circuitry 202 can observe the data and produce
a counting pattern synchronized to the received signal. If the information pattern is based on an
alternating ones and zeroes pattern, then the predictor circuitry 202 may be as simple as selecting one
of several fixed reference patterns. If the information pattern is based on a pseudo random bit
sequence, the predictor circuitry 202 may be formed by Galois finite field arithmetic. Other
prediction techniques can also be used, as desired, depending upon the nature of the digital signal
pattern data generated by the pattern generator circuitry 104. In short, the pattern predictor circuitry
202 is configured to reliably predict what the original non-inverted signal pattern was for each
reference clock cycle. It is noted that where the events being measured happen relatively infrequently
with respect to the bits in the digital signal pattern, the pattern predictor circuitry 202 can take
advantage of this time between events to synchronize and lock to the incoming signal. In addition, the
measurement of events can be suppressed for an initial time period for the purpose of this

synchronization and locking to the incoming signal, if desired.

[0079] It is further noted that the digital signal pattern can be directly provided to the

measurement circuitry rather than having to be recovered or predicted so that the predicted or desired
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digital signal pattern is based on this directly received digital signal pattern. However, if this is done,
then it is also desirable to determine the propagation delay associated with the modified bit stream
being received and measured. For example, a known pattern with a sufficiently long period can be
chosen such that the delay from the pattern generator to the time measurement circuitry can be
determined. The propagation delay can then be determined, for example, by measuring an elapsed
time between the generation of the start of the pattern and the reception of that pattern in the
measurement circuitry. This propagation delay can then be used to align the digital signal pattern

with the modified digital signal pattern.

[0080] The bitwise comparison logic 204 compares the predicted pattern and the data from the
deserializer. The comparison in the embodiment depicted in FIG. 2B is performed by computing the
exclusive-OR (XOR) of the predicted signal pattern data and the modified signal pattern data from
the deserializer. If the result of the XOR operation is an all zeroes pattern, then the prediction
matches the non-inverted pattern, and no event is determined to be present. If the result of the XOR
operation is an all ones pattern, then the prediction matches the inverted pattern, and no event is
determined to be present. If the result of the XOR operation is any other pattern, an event is detected,
and an event pulse 212 is generated. Finally, if the result of the comparison changes from an all-
zeroes pattern directly to an all-ones pattern (or vice versa), this also represents an event and causes
an event pulse 212 to be generated. It is further noted that other comparison operations could also be
performed by the comparison logic 204, if desired. For example, an XNOR logic operation could be
utilized, if desired, or some other logic or bit comparison operation to identify changes between the

predicted digital signal pattern data and the modified digital signal pattern data.

[0081] The result of the XOR operation is provided to the priority encoder 206. (It is noted that
result of the XOR operation is sometimes referred to as a thermometer code.) The priority encoder
206 counts the number of consecutive one bits or zero bits in the XOR data word to determine the
position of the event within the parallel data word. In the case where the XOR operation changes
from an all zeroes pattern to zeroes followed by nonzero values, the priority encoder 206 counts the
number of leading zeroes. In the case where the exclusive or operation changes from an all ones
pattern to ones followed by zeroes (and possibly ones), the priority encoder 206 counts the number of
leading ones. This indication of the number of consecutive zeroes or ones is then provided to the

timestamp circuitry 208 as then used as an indication of the bit period where the event occurred.

[0082] The time counter circuitry 210 can be implemented as a conventional binary counter
operated by the reference clock signal 118. For example, a binary counter that is 32-bits or 48-bits
wide could be utilized depending on the desired range of time values for measurement. Other

resolutions could also be utilized, as desired. The time counter circuitry 210 is utilized to keep a time
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count. For example, the time counter circuitry 210 can be configured to count up by one time unit at
each rising edge of the reference clock signal 118. In one embodiment, the time counter 210 can be
48-bits wide and operate at about 156.25 MHz based upon a reference clock signal 118 operating at
that rate. The value of the time counter 210 is then provided as an input to the timestamp circuitry

208.

[0083] The timestamp circuitry 208 receives the event pulse 212, an input from the priority
encoder 206, and an input from the time counter circuitry 210. When the event pulse 212 indicates
that an event has been detected, the timestamp circuitry 208 can be configured to take the output of
the priority encoder 206 and the output of the time counter circuitry 210, perform bitwise
concatenation, and then store the result in one or more registers as a precise timestamp 214 that can
be output for use by other circuitry. This precise timestamp 214 represents the relative point within

the modified signal pattern that the event was detected.

[0084] It is noted that the time counter circuitry 210 can be implemented as a free running
counter that simply resets to zero when it gets to the end of its range. However, it is also possible to
synchronize the time counter circuitry 210 to a time-of-day input signal, such as from a GPS (global
positioning system) receiver or other time synchronization signal. Such an implementation allows
precise timestamps from two or more locations to be meaningfully compared with each other because
they would share a common time reference. Such an implementation also allows measurements to be
made based on the difference between two precise timestamp values, such as one-way packet delay
measurements. It is noted that for packet arrival or timestamp information, the ideal timestamp and
error circuitry described with respect to FIG. 4 below may not be needed. With respect to some
protocols, network packets will have explicit or implied time information within them relating to
when they were sent. This packet time information can be used in combination with a timestamp
generated from FIG. 2B to provide desired information relating to the transmission time of the packet

or other desired timing related analysis.

[0085] FIG. 3 provides a diagram of an embodiment for example data associated with the
detection and timestamping of events. As depicted, column 302 (Time Counter) represents an output
of the time counter circuitry 210. Column 304 (Rx Data) represents modified digital signal pattern
data output by the deserializer circuitry 116. Column 306 (Pred Data) represents the predicted digital
signal pattern data produced by the pattern predictor circuitry 202. Column 308 (XOR data)
represents the output signals 216 from the bitwise comparison logic circuitry 204 where an XOR
operation is conducted on the Rx Data from column 304 and the Pred Data from column 306.
Column 310 (Event Pulse) represents the event pulse output 212 from the bitwise comparison logic

216 that indicates that an event occurrence has been detected in the modified digital signal pattern
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based upon the comparison. Column 312 (Precise Timestamp) represents a timestamp output 214
that is generated and stored by the timestamp circuitry 208 upon receiving the event pulse signal 212
as indicating detection of an event within the modified signal pattern data. Column 314 (Ideal
Timestamp) represents an ideal timestamp that would be expected if the events being detected were
operating ideally. And column 316 (Time Error) represents a time error associated with a comparison

of the precise timestamp information 214 with the ideal timestamp in column 314.

[0086] The data in the columns in FIG. 3 are now described in further detail with respect to the
operation of the embodiments depicted herein. It is also noted that the embodiment of FIG. 3
provides one example of possible data patterns and different embodiments could be implemented as
desired. For example, the time counter output in column 302 is depicted as producing a count that is
one hexadecimal (or hex) digit wide (i.e., 4-bits per hex digit). A time counter could be utilized that
has great or smaller resolution, as desired. For example, a 32-bit or 48-bit counter could be utilized,
as indicated above. It is also noted that the RxData and PredData in columns 304 and 306,
respectively, are only 4 hex digits wide (i.e., 16-bits or 4-bits per hex digit), and other data widths
could be used, as desired, such as the 32-bit or 64-bit examples indicated above. It is further noted
that that the “Ox” designations used for values such as “Ox3” are being used to represent that
hexadecimal expressions are being used and not for another purpose. Other variations could also be
implemented as desired. It is also noted that pipeline delays that would occur within the circuitry of
FIG. 1A, 1C and FIG. 2B are not depicted in this example in order to more clearly illustrate the

operation of the example embodiment.

[0087] In the embodiment depicted in FIG. 3, two events are shown to have been detected. One
occurs in row 320 corresponding to time counter value 0x3 (i.e., binary value of 0011). The other
occurs in the row 322 corresponding to time counter value 0x8 (i.e., binary value of 1000). It is noted
that the binary values presented herein are separated into 4-bit groups so that their correspondence to
the hex digits expressed in FIG. 3 can more easily be understood. As such, it is understood that the
dash “-” that appears below between each 4 bits is being used to provide this separation and not for

another purpose.

[0088] The data pattern shown in the RxData column 304 and the PredData column 306
corresponds to a type of counting pattern in which subsequent four-bit values count up (e.g., nibble
counting). As depicted, four hex digits are being used to represent the values being generated and
compared. For example, in row 324, the RxData is 0x0123 (i.e., binary value of 0000-0001-0010-
0011), and the PredData is also 0x0123 (i.e., binary value of 0000-0001-0010-0011), where each digit
represents a hex number. One advantage of this pattern is that it can be easily illustrated and

implemented. However, other patterns could also be used, as indicated above. For example, an X'®
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polynomial could be used to generate a pseudo-random bit sequence for the digital signal pattern
output to the serializer circuitry 106 and predicted by the pattern predictor circuitry 202. As noted
earlier, it is also possible to use fixed patterns as well. For example, a fixed pattern and a linear
feedback shift register (LFSR) could be used to generate the digital signal pattern. Other patterns

could also be implemented and utilized if desired.

[0089] The XOR-data column 308 and the EventPulse column 310 show the result of comparing
the received data (RxData) and the predicted data (PredData) in columns 308 and 310, respectfully,
using an XOR logic operation. As shown in the XOR-data column 308, the result of the XOR logic
operation will be all zeroes (i.e., 0x0000 or binary value of 0000-0000-0000-0000) where the
PredData in column 306 is the same as the RxData in column 304. Row 324 provides an example for
this XOR-data result. The results of the XOR logic operation will be all ones except for the leading
zeroes from the first hex digit comparison (i.e., OXFFFF or binary value of 1111-1111-1111-1111)
where the PredData in column 306 is the inverse of the RxData in column 304. Row 326 provides an

example for this XOR-data results.

[0090] The EventPulse in column 310 will trigger or transition from zero to one (e.g., be a 1 in
column 310) to show that an event has been detected in cases where the XOR-data in column 308 is

neither 0x0000 nor OXFFFF. In the example depicted, this occurs in row 320 and row 322.

[0091] For the first event in row 320, the XOR-data in column 308 is 0xO3FF (i.e., binary value
of 0000-0011-1111-1111). This XOR-data has resulted from an XOR logic operation using as inputs
the RxData of OxCE10 (i.e., binary value of 0000-1100-1110-0001-0000) in column 304 and the
PredData of OxCDEF (i.e., binary value of 0000-1100-1101-1110-1111) in column 306.

[0092] To generate the timestamp associated with the event in row 320, the time counter data in
column 302 is concatenated with the location of the event with the XOR-data of column 308. As
described above, the event occurrence location is indicated by the transition from zeroes to ones or
from ones to zeroes in the XOR output data, which indicates the occurrence of the event within the
modified digital signal pattern received in column 304 (RxData). Looking to row 320, the event
occurrence is represented by the transition from zeroes to ones in the XOR-data. In particular, it is
seen that the O3FF portion of the result of the XOR operation corresponds to six consecutive leading
zeroes followed by ones (i.e., OXO3FF has binary value of 0000-0011-1111-1111). Because this event
has occurred during the 0x3 clock cycle, the value 0x3 is concatenated with 0x6 to obtain a precise

timestamp of 0x36.

[0093] For the second event in row 322, the XOR-data in column 308 is OXFFEQO (i.e., binary
value of 1111-1111-1110-0000). This XOR-data has resulted from an XOR logic operation using as
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inputs the RxData of OXFEC3 (i.e., binary value of 1111-1110-1100-0011) in column 304 and the
PredData of 0x0123 (i.e., binary value of 0000-0001-0010-0011) in column 306.

[0094] To generate the timestamp associated with the event in row 322, the time counter data in
column 302 is again concatenated with the location of the event with the XOR-data of column 308.
Looking to row 322, the event occurrence is represented by the transition from ones to zeroes. In
particular, it is seen that the FFEO portion of the result of the XOR operation corresponds to eleven
consecutive leading ones followed by zeroes (i.e., FFEO has binary value of 1111-1111-1110-0000).
Because this event has occurred during the 0x8 clock cycle, the value 0x8 is concatenated with OxB

(e.g., B is the hexadecimal equivalent of eleven) to obtain a precise timestamp of Ox8B.

[0095] Timestamps can also be used to determine time errors, if desired. An example of a time
error determination is provided with respect to columns 314 and 316, and a further described with
respect to FIG. 4 below. In the embodiment of FIG. 3, the timestamp 0x36 for the first event in row
320 is used as an initial value and as an ideal timestamp for the event that occurred in row 320. This
is shown in Ideal Timestamp column 314 where 0x36 is included for row 320. Because this 0x36
value is being used as an initial condition, the value in the Time Error column 316 for row 320 is set
at O or no time error. If the events being detected are assumed to ideally occur at equal intervals of
the time counter 302, then the expected ideal timestamp for an event that would occur in row 322
would be 0x5 clock periods after the event in row 320. Because the precise timestamps have been
concatenated with the event pulse timing, the ideal timestamp for an event in row 322 as compared to
the initial event in row 320 is determined to be 0x86. This is because the previous ideal timestamp
was 0x36, and the ideal clock period including the concatenation is 0x50 in hexadecimal (i.e., eighty
bit periods in this example as there are assumed to be 16 high speed bit periods for each time counter
clock period). As such, 0x86 is the ideal timestamp for the event occurring in row 322, as 0x36 plus
0x50 equals 0x86 in the representations being used in FIG. 3. For row 322, the time error value for
the second event is calculated as the difference between the ideal timestamp in column 314 and the
precise timestamp in column 312. Because the actual measured time from {first event to second event
is 0x8B - 0x36 = 0x55 (i.e., 85 bit periods), and the ideal or expected time from first event to the
second event is 0x50 (i.e., 80 bit periods), the time error is -5 bit periods (i.e., 0x86 - 0x8B = -0x05 in
hex or -5 bit periods).

[0096] It is again noted that the timing resolution of the high speed bit period is typically
determined by the rate at which the serializer circuitry 106 is transmitting the bit stream that
represents the digital signal pattern and/or by the rate at which the deserializer circuitry 116 is
receiving the bit stream. As described above, this bit stream can be based upon the data words output

by the digital signal pattern generator 104. The serializer circuitry 106 and deserializer circuitry 116
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then operate at a higher speed to serialize and deserialize these digital data words. The number of
high speed bit periods between each event can then be determined and used to provide useful timing
information relating to the events. As described herein, this timing information associated with
detected events can be used in a wide variety of different ways, as desired, to provide time related

information and analysis associated with the events.

[0097] FIG. 4 is a block diagram of an embodiment 400 for additional timestamp processing
circuitry that can be utilized to provide additional information associated with the detection of events,
such as time errors associated with events. The circuitry of embodiment 400, for example, could be

used in producing the ideal timestamps and time errors discussed above with respect to FIG. 3.

[0098] In the embodiment 400 depicted, the timestamp processing circuitry embodiment 400
includes an ideal timestamp generator 402, a time error calculator 404, a minimum/maximum
(min/max) value detector 406, a sampler 408 and a measurement interval timer 410. The embodiment
400, as an example, can provide as outputs a maximum error signal 424, a minimum error signal 426,
time error samples 430, and missed measurement indications 428. The embodiment 400, as an
example, can have as inputs the event pulse 212, the precise timestamp 214 and the reference clock
signal 118. The reference clock signal 118 can be provided to all circuit blocks, if desired. It is again
noted, as described herein, that each of these circuit blocks can be configured, if desired, to utilize
this reference clock signal 118 or a clock signal based upon this reference clock signal 118 for timing
of its operations. The embodiment 400 can also have as inputs a min/max reset signal 412, an ideal

clock period 414, a resynchronization pulse signal 416 and a measurement time interval signal 418.

[0099] In the embodiment depicted, the ideal timestamp generator 402 receives the precise
timestamp signal 214, the ideal clock period signal 414, the resynchronization pulse 416 and the
event pulse 212, along with the reference clock signal 118, if desired. The ideal timestamp generator
402 processes these inputs and outputs an ideal timestamp 420 to the time error calculator 404. The
time error calculator also receives the precise timestamp 214 and the event pulse 212, along with the
reference clock signal 118, if desired. The time error calculator processes these inputs and outputs

time error values 422 to the min/max detector 406 and the sampler 408.

[00100]  The ideal timestamp generator 402 receives event pulses 212 and calculates ideal
timestamp values 420 by adding the ideal clock period 414 to an accumulator within the ideal
timestamp generator 402. The ideal clock period 414 represents the time expected between events.
At each event pulse received, the accumulator is increased by the amount given by the ideal clock
period 414. As such, the ideal timestamp 420 being provided to the time error calculator 404 will be

increased by the ideal clock period 414 after each event pulse received on signal line 212. The time
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error calculator 404 then compares the ideal timestamp to the precise timestamp received on signal
line 214 to generate the time error values 422. For example, at each event pulse, the time error
calculator 404 can be configured to subtract the ideal timestamp from the precise timestamp to
calculate a time error value. If it is desired to resynchronize the ideal timestamp generator 402 to
measured values (such as at the beginning of a test interval), the ideal timestamp generator 402 loads
the precise timestamp value 214 at the occurrence of the event pulse received on signal line 212

instead of performing the accumulation.

[00101] In addition to the time error values 422, the min/max detector 406 can also receive the
event pulse signal 212, along with the reference clock signal 118, if desired. The min/max detector
406 is configured to store the maximum error value detected and the minimum error value detected.
It is also noted that rather than storing both, the detector 406 could be configured to store only one of
these parameters. Further, an average time error based upon the detected time error values could also
be determined and stored, if desired. The min/max reset signal 412 is used to reset the min/max 406
so that it restarts its tracking of minimum and maximum error values. Typically, this min/max reset
signal 412 would be applied at the beginning of a measurement cycle, concurrent with the resetting of
the ideal timestamp generator 402. The min/max detector 406 can then output a maximum error

value 424 and/or a minimum error value 426 to other circuitry, as desired.

[00102]  In operation, therefore, the min/max detector 406 compares the current time error value
422 from the time error calculator 404 with the largest and smallest time error values that have been
observed. If the current time error value is greater than the maximum previously observed value, the
current time error value is saved as the new maximum. Likewise, if the current time error value is less
than the minimum previously observed value, the current time error value is saved as the new
minimum. If it is desired to reset the minimum and maximum values, such as at the beginning of a
test interval, the reset min/max signal 412 is asserted thereby causing the next time error value to be
saved in both the minimum and maximum value registers. It is noted that determining the minimum
and maximum time error values before or apart from the sampler 408 allows more accurate
determination of the minimum and maximum time error values because the sampler 408 may be
configured to discard a large proportion of the samples, as described further below. As such, the
sampler 408 may not have sampled and stored the largest or smallest values. It is further noted that in
certain circumstances, it may be desirable to also record the time at which the largest and smallest
time error values occurred. If so, the event pulse 212 or other timestamp information can be used to

provide this timing information.

[00103] Still further, it is noted that the min/max detector 406 could be reset during each

measurement interval, so that for each measurement interval there would be a minimum and
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maximum value stored in addition to a sample of the time error value 422. As noted below, this
measurement interval can be controlled using the control signal 409, and this control signal 409 can
also be provided to the min/max detector 406, if desired, to facilitate the resetting of the min/max

detector 406 for each measurement interval.

[00104] In addition to the time error values 422, the sampler 408 also receives the control signal
409 from the measurement interval timer 410, along with the reference clock signal 118, if desired.
This control signal 409 can be used to determine when the sampler 408 samples or acquires time
error values from the time error values 422. The sampler 408 can then output time error sample
values 430 to other circuitry, as desired. As stated above, the control signal 409 can also be provided
to the min/max detector 406, if desired. Further, all of the time error values 422 can be stored and

output, if desired.

[00105]  The measurement interval timer 410 receives the resynchronization pulse 416, the event
pulse 212 and the measurement interval signal 418, along with the reference clock signal 118, if
desired. The measurement interval timer 410 can be implemented as a counter that determines how
often the calculated time error values 422 should be saved by the sampler 408, based on the given
measurement interval value 418. The measurement interval timer 410 can generate the control signal
409 that is applied to sampler 408 and that is used by sampler 408 to determine when it samples or
acquires the time error value 422. The sampler 408 can then store this sampled time error value. This
use of control signal 409 allows measurements to be taken at regular intervals despite the fact that the
signal being measured may not be regular. For example, it may be desired to sample the time error
values 422 coming into sampler 408 at a rate of 100 times per second, in which case the measurement
interval 418 could be set to 10 ms, and the measurement interval timer 410 would assert control
signal 409 every 10 ms to cause the sampler circuitry to sample the time error value signal 422 every
10 ms. Because the time error calculator 404 may be producing time error values at a higher rate, the
sampler 408 will only be sampling and storing certain time error values, and other non-sampled time
error values will simply be ignored or discarded. Further, if desired, all of the time error values 422

can be sampled, stored and output.

[00106]  The measurement interval timer 410 can also operate to detect a missed measurement by
checking that at least one event pulse occurs during a measurement interval. In one embodiment, this
determination can accomplished by setting a flag (e.g., one or more bits in a register) when the
control signal 409 is asserted and then clearing this flag when an event pulse is observed on the event
pulse signal 212. If the flag is still set when the control signal 409 is asserted the next time, this

result indicates that an event pulse did not arrive during the measurement interval, and therefore a
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measurement was missed. One likely cause of this situation is where the signal being measured has
been disconnected from the measurement apparatus. Missed measurements can also occur when the
input signal being measured is lost, for example, when it is disconnected or the signal source is
disabled. If the flag is no longer set when the control signal 409 is asserted the next time, a
determination can be made that a measurement was not missed. The measurement interval timer 410

can output a missed measurement indication signal 428 to other circuitry, as desired.

[00107] It is noted that the embodiment 400 allows for the precise timestamps to be used to
determine any of a wide variety of desired parameters. For example, with respect to periodic signals,
various time errors can be determined, such as maximum time interval error (MTIE), time deviation
(IDEV), and/or other desired time or error related parameters. MTIE is a parameter that typically
represents the maximum time error that has occurred within a particular time interval. TDEV is a
parameter that typically represents deviations in time associated with periodic events. As described
above, time error can be considered to be the difference between the ideal time at which an event is

expected to occur and the actual time at which it is measured to have occurred.

[00108] It is further noted that the ideal timestamp calculation can be configured to represent a
greater precision than the actual measurement, if desired. For example, fractional clock periods can
be used to represent the ideal clock period 414 in FIG. 4, and these fractional clock periods can be
helpful in certain measurement circumstances. For example, fractional clock periods can simplify the
event conditioning circuitry 126 for situations where a clock signal is being measured that does not
have an integer relationship with respect to the high speed bit rate and where the event conditioning
circuitry 126 is being used to prescale the clock signal so that an even number of high speed bit

periods occur within each clock cycle for the clock being measured.

[00109]  For example, consider a configuration to measure wander on a 2.048 MHz clock with a 5
GHz serial bit stream being used by the serializer circuitry. In this situation, the measured clock can
be divided by 64 within the event conditioning circuit 126 to obtain a 32 kHz clock so that the ideal
time between timestamps is exactly 156,250 high speed bits (i.e., 5 GHz divided by 32 kHz where 32
kHz is the largest common divisor of 2.048 MHz and 5 GHz). This is shown in TABLE 2 below for
measurements associated with four different clock frequencies of interest that are commonly used by

clock circuitry in various devices.
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TABLE 2 - Example Bit Periods
CIk Freq to be Prescale Resulting Fre Ideal clk period in SGHZ

Measured Factor g q bit periods
125MHz 1 125MHz 40

156.25MHz 1 156.25MHz 32

2.048MHz 64 32kHz 156,250

1.544MHz 193 8kHz 625,000

[00110] If instead, the ideal timestamp generator 402 is implemented with six “fractional” bits, so

that time quantities of 3.125 picoseconds are representable (e.g., bit periods assumed to represent
1/(5GHz*64) or 3.125 picoseconds), then the pre-division or prescaling of the 2.048MHz clock by 64
would not be required. Instead, the calculation would be as follows: 5 GHz times 64 divided by 2.048
MIHz. The result is still 156,250 bit periods, but now the ideal clock period 414 is measured in units
of 3.125 ps. The calculation for the prescale factor to be applied in the event conditioning circuitry
126 then becomes determining the greatest common divisor of 320 GHz and the clock being
measured, which in this case is 2.048MHz, and the greatest common denominator is 2.048 MHz.

This is shown in TABLE 3 below.

TABLE 3 - Example Fractional Bit Clock Periods

Ideal clk period
Clk Freq to be Prescale Resulting Freq in 320 GHZ bit
Measured Factor .
periods
125MHz 1 125MHz 2,560
156.25MHz 1 156.25MHz 2,048
2.048MHz 1 2.048MHz 156,250
1.544MHz 193 8kHz 40,00,000

[00111]

fractionally related clock frequencies can be more easily calculated, and furthermore the time errors

The advantage of this fractional bit period enhancement is that time errors for

can be calculated more often. Advantageously, having more measurements gives more flexibility to

perform statistical operations (such as average, min/max etc).

[00112]

factor of 193, which is a relatively large prime number. In order to keep the prescale factor at 1 for

However, the above enhancement does not help in the case of 1.544 MHz because of the

the 1.544MHz case, a further enhancement for the 1.544 MHz case above can be implemented. This
enhancement uses two or more clock period values 414 in a predefined pattern within the ideal
timestamp generator 402. A simple example of such a circuit is a dual modulus circuit which

alternates between two different clock periods according to a relatively simple predefined sequence.
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A more complex example of such a circuit allows a predefined sequence of multiple values to be
used. For example, the 1.544 MHz example could be accommodated for a prescale factor of 1 with
two ideal clock bit period values: 207,254 and 207,253. Alternating between these two bit period
values according to the following sequence as shown in TABLE 4 below will allow a measurement at

every edge of a 1.544 MHz signal (read across first, then down).

TABLE 4 — Example of Multiple Bit Clock Periods

207,254 (7x) | 207,253 | 207,254 (8x) | 207,253 | 207,254 (8x) | 207,253 | 207,254 (8x) | 207,253

207,254 (7x) | 207,253 | 207,254 (8x) | 207,253 | 207,254 (8x) | 207,253 | 207,254 (8x) | 207,253

207,254 (7x) | 207,253 | 207,254 (8x) | 207,253 | 207,254 (8x) | 207,253 | 207,254 (8x) | 207,253

207,254 (8x) | 207,253

207,254 (7x) | 207,253 | 207,254 (8x) | 207,253 | 207,254 (8x) | 207,253 | 207,254 (8x) | 207,253

207,254 (7x) | 207,253 | 207,254 (8x) | 207,253 | 207,254 (8x) | 207,253 | 207,254 (8x) | 207,253

207,254 (8x) | 207,253

The sequence above is a repeating pattern that keeps the predicted ideal position of the clock edge
within +/-1.6 ps. It is also noted that the “7x” and “8x” indications in TABLE 4 above represent that
these bit period values are repeated 7 times and 8 times, respectively, before moving on to the next bit
period value in the table. This example illustrates that dual modulus techniques and/or other multiple
ideal clock period techniques can be employed to further enhance the capability of the measurement

circuitry.

[00113] FIG. 5A is a block diagram of an embodiment 500 using multiple offset timestamps to
provide increased resolution. As depicted, the digital signal pattern bit stream 107 is provided to a
plurality of different logic circuitry blocks 110A, 110B ... 110C that each are used to provide a
timestamp. For the initial timestamp, the bit stream 107 is provided to logic circuitry 110A that
receives the event occurrence signal 123. As described above, the logic circuitry 110A operates to
modify the bit stream and to produce the modified bit stream 115A upon receipt of a detected event
as represented by the event occurrence signal 123. The modified bit stream 115A can then be passed
through deserializer circuitry 116A and processed, as described above, to determine an initial

timestamp having a resolution based upon the bit period of the bit stream 107.

[00114]  To provide greater resolution than this bit period, the embodiment 500 utilizes one or
more additional sets of logic circuitry 110B ... 110C and related measurement paths to provide
timestamps that are offset by fractions of the bit period from the initial timestamp generated by the
first measurement path. The embodiment 500 achieves these offset timestamps by delaying the event
occurrence signal 123 to the additional sets of logic circuitry 110B ... 110C. These delays are
represented by delay circuitry 502B ... 502C. It is also noted that rather than introducing delays in

the path of the event occurrence signal 123, delays could instead be introduced in the path of the
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digital signal pattern bit stream 107 so that each logic circuitry 110A, 110B ... 110C will receive the
bit stream at an offset time compared to each other. Further, delay could be introduced later in the
different measurement paths before different deserializers and/or reference clock signals utilized by
the deserializers could be offset from each other. In short, a variety of techniques could be utilized to

provide timestamps that are offset in time as compared to each other as described herein.

[00115] Looking back to FIG. 5A, after receiving the event occurrence signal 123 through first
delay circuitry 502B, the logic circuitry 110B can operate as described above to modify the bit stream
and to produce a first (1st) delayed modified bit stream 115B upon receipt of a detected event as
represented by the event occurrence signal 123. The first delayed modified bit stream 115B can then
be passed through deserializer circuitry 116B and processed, as described above, to determine a first
(1st) offset timestamp having a resolution based upon the bit period of the bit stream 107. Similarly,
after receiving the event occurrence signal 123 through the Nth delay circuitry 502C, the logic
circuitry 110C can operate as described above to modify the bit stream and to produce an Nth
modified bit stream 115C upon receipt of a detected event as represented by the event occurrence
signal 107. The Nth delayed modified bit stream 115C can then be passed through deserializer
circuitry 116C and processed, as described above, to determine an Nth offset timestamp having a

resolution based upon the bit period of the bit stream 107.

[00116] By selecting the number of desired additional logic circuits and the delays associated
with those logic circuits and/or measurement paths, the resolution of the event measurement can be
improved. For example, if two sets of logic circuitry are used, the first delay circuit 502B can be
used to delay the event occurrence signal 107 to the logic circuitry 110B by half the bit period for the
bit stream 107. In so doing, the resulting offset timestamps obtained from the first delayed modified
bit stream 115B will be offset in time by half a bit period from the timestamps obtained from the
modified bit stream 115A. Event detection processing circuitry can then be used to combine the
timestamps and determine with greater precision the timing for the occurrence of the event. In
particular, by offsetting the event occurrence signal 123 to the second set of logic circuitry 110B by
half a bit period, the resolution of the resulting combined event measurements is doubled. This is so
because the event timestamps from the first delayed modified bit stream 115B when combined with
the timestamps from the modified bit stream 115A provide twice as many potential event timing
locations that can be determined. Similarly, if more sets of logic circuitry and measurement paths are
used, delays can be configured so as to evenly offset the bit periods by the number of measurement
paths being used, thereby further improving the resolution and generating finer resolutions than

would be available with a single measurement path.
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[00117]  As stated above, the delays 502B ... 502C can be implemented using a variety of
techniques. One technique that can be used is to increase the physical length of the wires or circuitry
connecting the event occurrence signal 123 to the logic circuitry 110B ... 110C as compared to logic
circuitry 110A. For example, if connections on a printed circuit board are being used, signals often
propagate on a printed circuit board at one inch in approximately 150 picoseconds. As such, the
length of these PCB connections can be adjusted so as to delay the arrival of the event occurrence
signal 123 to the logic circuitry 110B ... 110C by the desired delayed amount as compared to the

arrival time to the logic circuitry 110A.

[00118] It is also noted that embodiment 500 could also be configured so as to provide redundant
event timing measurements. One or more of the additional sets of logic circuitry 110B ... 110C could
be implemented to match one or more other sets of logic circuitry so that the event occurrence signal
123 is configured to arrive at the same time to two or more sets of logic circuitry. For example, logic
circuitry 110A and 110B could be configured so that they receive the event occurrence signal 123 at
the same time. As such, redundant timestamps can be achieved. These redundant measurements can
be compared to determine if accurate measurements are being received, or they could be combined
and averaged to achieve an overall average timestamp based upon multiple redundant measurements.

Further, other uses could be made of these redundant timestamp measurements, as desired.

[00119] It is further noted that the different time measurement branches can also be calibrated
relative to each other, if desired. For example, a digital signal pattern can be transmitted that has a
long enough length so that the time from one instance of the pattern to the next repetition of that
pattern is longer than the round trip delay through the measurement circuitry. The event timing
detection circuitry can determine the clock cycle and bit position of the start of the pattern for each of
the time measurement paths, for example, by detecting the beginning of (or other event within) the
pattern. Having made such a time measurement for each path, any fixed differences in phase between
the measurement paths can be determined and subtracted from the measurements before combining or
comparing. Further, a calibration can be done to measure the time difference between an event
occurrence signal for which precise timing is already known and when it is measured by the system.
This operation generates a static error that can be measured, and this static error can be subtracted
from actual measurements to remove inherent delay associated with the deserializer and logic

circuitry. This static error calibration can also be used with other embodiments described herein.

[00120]  FIG. 5B is a signal diagram for offset detection of events using an embodiment according
to FIG. 5A. As depicted, two measurement paths are being used. The first is represented by lines
522, 526 and 530. And the second is represented by lines 524, 528 and 532. In addition, lines 522

and 524 represent digital signal patterns and are the same in the embodiment of 520. Lines 526 and
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528 represent modified digital signal patterns that have been modified based upon the occurrence of
an event, as described above. Finally, lines 530 and 532 represent the result of a comparison of the
digital signal pattern with the modified digital signal pattern using an XOR logic operation. The “0”

and “1” indicators represent low and high logic levels, respectively, during a high speed bit period.

[00121]  As depicted, the second measurement path signal lines 524, 528 and 532 are offset by
half a bit period from the first measurement path signal lines 522, 526 and 530. As described with
respect to FIG. 5A, this offset can be introduced by providing a delay in the receipt of the event
occurrence signal by the second measurement path or by introducing a delay in the receipt of the bit
stream by the second measurement path or by introducing some other comparable delay. This delay
allows for the timestamps detected by the second measurement path to be offset by half a bit period

from the timestamps detected by the first measurement path.

[00122] Detected events for embodiment 520 are assumed to cause a switch between inverted and
non-inverted outputs, as described with respect to the embodiment of FIG. 2A above. With respect to
the detection of an event, therefore, the modified digital signal pattern in line 526 switches from non-
inverted to inverted at the bit period pointed to by element 540. As such, the XOR operation using
line 522 and line 526 as inputs results in four Os followed by three 1s. This indicates that the event
occurred in the fifth bit period for the first measurement path as pointed to be element 544. Similarly,
the modified digital signal pattern in line 528 switches form non-inverted to inverted at the bit period
pointed to by element 542. As such, the XOR operation using line 522 and line 526 as inputs results
in three Os followed by four 1s. This indicates that the event occurred in the fourth bit period for the

second measurement path as pointed to by element 546.

[00123] By comparing the bit periods 544 and 546 from the two measurement paths, it can be
determined that the signal event occurred within the first half of the fifth bit period and the last half
of fourth bit period. This is so because the signal event occurred within the fifth bit period for the
first measurement path and the fourth bit period for the second measurement path. The overlap of the
two bit periods, as shown by bracket 548, provides an indication of where the event occurred. And
this indication is at twice the resolution due to the offset time measurements. It is also noted that it is
expected that each measurement path would detect the same number of signal events and that the
detection of these signal events could then be correlated to each other to determine the timing of the
signal events with greater resolution. In the embodiment of FIG. 5B, a second signal event for each
measurement path would be represented by a second inversion in the modified digital signal patterns

526 and 528 and a corresponding switch back to Os in the XOR results 530 and 532.
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[00124] 1t is also noted that calibration of the multiple measurement paths can be conducted, if
desired, by generating a large number (e.g., many thousands) of statistically uncorrelated events and
counting the proportion of time each event is measured in each fractional time bin. Ideally, the
proportion of events in each bin will be equal. However, if they are unequal, the unequal proportion
information can be used, if desired, to resolve slight differences in the delay or offset of each

measurement path to compensate and remove bias that may be introduced by the circuitry involved.

[00125]  FIG. 5C is a block diagram of an embodiment 550 for detecting events from multiple
event occurrence input signals using multiple measurement paths. Embodiment 550 is similar to
embodiment 500 of FIG. 5A except that different event occurrence signals 123A, 123B ... 123C are
being received by the different logic circuitry 110A, 110B ... 110C and time measurement paths. In
particular, logic circuitry 110A receives bit stream 107 and a first event occurrence signal 123A and
outputs a first (1st) modified bit stream 115A that is used for a first (1st) timestamp. Logic circuitry
110B receives bit stream 107 and a second event occurrence signal 123B and outputs a second (2nd)
modified bit stream 115B that can be used for a second (2nd) timestamp. Logic circuitry 110C
receives bit stream 107 and an Nth event occurrence signal 123C and outputs an Nth modified bit
stream 115C that can be used for an Nth timestamp. As such, embodiment 550 allows for detection
and measurement of multiple signal events at the same time. It is also noted that the different event
occurrence signals 123A, 123B ... 123C can be provided from different event detection circuitry, if
desired, and the number of event occurrence signals and measurement paths utilized can be adjusted,

as desired.

[00126] FIG. 6A is a block diagram of an embodiment 600 for providing an event occurrence
signal 123 directly to a deserializer 116 and then providing event timing data 122 from event timing
detector circuitry 120. As depicted, in addition to receiving the event occurrence signal 123, the
deserializer 116 also receives a reference clock signal 118. The deserializer 116 then outputs M-bit
parallel data at the data rate of the reference clock 118. In operation, therefore, the deserializer 116 is
essentially sampling the event occurrence signal 123 at a rate equal to M times the reference clock
rate. 'Thus, if the reference clock 118 is 156.25 MHz and M is 32, then the sampling rate of the
deserializer 116 would be at 5 GHz. If the reference clock 118 is 156.25 MHz and M is 64, then the
sampling rate of the deserializer would be 10 GHz. Other selections can also be made for the
reference clock rate and M, as desired. The M-bit parallel output 113 from the deserializer 118 is
provided to event timing detector circuitry 120, which in turn provides event timing data 122 as an
output. The event timing detector circuitry 120 can be configured to analyze the M-bit parallel output
113 from the deserializer 118 to determine when events occurred within the multi-bit parallel data

output 113. For example, the event timing detector circuitry 120 can determine the location of logic
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level changes within the event occurrence signal 123 as an indication of the occurrence of events. In
such an embodiment, these logic level changes can be used to the trigger event pulses 212 described
above. These event pulses 212 can then be used to produce event timing data 122, such as

timestamps and error values, as also described above.

[00127] It is noted that the deserializer 116 can be implemented using one or more FPGA (field
programmable gate arrays) integrated circuits, such as those available from Altera Corporation. For
example, Stratix IV GX transceivers available from Altera can be used to implement the deserializer
116, if desired, and can be placed in a lock-to-reference mode of operation to disable the CDR
(clock/data recovery) circuitry within the transceiver. Further, deserializers that do not include CDRs

can also be utilized with respect to FIG. 6A, if desired.

[00128]  FIG. 6B is a block diagram of an embodiment 620 for using multiple deserializers 116A,
116B, 116B and 116D and related measurement paths to provide offset times stamps for an event
occurrence signal 123. As described above with respect to FIGS. 5A and 5B, the use of multiple
offset time measurements allows for greater resolution in determining the timing of a signal event.
As depicted in FIG. 6B, delay circuitry 622, 624 and 626 are used to provide offset versions of the
event occurrence signal to each deserializer. In particular, deserializer 116A receives the event
occurrence signal 123. Deserializer 116B receives the event occurrence signal 123 through delay
circuitry 622. Deserializer 116C receives the event occurrence signal 123 through delay circuitry
624. And deserializer 116D receives the event occurrence signal 123 through delay circuitry 626.
The deserializers 116A, 116B, 116C and 116D also receive the reference clock signals 118A, 118B,
118C and 118D, which can be the same or different reference clock signals, as desired. The M-bit
output 113A from deserializer 116A is provided to event timing detector circuitry 120A to produce
first event timing data 122A. The M-bit output 113B from deserializer 116B is provided to event
timing detector circuitry 120B to produce second event timing data 122B. The M-bit output 113C
from deserializer 116C is provided to event timing detector circuitry 120C to produce third event
timing data 122C. And the M-bit output 113D from deserializer 116D is provided to event timing
detector circuitry 120D to produce fourth event timing data 122D. As described above with respect
to FIGS. 5A and 5B, the use of offset timing measurements in FIG. 6B allows for greater resolution

in determining the timing of a signal event.

[00129] It is noted that as depicted four deserializers 116A, 116B, 116C and 116D are used, but
different numbers of deserializers and measurement paths could be used to provide a desired number
of offset timestamps, as described above. As also described above, the delays provided by delay
circuitry 622, 624 and 626 in FIG. 6B could be removed in order to provide duplicate simultaneous

measurements associated with the event occurrence signal 123, if desired. It is further noted that the
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reference clock signals and the values for M used by each of the deserializers could also be different
from each other. Further, if desired, the offset timing measurement could also be provided by
introducing a delay in the path of the reference clock signal sent to each deserializer. As such, each
deserializer would in effect sample the incoming event occurrence signal at an offset point in time. It
is further noted that other delay mechanisms could also be utilized, if desired, to generate offset

timestamps to enhance the resolution of the time measurements provided.

[00130] FIG. 6C is a block diagram of an embodiment 650 for using multiple deserializers 116A,
116B and 116C to detect events from multiple event occurrence input signals 123A, 123B and 123C.
As described above with respect to FIG. 5C, multiple measurement paths can be used to provide
timing data associated with multiple signal events at the same time. As depicted in FIG. 6C,
deserializer 116A receives event occurrence signal 123A and reference clock signal 118A and
outputs M-bit parallel data 113A that is used to produce first timing data associated with the first
event occurrence signal 123A. Deserializer 116B receives event occurrence signal 123B and
reference clock signal 118B and outputs M-bit parallel data 113B that is used to produce second
timing data associated with the second event occurrence signal 123B. Deserializer 116C receives
event occurrence signal 123C and reference clock signal 118C and outputs M-bit parallel data 113C
that is used to produce third timing data associated with the third event occurrence signal 123C. The
M-bit data 113A, 113B and 113C can be processed as described above, for example, to produce
timestamps and error data, if desired. It is again noted that as depicted three deserializers 116A, 116B
and 116C are used, but different numbers of deserializers and measurement paths could be used to
provide a desired number of concurrent measurements, as described above. It is also noted that the
reference clock signal 118A, 118B and 118C can be the same or different reference clock signals, as
desired. It is further noted that the reference clock signals and the value for M used by each of the

deserializers could be different from each other, if desired.

[00131] In addition to detecting precise timing associated with the occurrence of events using an
event occurrence signal and the techniques described above, it is also desirable to generate digital
signals having a desired amount of phase variation with respect to ideal or base timing associated
with those digital signals. For example, it is often desirable to generate clock signals with desired
amounts of phase variation in order to test the operation of systems that rely upon such clock signals

to operate.

[00132] Systems and methods for generating desired phase variation, such as jitter and/or wander,
in digital signals are described below with respect to FIGS. 7A-B and 8-12. In general, these systems

and methods relate to techniques for generating digital signals, such as clock signals, with precisely

- 40 -



WO 2012/094127 PCT/US2011/065214

and accurately controlled phase variations, while also allowing broad flexibility in the type of phase

variations and digital signals that are generated.

[00133]  With respect to the embodiments described here, techniques are disclosed that utilize
high speed serializer circuitry to convert multi-bit digital signal patterns representing signals with
desired phase variation to single-bit data streams representing a signal having the desired phase
variation. The logic transitions from ones to zeroes and/or from zeroes to ones in the bit stream are
controlled so as to generate a resulting signal with desired phase variations associated with those
transitions. Advantageously, the techniques described herein can utilize, if desired, currently
available serializer circuitry along with currently available digital logic circuitry and clock prescaler
circuitry, to generate signals with a variety of types of phase changes (e.g., sinusoidal, arbitrary,
fractional frequency offset and/or other desired phase changes). Advantageously, the generated
signals have a precision based upon the bit period of the high speed bit stream signal rather than a
slower rate of a reference clock signal. The generated signals can be used, for example, as clock
signals for timing associated with products, systems and/or devices being tested, analyzed or

measured.

[00134] Unlike many approaches to clock synthesis and generation that seek to reduce
imperfections in the resulting signal, the systems and methods described herein provide techniques to
precisely and accurately introduce desired phase impairments within a signal without requiring
specialized mixed signals or analog circuits. Instead, the systems and methods described herein take
advantage of serializer circuitry to generate a bit stream representing an output signal having desired

phase variation that is based upon a multi-bit digital signal pattern.

[00135] One advantage of the techniques described herein is that they can utilize readily available
digital logic components. Another advantage of these techniques is that they can be implemented as
fully digital solutions, so that they do not depend upon analog techniques that require considerable
calibration and recalibration efforts. A further advantage of these techniques are that they can utilize
existing high performance serializer/deserializer components that have been designed to achieve high
performance operation. An example of a serializer/deserializer component that can be used include
FPGA-based transceivers, such as those available from Altera Corporation. For example, a Stratix IV

GX transceiver available from Altera can be used to implement the serializer, if desired.

[00136] It is noted that phase variation in a digital signal is being used herein to represent the
occurrence of a signal event that is offset in time from an ideal or base time of occurrence for that
signal event. For example, with respect to a clock signal, the ideal signal event could be the rising

and/or falling edges of the clock signal that ideally occur at precise time intervals with respect to each
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other. Phase variation in such a clock signal would represent signal events that occur at times
different from the ideal precise intervals. For example, the rising edge of a clock signal could occur
sooner or later than the ideal time of occurrence. As such, the clock signal includes phase variations
as compared to the ideal or base clock signal. Further, phase variations can be intentionally
introduced into digital signals to represent desired offsets from ideal or base signal occurrences.
Intentionally generated phase variations in digital signals can be used for a variety of purposes
including to test a system with a clock that has rising and/or falling edges that are offset from the
ideal time by plus-or-minus a certain desired percent (e.g., plus-or-minus five percent). In this way, a
system can be tested or operated with a clock signal having a desired amount of phase variation. And
this phase variation can be adjusted to see how the system responds. A signal having desired phase

variation can also be used for other purposes, as desired.

[00137] It is further again noted that phase variations are used herein to refer to different
locations of signal events in time as compared to ideal or base signal event occurrences. For
example, differences in edge transitions of a digital clock signal from ideal edge transitions that
would occur with an ideal clock are referred to herein as phase variations. Jitter and wander are also
terms that are used to represent phase variations in time of the significant instants of a digital signal
as compared to an ideal signal. Variations having frequency content greater than 10 Hz are typically
considered to be jitter, and variations having frequency less than 10 Hz are typically considered to be
wander. Jitter is generally measured in unit intervals relative to an application specific bit rate, while
wander is generally measured in units of time (e.g., microseconds). This use of the terms jitter and
wander is consistent with the commonly accepted definition for these terms with respect to
telecommunication networks. The term phase variation, as used herein, includes jitter and/or wander

in digital signals as well as other phase variations that may be desired within a digital signal

[00138]  Precise signal generation techniques for generating signals with desired phase variations

will now be described in further detail with respect to FIGS. 7A-B and 8-15.

[00139] While the embodiments described often assume that a clock signal is being generated,
digital signals for other purposes can also be output by the systems and methods described herein.
For example, in addition to a clock signal, the digital signal can be a control signal, a data signal
and/or any other desired digital signal. Further, it is again noted that term phase variation is utilized
herein to refer to and cover a wide variety of variations in the timing of signal events with respect to

ideal signal events.

[00140] FIG. 7A is a block diagram of an embodiment 700 for precise generation of phase

variations in digital signals. Waveform generator circuitry 702 receives phase control signals 706
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and outputs a digital pattern as multi-bit parallel data 708, which is shown as N-bit parallel data
words. This multi-bit parallel data represents a digital signal having a desired phase variation. The
multi-bit parallel data 708 is then provided to serializer 704. Serializer 704 converts the multi-bit
parallel data 708 to single-bit data that represents a desired bit stream 712. This bit stream 712 can
then be used, as desired, to provide a digital signal having desired phase variation. The rate of the
multi-bit parallel data 708 is slower than the rate of the single-bit data 712. As described above, the
rate of the single-bit data 712 can be two times or more faster than the rate of the multi-bit parallel

data 708, if desired, and preferably at least four times or more faster than the multi-bit date rates.

[00141]  As depicted, the serializer 704 also receives a reference clock signal 710 which can be
used by the serializer 704 to convert the N-bit parallel data words into single-bit data. Similar to the
description above, the output rate (CLKgen sperp) Of the single-bit data can be implemented such that
it is equal to the width (N) of the parallel words times the rate (CLKggr) of the reference clock signal
710, such that the following equation is satisfied: CLKgey sprrp = CLKger X N. As noted above, a
reference clock signal (CLLKggr) can be generated in a variety of ways and can include a generated
clock signal followed by dividers/multipliers that generate one or more reference clocks based upon
the generated clock signal. Further, if desired, a plurality of reference clock signals can be generated
and used with dividers/multipliers to provide reference clock signals. Further, it is noted that
although not shown, the reference clock signals generated can be provided to other circuitry

described in FIGS. 7A-B and 8-15 to facilitate its operation, as desired.

[00142]  FIG. 7B is a process flow diagram of an embodiment 750 for precise generation of phase
variation in digital signals. In block 752, desired phase variations are determined. The desired phase
variations can be associated with actual data detected or collected by a system, as described below in
more detail with respect to FIGS. 13-15, and/or can be associated with data simply generated for test
or other purposes. In block 754, the digital signal with the desired phase variations is output as a
digital waveform pattern in the form of multi-bit parallel data. In block 756, this waveform pattern is
then serialized to form a single-bit data stream representing a digital signal having the desired phase
variations. In block 758, the bit stream with the desired phase variations is output. As stated above,
this bit stream can then be used, as desired, to provide a digital signal having desired phase
variations, such as desired jitter and/or wander. For example, the digital signal having desired phase

variations can be used as a clock signal for testing or analyzing devices or systems.

[00143]  In operation, the signal generation techniques depicted in FIG. 7A and FIG. 7B generate
a pattern of information bits that mimics a digital signal and transmit this digital pattern at high speed
utilizing a serializer to generate a high speed bit stream. As described further below, the high speed

bit stream can be divided with a prescaler to create one or more digital signals, such as clock signals,
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having desired rates and desired phase variations. As also described in more detail below, the desired
phase variation can be introduced into the resulting digital signal by deleting and/or inserting bits in a
repeating pattern thereby moving logic transitions (e.g., rising edge transitions, falling edge

transitions) as desired within the resulting digital signal.

[00144] One way to understand the technique described herein is to consider a simplified
example. For example, consider an embodiment in which a high speed serializer 704 operating at 1
Gbps (1 billion bits per second) transmits the eight-bit pattern “00001111” in a repetitive manner.
Because this sequence of bits repeats after every eight bits, the resulting digital signal is an ideal 50%
duty cycle clock signal at 125 MHz, which is 1/8 of the serializer bit rate. If while repetitively
transmitting this pattern, one instance of the pattern is modified by deleting one of the bits, the phase
of the resulting clock is advanced by an amount of time equal to one bit from the serializer 704. For
the 125 MHz clock signal example above, this one bit advance corresponds to one high speed bit
period, which is about 1 nanosecond (i.e., 1/1 Gbps or about 1 ns) for this example. Conversely, if
one instance of the pattern is modified by inserting one duplicate bit, the phase of the resulting clock
signal is delayed (or retarded) by an amount of time equal to one bit from the serializer 704. Again,
for the 125 MHz clock signal example above, this one bit delay corresponds to one high speed bit
period, which is about 1 nanosecond (i.e., 1/1 Gbps or about 1 ns) for this example. Further, it is
noted that multiple bits can be inserted or deleted at a time to delay or advance the transitions in the

digital signal by larger amounts.

[00145]  Consider, for example, a sequence of four such eight-bit cycles: “00001111-00001111-
00001111-00001111.” (It is noted that the “-” symbols are included to represent the separation
between each 8-bit cycle.) If it were desired to advance a clock signal by one bit period in the third
cycle, a “0” bit or a “1” bit could be deleted making the digital pattern the following: *“00001111-
00001111-00011110-00011110"  or  “00001111-00001111-00001110-00011110,”  where the
remaining bits are shifted to the left to account for the deleted bit. And it is noted that the last “0” bit
represents an additional bit that is shifted in to complete the 8-bit cycle. Similarly, if it were desired
to delay a clock signal by one bit period in the third cycle, a “0” bit or a “1” bit could be added
making the digital pattern the following: “00001111-00001111-00000111-10000111" or *00001111-
00001111-10000111-10000111,” where the remaining bits are shifted to the right to account for the
added bit. And it is noted that the fourth *“1” bit in the last 8-bit cycle has been shifted out.

[00146] 1t is noted that the techniques described herein can be used to generate any desired
waveforms, such as clock signals (e.g., high speed clock signals), pulse signals (e.g., low speed
pulses) and/or other desired signal types. As such, the waveform generated can be any desired

sequence of zeroes and ones, and this sequence can be repeated periodically, if desired. Further, any
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desired phase variation can be included within these waveforms, as desired, by inserting and/or

removing zeroes and ones within the generated waveform.

[00147] 1t is further noted that one example of a sequence having a relatively long period of time
before being repeated is a sequence that represents a one-pulse-per-second signal (1PPS). A 1PPS
signal has one precisely controlled rising edge every second. The duty cycle of a 1PPS signal (e.g.,
how long it remains high) is not usually important and is often in the range of several hundred
microseconds to several tens of milliseconds. If desired, therefore, the waveform pattern generated
by waveform generator 708 can represent a 1PPS signal with desired phase variation, and the bit

stream output by the serializer 704 can provide this 1PPS to other circuitry and/or devices.

[00148] It is also noted that higher speed serializers may also be used, such as a serializer 704
having a 10 Gbps or higher transmit speed. In addition, larger bit patterns can also be used, such as
16-bit and 32-bit patterns. For example, if a 16-bit pattern (e.g., 0000000011111111) were used and
repeated along with a 10 Gbps serializer output, the resulting digital signal would be an ideal 50%
duty cycle clock signal at 625 MHz, which is 1/16 of the serializer bit rate. And each bit inserted or
removed from the generated waveform would correspond to a change of about 100 ps in phase

variation (i.e., 1/10 Gbps or about 100 ps).

[00149]  As described further below, if the resulting signal is desired to be at a lower frequency, a
prescaler may be employed to divide the high speed bit stream output by the serializer 704 by an
integer factor such as 2, 4, 8 or other value as is available and suitable to the desired application.
Further, it may also be desirable to clean up the phase steps introduced by the techniques described
herein. For example, a resulting clock signal can be post-processed through a cleanup PLL (phase
locked loop) to provide a clean output clock signal. For example, if the bandwidth of the cleanup PLL
is 1 MHz, then the phase steps can be spread out over approximately 1 us (depending on the PLL’s

loop dynamics).

[00150] FIG. 8. is a more detailed block diagram of an embodiment 800 for a system that
provides precise generation of phase variation in digital signals. As with FIG. 7A, waveform
generator circuitry 817 receives a phase control input, which can be phase steps 816, and outputs
multi-bit (N-bit) waveform parallel data words 818. The serializer 704 receives the parallel data
words 818 and outputs single-bit data in the form of the high speed bit stream 819. As described
above, the serializer 704 can also receive a reference clock signal 710 from a reference clock
generator 802 and can use this reference clock signal 710 to produce the high speed clock bit stream
819 from the input parallel data words 818 (e.g., CLKmen sprep = CLKgger X N). This high speed bit

stream 819 represents a digital signal having a desired phase variation. This bit stream 819 can then
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be provided to a prescaler 820, if desired, that outputs a raw signal 824. This raw signal 824 can
further be sent to a cleanup PLL (phase locked loop) 822, which in turn can output a clean signal 826.
This clean signal 826 can then be used, as desired. It is again noted that a wide variety of digital
signals can generated using the signal generation circuitry embodiment 800, including but not limited

to digital clock signals having desired phase variations.

[00151]  Also depicted in the embodiment 800 is circuitry that can be used to generate the desired
waveform phase control signals, which can be in the form of phase steps 816. For the embodiment
800 depicted, phase change integrator and limiter circuitry 815 outputs the phase steps 816 to the
high speed clock waveform generator 817. The phase change integrator and limiter circuitry 815
receives three change control inputs in the form of sinusoidal phase changes 810 from a sinusoidal
phase generator 804, arbitrary phase changes 812 from an arbitrary phase generator 806 and constant
phase change values 814 from a fractional frequency offset register 808. One or more of these
control inputs can be used by the phase change integrator and limiter circuitry 815 to generate the

phase control signals, and other control inputs could also be used and provided if desired.

[00152]  In operation, the phase change integrator and limiter circuitry 815 adds together phase
change requests from one or more sources. For the embodiment depicted, these sources include
sinusoidal phase changes 810 from a configurable sinusoidal phase generator 804, arbitrary phase
changes 812 from a configurable arbitrary phase generator 806 and constant phase change value 814
from a configurable fractional frequency offset register 808. The phase change integrator and limiter
circuitry 815 then limits the maximum phase step allowed during a given time period, and can also
introduce a configurable amount of phase dithering, if desired. The resulting phase steps 816 are

provided to the high speed clock waveform generator 817 as phase control signals.

[00153] The high speed clock waveform generator 817 creates the patterns of ones and zeroes that
mimics a clock signal or other desired digital signal. When phase step requests are provided on the
phase steps signal 816, the phase of the clock waveform is advanced or delayed as described herein.
When phase steps are not requested, the waveform generator 817 produces a pattern of ones and
zeroes, which can be configured to represent a desired digital signal. The operation of the waveform

generator 817 is further described in more detail with respect to FIG. 12 below.

[00154]  The high speed clock waveform parallel words 818 are provided to the serializer 704.
The serializer 704 receives the parallel words and converts them to a serial bit stream to form the
high speed bit stream 819. The serializer 704 and other circuitry can be configured to operate under
the control of a reference clock signal 710 generated by reference clock generator 802. In this way,

the precise frequency of the resulting clock signal will be known relative to the reference clock signal
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710. As also noted above, one or more reference clock signals can be generated and used by the

system.

[00155]  As described above, if desired, the high speed output bit stream 819 can be further
processed with the prescaler 820 and the cleanup PLL 822. The prescaler 820 takes the high speed
bit stream 819 and divides it to a lower frequency, as appropriate for the desired application. For
example, if the high speed bit stream 819 represents a clock signal, the prescaler 820 can be used to
generate lower speed clock signals to be output by the system. The output of the prescaler 820 is the
raw signal 824. If desired, a cleanup PLL 822 can also be used. The cleanup PLL 822 receives the
raw signal 824 and reduces the instantaneous phase steps by spreading them out across a longer time
interval. For example, if the bandwidth of the cleanup PLL 822 is 1 MHz then the step response time
will be approximately 1 microsecond, depending on the dynamics of the PLL’s feedback loop (e.g.,
for a second order feedback loop this response time would be dependent upon the damping factor). It
is further noted that the cleanup PLL 822 could be used without the prescaler 820, if desired, and the
prescaler 820 could be used without the cleanup PLL 822, if desired.

[00156]  As described further below, it is noted that dithering techniques can also be applied in
producing phase control signals, such as phase steps 816. For example, as described in more detail
below, sigma delta modulation dithering techniques can be applied by the phase change integrator
and limiter circuitry 815 to the phase step control signals at a rate that is faster than the PLL 822 can
track, thereby allowing a phase change resolution more precise than a single bit time or period from
the serializer 704. The resulting dithered phase steps can then be provided to the waveform generator

817 as dithered phase steps 816.

[00157] FIG. 9 is a block diagram of an embodiment for the sinusoidal phase generator 804. For
the embodiment depicted, a numerically controlled oscillator 902 receives a sine frequency control
word 910 and a start signal 908 and outputs a sinusoidal value 914 to a differentiator 904. The
differentiator 904 receives the sinusoidal value and outputs signals 916 representing raw sinusoidal
changes. These raw sinusoidal changes 916 are then received by multiplier circuitry 906, which also
receives a sine amplitude control word 912. The multiplier circuitry 906 then outputs the sinusoidal
phase changes 810 as control input signals provided to the phase change integrator and limiter

circuitry 815. ]

[00158]  In operation, a configured sine frequency control word 910 is input to the NCO 902. And
the operation of the NCO 902 can be started or restarted by providing an appropriate indication on
the start signal 908. It is further noted that a variety of known techniques can be used to implement

the NCO 902, as desired. The output of the NCO 902 is a digital sinusoidal value 914. A sequence of
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sinusoidal values represents samples from a sine function. The frequency of the sine function is
governed by the frequency control word 910. For the embodiment depicted, the magnitude of the sine
function is fixed. The sinusoidal values 914 are provided to the differentiator 904, which calculates
the difference between two consecutive samples from the NCO 902. These differences become the
raw sinusoidal changes 916. Because the magnitude of the sine function is usually fixed, it is desired
to have adjustable amplitude for the sinusoidal phase changes. The raw sinusoidal changes 916, if
desired, can be multiplied with multiplier 906 by a configurable sine amplitude control word 912.
The larger the value of the sine amplitude control word 912, the greater is the amplitude of the
resulting sinusoidal signal. If the value of the sine amplitude control word 912 is zero, then sinusoidal
phase changes are suppressed. The output of the multiplier 906 can provide the sinusoidal phase
changes 810 that are used as control input signals provided to the phase change integrator and limiter

circuitry 815.

[00159]  Itis noted that the use of the differentiator 904 provides the advantage that amplitude and
phase can be independently adjusted. Because the sine function from the NCO 902 is a function of
the product of both time and frequency (e.g., {(x) = sin(f*t)), by the chain rule for differentiation, the
derivative of the NCO 902 output with respect to time is f'(t) = f*cos(f*t). This output, therefore, is
not the same as what the NCO 902 would produce if outputting a cosine function, namely cos(f*t).
Thus, without the differentiator, changing the sine frequency control word 910 to produce a cosine
function would require a corresponding multiplication in the sine amplitude control word 912 to
maintain the same signal amplitude. By contrast, the implementation depicted in FIG. 9 that includes
the differentiator 904 has the advantage that the amplitude and phase can be adjusted independently
to achieve a desired level of phase changes. Furthermore, the differentiator 904 can be implemented
using a subtractor and a word register, the size of which is relatively inconsequential compared to the
rest of the circuitry. As such, the use of the differentiator 904 provides an advantageous and cost-

effective technique.

[00160]  FIG. 10 is a block diagram of an embodiment for the arbitrary phase generator 806. For
the embodiment depicted, an address counter 1002 receives a start signal 1008 and outputs a memory
read address 1010 to arbitrary phase change memory circuitry 1004. The arbitrary phase change
memory circuitry 1004 can receive and store phase change configuration information 1006 that
represents arbitrary phase changes for the clock signal to be output. The memory read address 1010
from address counter 1002 operates to select a phase change configuration from the phase change
configuration information stored within the arbitrary phase change memory circuitry 1004. The

arbitrary phase change memory 1004 then outputs the selected information as arbitrary phase changes
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812 that are used as control input signals provided to the phase change integrator and limiter circuitry

815.

[00161]  In operation, the arbitrary phase generator 806 generates a sequence of arbitrary phase
change configuration values 812 that represent a desired phase sequence. The values are configured
into an arbitrary phase change memory 1004, for example, by transferring values from a pre-
configured file and/or data stored on a computing system into the memory 1004. When it is desired
to start creating the sequence of arbitrary phase changes, a start pulse 1008 can be provided to the
address counter 1002. The address counter 1002 then generates address values 1010 to the arbitrary
phase change memory 1004 so that the desired phase change sequence is read from the memory and
provided as arbitrary phase change values 812 to the phase change integrator and limiter circuitry

815.

[00162]  FIG. 11 is a block diagram of an embodiment for phase change integrator and limiter
circuitry 815. Phase change combiner circuitry 1102 receives the sinusoidal phase changes 810, the
arbitrary phase changes 812 and the fractional phase changes 814 and outputs a combined phase
change signal 1116 to phase change integrator circuitry 1104. A signal 1118 representing a total
pending phase change is then provided to phase change limiter circuitry 1106. The phase change
limiter circuitry 1106 also receives a minimum phase change interval control signal 1110 and a
maximum phase step control signal 1112. The phase change limiter circuitry 1106 then outputs a
phase fraction signal 1120 and a phase steps signal 1122 to the phase dither generation circuitry
1108. The phase steps signal 1122 is also provided back to the phase change integrator 1104. The
phase dither generation circuitry 1108 receives the phase steps signal 1122 and the phase fraction
signal 1120, as well as a dither control word 1114, and outputs phase steps 816 that are used as phase

control input signals to the high speed clock waveform generator circuitry 815.

[00163]  In operation, the phase change combiner 1102 adds the desired phase changes 810, 812
and 814 from the sinusoidal phase change generator 804, the arbitrary phase change generator 806
and the fractional frequency offset register 808, respectively. The first two phase change generators
have already been described in more detail above. The fractional frequency offset 814 represents a
value that can be introduced to create a constantly increasing or decreasing phase of the resulting
signal so that it can be offset from the nominal value by a small fraction. If desired, this offset can be
applied in parts-per-million or less. The bit width of the values representing fractional phase governs
the fineness of this setting. For example, a 32-bit value would provide better than one-part-per-

billion, which is sufficient for many needs. Higher precision values could also be used, if desired.
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[00164]  The result of the phase change combiner 1102 is the sum of the three input values, and
this sum is output as the combined phase change value 1116. The phase change integrator 1104
accumulates the combined phase change values to compute a total pending phase change value 1118,
which is provided to the phase change limiter 1106. The phase change limiter 1106 enforces limits on

the allowable phase changes to ensure that they stay within the desired severity.

[00165] The maximum phase step value 1112, which is received by the phase change limiter
1106, limits the maximum phase step allowed during a single parallel word. The maximum phase
step value 1112 can be implemented as a small integer in the range 1 to 8, if desired. For example,
with a setting of 2 for the maximum phase step value 1112, the range of possible phase steps includes
-2, -1, 0, +1 and +2. This value corresponds to the maximum number of bits that may be inserted or

deleted from a single instance of the high speed clock pattern.

[00166]  The minimum phase change interval value 1110, which is received by the phase change
limiter 1106, limits the rate at which phase changes are allowed. For example, a minimum phase
change limit of 100 would require one hundred clock cycles to elapse between nonzero phase step
values. As such, this minimum phase change limit can be set, as desired, to determine the number of
cycles between phase step changes. A value of zero for the minimum phase change limit value 110

would mean that phase step changes could occur in each clock cycle.

[00167] 1t is further noted that the phase change limiter 1106 can be configured to provide
different and/or additional phase change limitations, as desired, depending upon limitations desired
by the user and/or required by the particular environment within which the generated phase changes
are being used. For example, the phase change limiter 1106 can be configured to implement MTIE
(Maximum Time Interval Error) masks desired by a user. Determining the MTIE for a signal is often
used to check phase changes of a signal over time to ensure that the signal does not exceed specified
limits. MTIE masks often allow small phase variations over short time intervals and larger phase
variations over longer time intervals. For example, an MTIE mask might allow a phase change of 100
ns over a 1 minute interval, further relax the requirement to allow a phase change of 1 us (i.e., 10
times larger) over a 1 hour interval, and further relax the requirement to a phase change of 10 us over
an entire day. The phase change limiter 1106 can be configured to implement desired MTIE masks
(e.g., one that is predefined according to a standard, a custom mask that a user defines, and/or some
other desired MTIE mask). The phase change limiter 1106 would then ensure that phase step changes
would remain within the limits specified by the MTIE mask. The minimum phase change interval
value 1110 depicted in FIG. 11 could be used to provide one point on an MTIE mask, and other
parameters or values could be provided to the phase change limiter 1106, as desired, to control other

MTIE mask parameters desired by the user.  In short, the input parameters to the phase change
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limiter 1106 could be selected and configured to achieve any desired phase change limitations desired

for a particular application and/or by a particular user.

[00168]  The outputs of the phase change limiter 1106 are the phase steps value 1122 and the
phase fraction value 1120. The phase steps value 1122 is fed back to the phase change integrator
1104, where it is subtracted from the summation. In operation, the phase change integrator 1104 in
effect serves as a list for phase changes that are pending to be done, and when the phase change

limiter 1106 allows a phase change, it is subtracted from the list.

[00169] It is noted that phase fraction is the fraction of a high speed bit time that has built up in
the phase change integrator 1104. The fractional portion of an accumulator within the phase change
integrator 1104 keeps track of the fractional bit phase changes so that whole bit phase changes can be
introduced at correct times in the high speed serial signal. For example, if during each reference clock
cycle there are 2 millionths of a bit of fractional phase added, there is a fractional frequency offset of
2 parts-per-million (ppm). The fractional portion of the accumulator within the phase change
integrator 1104 keeps track of the fractional phase as it builds up and once a whole bit time has been
accumulated (e.g., 500,000 clock cycles for a 2 ppm fractional offset for a bit time), a whole high

speed bit phase change is generated and subtracted from the phase change integrator 1104.

[00170] It is noted that the total pending phase change value 1118 also includes both a phase
steps value and a phase fraction value, which are limited by the phase change limiter 1106, to
produce the phase steps value 1122 and phase fraction value 1120. It is further noted that if the
phase change limiter 1106 were removed from the system, the total pending phase change value 1118
can be provided directly to the phase dither generation circuitry 1108. Further, if dithering were not
desired, the phase fraction value could be removed, and the total pending phase change value 1118
including a phase steps value, or the phase steps value 1122 if phase change limiter 1106 were used,
can be provided as the phase steps 816 that are used as phase control input signals to the waveform

generator circuitry 815.

[00171]  As depicted, the phase dither generation circuitry 1108 receives the phase steps value
1122 and the phase fraction value 1120 and adds dithering. Dithering can be implemented, for
example, through the use of a pseudo-random bit sequence added to the phase steps value 1122 and
the phase fraction value 1120 according to a dither control word 1114. A variety of techniques (e.g.,
simple PRBS (pseudo-random bit sequence) or higher order sigma-delta modulation) may be used to
shape the frequency of the dither noise so that the fineness of the resulting phase steps from the

cleanup PLL 822 is less than a single high speed bit time. The dither control word 1114 adjusts the
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bit position (e.g., by shifting) of the phase dither generation circuitry 1108 within the factional bits of
the addition.

[00172] It is noted that at any given time, the instantaneous output phase is a value that is a
multiple of the high speed bit clock. In other words, the phase is quantized to a multiple of the high
speed bit clock. However, by rapidly alternating between two adjacent phase values, and by varying
the proportion of time spent at each value, it is possible to achieve finer phase resolution than a single
high speed bit time. The phase dither generation circuitry 1108 allows for this finer phase resolution

to be achieved.

[00173]  Without the phase dither generation circuitry 1108, phase changes would only occur
when a whole high speed bit has been added to or subtracted from the phase change accumulator or
combiner 1102, and the system would be limited to generating phase steps no smaller than a high
speed bit time. However, with the phase dither generation circuitry 1108, a finer resolution can be
achieved. For example, if the phase fraction value 1120 represents exactly half of a high speed bit
time, this resolution can be achieved by rapidly switching between two adjacent phase values. For
this one-half bit time example, the phase dither generation circuitry 1108 can be configured to
generate phase steps that alternate rapidly and equally between two phase values representing two
adjacent high speed bit times. As long as the bandwidth of the cleanup PLL 822 is lower than the rate
of alternation from the phase dither generator 1108, the cleanup PLL is unable to track the phase
alternations and produces an output that is the average of the two input phases. As such, the resulting

signal has a phase resolution that is finer than the single high speed bit time.

[00174] One implementation for the phase dither generation circuitry 1108 is to use a pseudo
random number generator (PRNG) (e.g., with a linear feedback shift register) with a relatively large
number of bits (e.g., 24 bits) and add a sign extended portion of the bits from the PRNG to a portion
of the bits from the phase step value 1122 and phase fraction value 1120. The dither control word
1114 can be used to control how many bits from the PRNG are added to the phase step and phase
fraction values to form the dithered phase steps 816. If the dither control word 1114 is zero, no bits
from the PRNG are added to the phase steps and phase fraction and no dither is introduced. If the
dither control word 1114 is one (1), then one bit from the PRNG is sign extended and represents plus
or minus half of a high speed bit time that is added to the phase fraction. For the one-half bit time
example described in the previous paragraph, the phase alternates equally between two phase values,
but the pattern of alternation is not periodic because it is controlled by a PRNG and therefore the
spectral content of the “dither” is spread across a wide range of frequencies making it easy to filter in

the cleanup PLL 822.

-52-



WO 2012/094127 PCT/US2011/065214

[00175] It is further noted that dithering techniques could also be used that are similar to
techniques used for digital to analog conversion in audio and other similar systems. In such systems,
digital to analog converters can generate a limited set of output values; however, by rapidly
alternating between adjacent values, and by varying the proportion of time spent at each value, much
higher resolution can be achieved in the digital to analog conversion. Similar techniques can be

employed in the phase dither generation circuitry 1108, if desired, to achieve finer phase resolution.

[00176]  FIG. 12 is a block diagram of an embodiment for waveform generator circuitry 817. For
the embodiment depicted, an adder 1202 receives phase steps 816, which can be dithered as described
above, as well as a word size value 1208 and an indication of the current phase 1228. The adder
1202 combines these values and outputs a signal 1224 representing a raw version of the next phase
value. Wrap logic 1204 receives the raw next phase value 1224 and a maximum waveform memory
address 1222 and outputs the next phase value 1226 to the current phase register 1206. The current
phase register 1206 then stores the next phase value 1226 and outputs the previously stored value as
the current phase value 1228. A first portion of the current phase value 1228 is then provided to the
waveform memory circuitry 1210 as a word address 1230, and a second portion of the current phase
value 1228 is provided to a first matching delay circuit (DELAY 1) 1216 as the first bit 1232 in the
word to be output. The waveform memory circuitry 1210 also receives an ideal or base clock
waveform 1220 and outputs a raw waveform word 1234 to shifter 1212 based upon the stored ideal
clock waveform 1220. Shifter 1212 also receives the output of the first matching delay circuit
(DELAY 1) 1216, which determines the first bit 1232 within the raw waveform word 1234 to be
output within the shifted waveform word 1236, and the shifter 1212 then shifts the raw waveform
word 1234 and outputs a shifted waveform word 1236 to bit splicer 1214. Bit splicer 1214 also
receives the phase steps value 816 passed through a second matching delay circuit (DELAY 2) 1218,
which is configured to match the delay of intervening circuitry between the bit splicer 1214 and the
original phase steps value 816 input to the waveform generator circuitry 817. Bit splicer 1214 then
outputs the multi-bit (N-bit) parallel data words in the form of the high speed clock waveform parallel
bits 818. It is noted that the bit splicer 1214 can be configured to use the reference clock signal 710
to output the waveform parallel bits (N-bit) 818 at the rate of the reference clock signal 710, if

desired.

[00177]  In operation, the phase steps value 816 from the phase change integrator and limiter
circuitry 815 are input to a binary adder 1202. The other inputs to the binary adder 1202 are the
current phase value 1228 and a constant representing the nominal word size 1208. The result of this
addition is the raw next phase value 1224, which is provided to the wrap logic circuitry 1204. The

wrap logic circuitry 1204 also receives the maximum waveform memory address 1222 and ensures
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that the next phase value 1226 remains within the range of addresses that hold the configured ideal or
base clock waveform 1220 in the waveform memory 1210. The current phase register 1206 receives
the next phase value 1226 and stores it, and the previously stored next phase value then becomes the
current phase value 1228. The current phase value 1228 is fed back to the adder 1202, and it is also
split into two bit fields with an upper bit field 1230 being provided to waveform memory 1210 and a
lower bit field 1232 being provided to matching delay circuitry (DELAY 1) 1216. The upper bit field
1230 identifies a word address and is provided to the read address port on the waveform memory
1210. The lower bit field 1232 determines the first bit to be output within the waveform word
identified by the word address and is provided to the shifter 1212 through the first matching delay
circuitry (DELAY 1) 1216. It is further noted that the first matching delay circuitry (DELAY 1) 1216

is configured to introduce delay equal to the delay of the waveform memory 1210.

[00178]  The waveform memory 1210 holds the ideal or base clock waveform pattern and can be
configured, as desired. For example, the waveform memory 1210 can be configured by storing
waveform information provided as a pattern of ones and zeroes provided as the ideal clock waveform
1220. The size of the waveform memory 1210 can be configured, if desired, using the least common
multiple (LCM) of the ideal or base clock waveform pattern (in bits) and the parallel word size for
the serializer 704 divided by the parallel word size. For example, if the serializer 704 width is 16 bits
and the ideal or base clock pattern has length of 12 bits (e.g., “000000111111”) then the number of
words provided in the waveform memory 1210 can be set to three, which can be calculated as LCM

(12,16)/16 = 48/16 = 3.

[00179]  Furthermore, if desired, the memory 1210 can be organized to facilitate the generation of
digital signals with desired phase variation by making the words more than twice as wide as the
parallel words provided to the serializer 704. For example, the width of the words can be
implemented as twice the parallel word width for the serializer 704 plus one less than the maximum
phase step change (in bits) allowed in a single word. As such, if the parallel word width is 16, and the
maximum phase step is two bits, then the word width can be set to 33 bits (e.g., 2x 16) + (2-1) =
33).

[00180]  The use of waveform word widths for the memory 1210 that are wider than the parallel
waveform words (N-bit) 818 provided to the serializer 704 allows for more flexibility in the system.
As described herein, to change the phase of the output clock signal, a whole bit is inserted into or
removed from the “ideal” or base clock signal that is represented by the high speed bit stream output
by the serializer 704. Because of this insertion and removal of bits within an N-bit clock signal, for
example, it is useful to generate more than N-bits during one reference clock cycle in the raw

waveform word 1234. For the embodiment shown in FIG. 12, when the phase change requires

-54 -



WO 2012/094127 PCT/US2011/065214

inserting a bit into the “ideal” clock signal, this insertion is accomplished by inserting a duplicated bit
and then by adjusting the shifter 1212 position to an earlier position. This adjustment to shifter 1212
is done so that when a bit is repeated, not all of the bits are used. As such, shifter 1212 is adjusted to
start the next cycle at the bit in the waveform that was not used during the previous cycle. In other
words, during the reference clock cycle where a bit is inserted, only N-1 bits of the raw waveform
word 1234 are used, and to achieve continuity, the next word is then started from the Nth bit in the
waveform that was not used during the previous cycle. When the phase change requires deleting a bit
from the “ideal” clock signal, this removal is accomplished by deleting a bit from the raw waveform
word 1234. However, this mean that N+1 bits of the raw waveform word 1234 are used during a
reference clock cycle. As such, during the next reference clock cycle, shifter 1212 is adjusted to start

the next cycle after the last bit for the ideal clock waveform that was transmitted.

[00181] The example above utilizes stored waveform words that are wider than twice the
serializer input word, although different word widths could also be used, if desired. Assuming the
waveform memory 1210 is at least twice as wide as the serializer input word, the shifter 1212 will
essentially have available at its input all of the *ideal” clock waveform bits for two consecutive
reference clock cycles. These additional waveform bits allow the shifter 1212 significant freedom in

inserting bits into and removing bits from the waveform.

[00182]  Where it is desired to allow phase changes of more than one bit at a time per clock cycle,
more than one bit will be repeated in or deleted from the “ideal”™ clock waveform in the clock cycle.
In this case, for the embodiment depicted in FIG. 12, the shifter 1212 is used to perform the first bit
shift, and bit splicer 1214 is used to perform the remaining bit shifts. For example, if phase changes
equal to two high speed bit times are allowed within a single reference clock period, then the bit
splicer 1214 is used to repeat or delete an additional bit in the center of the shifted waveform word
whenever a phase change of +2 or -2 is required (e.g., one bit is accomplished by changing the shifter

settings, and another bit is accomplished in the bit splicer).

[00183]  Further, if larger phase changes are desired at a time per clock cycle, then additional
width in the waveform word is desirable. As indicated above, the width of the words can be
implemented as twice the parallel word width for the serializer 704 plus one less than the maximum
phase step change (in bits) allowed in a single word. As such, if the parallel word width is 16 bits,
and the maximum phase step is two bits, then the word width can be set to 33 bits (e.g., (2 x 16) + (2
— 1) = 33). In another example embodiment, the parallel word width can be 64 bits, and the
maximum phase steps can be 17 bits. The raw waveform word then becomes 128 bits plus 16 extra

bits for a total of 144 bits (e.g., (2 x 64) + (17 — 1) = 144) to allow for up to 17 bits to be inserted or
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deleted. Other configurations and word widths could also be used, as desired, depending upon the

signals and phase variations desired to be generated.

[00184]  Considering further the example above having a base signal pattern length of 12 bits with
a parallel word width of 16 bits output by the serializer 704, and with the ability to introduce phase

steps of at most two bits, the contents of the waveform memory 1210 can be implemented as follows:

Address 0: 0000.0011.1111.0000 - 0011.1111.0000.0011.1
Address 1: 0011.1111.0000.0011 - 1111.0000.0011.1111.0
Address 2: 1111.0000.0011.1111 - 0000.0011.1111.0000.0

This base pattern would typically be computed ahead of time and written into the waveform memory
1210 as part of system configuration as the ideal clock waveform 1220. It is noted that the above
example assumes that the first bits to be transmitted are located on the left of the bit sequence. It is
further noted that the additional bit at the right end of the 33 bits stored for each memory address

represents an added bit, and is the next bit in the base signal pattern.

[00185]  The word address 1230 operates to select a word from the available memory addresses
(e.g., three addresses in the example above) within the waveform memory 1210 to output as the raw
waveform word 1234. The shifter 1212 receives the raw waveform word 1234 and the delayed
version of the first bit value 1232, which determines the first bit in the word to be output. The shifter
1212 then left shifts the raw waveform word 1234 by the amount specified by the first bit value 1232
so that the next bit is the first bit to be output. Continuing the above example, therefore, if the current
phase value 1228 were 0x13 (i.e., hex 1 for the first portion (0001) and hex 3 for the second portion
(0011)), the word address value 1230 would be 1, and the first bit value 1232 would be determined by
a 3-bit shift. The shifter 1212, therefore, would receive the word from Address 1 and shift it by three
bits to the left (e.g., advancing by 3 bits), leading to the following values including the shifted

waveform word 1236:

Current phase value 1228: 0x13

Word address value 1230: 1

First bit in word value 1232: 3

Raw waveform word 1234: 0011.1111.0000.0011 - 1111.0000.0011.1111.0

Shifted waveform word 1236:  1111.1000.0001.1111 - 1000.0001.1111.1000.0
Waveform parallel bits 818: 1111.1000.0001.1111
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It is noted that when the raw waveform word is shifted over to the left by three bits, additional “0”
values have been added at the right of the shifted waveform word 1236. Further, assuming the output
width (N-bit) is 16 bits, only the first 16 bits of the shifted waveform word 1236 are used and output

by the bit splicer 1214 as the waveform parallel bits 818.

[00186]  As described above, the bit splicer 1214 can be used to implement the insertion or
deletion of additional bits when there is more than one bit to insert or delete. If the maximum phase
step value is one, then the bit splicer 1214 is not used, because the action of the current phase register
1206 and the shifter 1212 accomplishes insertion and deletion of one bit. However, if the maximum
phase step value is greater then one, then it can be desirable to spread out the phase change so that it
occurs more evenly in time. This spreading operation is the function of the bit splicer 1214. If a phase
advance by two bits is required, then the bit splicer 1214 removes a bit from the middle of the shifted
waveform word 1236. Conversely, if a phase delay by two bits is required, then the bit splicer 1214
duplicates one of the bits in the middle of the shifted waveform word 1214. It is also noted that the
bit splicer circuitry 1214 utilizes the phase steps value 816 received through the matching delay
circuitry (DELAY 2) 1218 to determine the magnitude of the phase change desired.

[00187]  Continuing the example above, therefore, if it is desired to advance the clock phase by
two bits during the next clock cycle, then the bit splicer 1214 takes the shifted waveform word 1236
above (including shifted bits) and produces clock waveform parallel bits 818 having a bit removed in

the current reference clock cycle, for example, as follows:

Current phase value 1228: 0x13

Word address value 1230: 1

First bit in word value 1232: 3

Raw waveform word 1234: 0011.1111.0000.0011 - 1111.0000.0011.1111.0

Shifted waveform word 1236:  1111.1000.0001.1111 - 1000.0001.1111.1000.0
Phase step changes 816: +2
Waveform parallel word 818:  1111.1000.0011.1111

It is noted that instead of six consecutive zeroes in the middle of the waveform parallel word 818, in
this case there are only five consecutive zeroes in the waveform parallel word 818. It is further noted
that for greater values of phase steps, a similar approach can be followed, with the goal of spreading
the phase changes as evenly as possible across the shifted waveform word 1236. Again, assuming the
output width (N-bit) is 16 bits, only the first 16 bits of the shifted waveform word 1236 are used and

output by the bit splicer 1214 as the waveform parallel bits 818.

-57 -



WO 2012/094127 PCT/US2011/065214

[00188] Still using the above example, the following TABLE 5 provides an example series of
waveform parallel words 818 output by the waveform generator circuitry 817 based upon two phase
step changes indicated below. For the example shown in TABLE 5, the phase is changed by +1 (i.e.,
advanced by one high speed bit period) in the third reference clock cycle, and the phase is changed by
-2 (i.e., delayed by two high speed bit periods) in the sixth reference clock cycle. It is also noted that
for the shifted waveform words 1236 in TABLE 5, “x” values have been included to better show the

shifting of bits. The “x” values could actually be inserted to match 33" bit for the word stored at

each address, as indicated above, or could be set to a one or a zero as desired.

TABLE 5 — Example Waveform Word Management

Ref Phase | Word First | Raw Shifted Parallel
Clock | Step | Address | Bit Waveform Waveform Word
Cycle | 818 1230 1232 | Word Word 818
1234 1236
1 0 0 0 0000.0011.1111.0000 - | 0000.0011.1111.0000 - | 0000.0011.1111.0000
0011.1111.0000.0011.1 | 0011.1111.0000.0011.1
2 0 1 0 0011.1111.0000.0011 - | 0011.1111.0000.0011 - | 0011.1111.0000.0011
1111.0000.0011.1111.0 | 1111.0000.0011.1111.0
3 +1 2 1 1111.0000.0011.1111 - | 1110.0000.0111.1110 - | 1110.0000.0111.1110
0000.0011.1111.0000.0 | 0000.0111.1110.0000.x (1-bit advance)
4 0 0 1 0000.0011.1111.0000 - | 0000.0111.1110.0000 - | 0000.0111.1110.0000
0011.1111.0000.0011.1 | 0111.1110.0000.0111.x
5 0 1 1 0011.1111.0000.0011 - | 0111.1110.0000.0111 - | 0111.1110.0000.0111
1111.0000.0011.1111.0 | 1110.0000.0111.1110.x
6 -2 2 0 1111.0000.0011.1111 - | 1111.0000.0011.1111 - | 1111.0000.0001.1111
0000.0011.1111.0000.0 | 0000.0011.1111.0000.0 (2-bit delay)
7 0 2 F 1111.0000.0011.1111 - | 1000.0001.1111.1000 - | 1000.0001.1111.1000
0000.0011.1111.0000.0 | 0OXX.XXXX.XXXX.XXXX.X
[00189]  Looking to TABLE 5 for the +1 phase change delay in the third reference clock cycle,

the raw waveform word is shifted left by 1-bit so that the first bit output is the second bit in the stored
waveform word for Address 2. As seen in the parallel word 818 for the third reference clock cycle,
only 3 ones are included at the beginning of the word. When combined with the prior parallel word
818, this leads to only 5 ones being sent before zeroes are again started. As such, the waveform has
been advanced by one high speed bit period. The same 1-bit shift is also used for the fourth and fifth

reference clock cycles to keep the output bits aligned with alternating 6 zeroes and 6 ones.

[00190] Looking to TABLE 5 for the -2 phase change delay in the sixth reference clock cycle, the
raw waveform word is shifted by 0-bits so that the first bit output is the first bit in the stored

waveform word for Address 2. As seen in the parallel word 818 for the sixth reference clock cycle, 4
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ones are included before zeroes start again. When combined with the prior parallel word 818, this
leads to 7 ones being sent, thereby delaying the waveform by one high speed bit period. Further, as
described above, because the delay change is 2 bits, the bit splicer 1212 will handle the additional
phase change and will insert a bit within the middle of the parallel word 818. As such, in addition to
an added one at the beginning of the word, the parallel word 818 output in the sixth reference cycle
also includes in its middle an added zero to generate a series of 7 zeroes. The waveform, therefore, is
delayed by an additional one high speed bit period for a total delay of two bit periods. Because the
total phase change in the sixth reference clock cycle is negative two bits and the previous first bit
value 1232 was one for the fifth reference clock cycle, the value of first bit 1232 in the seventh row
of the table is calculated as 1 plus -2 modulo 16 (as 16-bits is the nominal serializer input word width
for this example). This calculation gives 15, which in hexadecimal (hex) is represented as F. This
calculation also propagates a borrow into the calculation of the word address 1230 for the seventh
reference cycle so that it remains the same. Ordinarily the value of the word address 1230 would
increment modulo the number of words in the memory based upon the operation of the adder 1202
and word wrap circuitry 1204, so that the word address value 1230 would increment on each clock
cycle. However, the borrow causes the word address value 1230 to remain the same for one clock

cycle. This combination of adjustments keeps the output bits aligned for this example.

[00191] It is noted that the example provided in TABLE 5, as well as the other examples
described herein, is intended only an example. Many other variations and combinations of base
waveform patterns, parallel word sizes, memory word sizes, phase changes, memory management,
waveform word management and/or other parameters could be used, as desired, depending upon the
operational features and output signal types desired to be generated, while still taking advantage of
the insertion and removal of bits within a waveform pattern to achieve desired phase variation in the

resulting digital signals.

[00192]  The precise generation of digital signals with desired phase variations, as described
herein with respect to FIGS. 7A-7B and 8-12, can also be based upon timing data generated through
the precise detection of timing data associated with event occurrences, as described above with
respect to FIGS. 1A-C, 2A-B, 3-4, 5A-C and 6A-C. Further, the signal generation circuitry and the
event detection circuitry can be implemented in different devices, if desired, or can be implemented
in the same device, if desired. Example embodiments for the combined use of precise signal
generation circuitry and precise event detection circuitry, as described herein, are now further

described with respect to FIGS. 13-15.

[00193] FIG. 13 is a block diagram of an embodiment 1300 for playback of signals based upon

event timing data detected from actual event occurrences. For the embodiment depicted, event
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detection circuitry 1304 (e.g., as described herein with respect to FIGS. 1A-C, 2A-B, 3-4, 5A-C and
6A-C) receives event occurrence signals 1302 and generates event timing data 1306. This event
timing data 1306 can be provided to and stored within a data storage system 1308 as event data 1320
in any desired format. The event data can then be transferred to a data storage system 1312 and again
stored as event data 1322 in any desired format. This event data 1322 can then be used to provide
phase data 1314 to signal generation circuitry 1316 (e.g., as described herein with respect to FIGS.
7A-7B and 8-12) that can then be used provide the phase control inputs that determine the desired
phase variation in a resulting digital signal. The signal generation circuitry 1316 can then output
digital signals with phase variations, such as jitter and/or wander, that relate to the detected event
timing data. As such, these digital signals output by the signal generation circuitry 1316 can
represent a playback of detected signal events, thereby providing the event occurrence playback

signals 1318.

[00194] 1t is noted that the embodiment 1300 can be used, for example, to precisely detect event
timing data associated with signal errors occurring in systems being tested, analyzed or measured.
The signal errors can then be represented in the stored event data 1320 and then provided for use by
the signal generation circuitry 1316 to replay or playback the error signals. This playback may be
useful, for example, when detecting errors in field equipment so that these errors can be recorded and
played back in a laboratory or test facility. In this way, field errors and events can be precisely
reproduced on test equipment, thereby facilitating the troubleshooting of errors in the installed
equipment. Further, the detection of errors or detected events and playback of these errors or

detected events could also occur at the same location, for example, where systems are being tested.

[00195]  Itis also noted that the data transfer 1310 can be implemented using any of a wide variety
of techniques, including wired and/or wireless communications between one or more computing
systems or devices. In one implementation, the event detection circuitry 1304 and the data storage
system 1308 could be located within a first device, and the signal generation circuitry 1316 and the
data storage system 1312 could be located within another device. These two devices could then be
configured to communicate through wired and/or wireless communications, for example, through
network connections so as to provide the data transfer 1310. In a further implementation, the event
detection circuitry 1304 and the signal generation circuitry 1316 could be located in a single device.
In this further implementation, a single data storage system could be used, if desired, thereby
combining the data storage system 1308 and the data storage system 1312 into a single data storage
system. It is further noted that the data storage systems can be any desired tangible medium

configured to store data, such as memory storage devices, FLASH memory, random access memory,
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read only memory, programmable memory devices, reprogrammable storage devices, hard drives,

floppy disks, DVDs, CD-ROMs, and/or any other tangible storage medium.

[00196]  The embodiment 1300 could also be utilized in a wide variety of environments depending
upon the desired signal events to be detected and played back. One such environment is in a network
equipment testing environment where network communications, such as network based telephony

and/or data communications, are being tested.

[00197] FIG. 14 is a block diagram of an embodiment 1400 for an error playback system that
detects event occurrences and generates signals in a network communications environment. For the
embodiment depicted, one or more network connections 1402 are made to the network port interface
circuitry 1404. These network port connections can provide network related communication signals,
such as network packets. One or more of the network communication signals can be provided to the
event detection circuitry 1408 through connections 1406. The event detection circuitry 1408 can
operate to generate event timing data associated with these network communications. This event
timing data can be communicated to data storage system 1412 through connections 1410 and can be
stored within a data storage system 1412 as event data 1414 in a desired format. This event data 1414
can then be provided through connections 1418 to signal generation circuitry 1420. And signal
generation circuitry 1420 can use this event data to provide playback of detected signal events to
network connected devices through connections 1422 to the network port interface 1404. In addition,
the signal generation circuitry 1420 can also use other phase change data 1416 that can be used to
define other desired phase variations in digital signals that can be provided through connections 1422

to network devices connected to the network port interface 1404.

[00198]  The event detection circuitry 1408 can be configured, if desired, to detect the arrival of
network packets and/or the departure of network packets. The event detection circuitry 1408 can also
be configured to detect other network related events, as desired. Timing error information
concerning these network related events can be determined and stored as event data 1414. This error
information can then be used by the signal generation circuitry 1420 to generate digital signals with
desired phase variation such that the timing errors can be recreated and played back by signal
generation circuitry 1420. This playback feature provides the advantageous ability to detect and
recreate actual signal errors detected within the network communications connected to the error

playback system 1400.

[00199] Control circuitry 1424 can be provided that communicates with the network port
interface 1404, the event detection circuitry 1408, the data storage system 1412 and/or the signal

generation circuitry 1420 so as to control the operations of the embodiment 1400. Further, a separate
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control interface 1426 can be provided, if desired, through which control data 1428 can be
communicated to and from the embodiment 1400, such as between external devices or systems and
the embodiment 1400 when implemented as a single device. For example, desired phase data 1416
and/or event data 1414 can be communicated as control data 1428 and stored within embodiment
1400. Other desired operational parameters, as described herein, for the event detection circuitry
1408, the signal generation circuitry 1420 and/or other operation blocks described herein can also be
communicated as control data 1428. Further, if desired, control data can also be communicated
through the network port interface 1404. The control interface 1426 could also be removed if all
control data were desired to be communicated through the network port interface 1404. Further, the
control interface 1426 could be implemented in part or in whole as a user interface, such as a
graphical user interface, through which a user can select, enter and/or define desired configurations to
provide control data for the embodiment 1400. A user interface, such as a graphical user interface,
could also be provided through the network port interface 1404, if desired. Other variations could

also be implemented as desired.

[00200] FIG. 15 is a block diagram of an embodiment 1500 that includes a phase change
processor 1504 to process the event timing data 1502, as desired, prior to its being used to provide
phase data 1506 to control the generation of signals with desired phase variation. The embodiment
1500 can be used in combination with the embodiments of FIGS. 13 and 14 to provide desired
processing of the event data prior to its being used to control generation of digital signals. Further, as
shown in FIG. 14, control circuitry and a control interface can also be used to control and configure
parameters for the operation of the phase change processor 1504. In addition to the examples
described below, other processing variations could also be provided for the phase change processor
1504, as desired, to process the event timing data 1502 prior to its being passed on as phase data 1506

for generation of digital signals.

[00201]  As described herein, the timing or phase of a clock or other signal can be detected and
measured with high precision, and a signal with arbitrary phase can be generated with high precision,
as desired. As shown in FIG. 15, event timing data 1502 generated by event detection circuitry (e.g.,
event detection circuitry 1304 and 1408) can be provided to signal generation circuitry (e.g., signal
generation circuitry 1316 and 1420) through a phase change processor 1504. The phase change
processor 1504 can be configured to process the event timing data 1502, as desired, prior to its being
used to control phase generation. For the example embodiment depicted, the phase change processor
1504 includes digital signal processing blocks 1512, 1514, 1516 and 1518. The filters block
(FILTERS) 1512 can be used to provide one or more filters that are applied to the event timing data
1502. The format block (FORMAT) 1516 can be used to change the format of the event timing data
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1502 from one data type or protocol to any other desire data type or protocol, depending upon the
application desired. The amplifier/attenuator (AMP/ATT) block 1514 can be used to increase or
decrease the phase changes represented by the event timing data 1502, as desired. And the final
block (OTHER) 1518 represents that other processing blocks could be included in the phase change
processor 1504, as desired, depending upon the digital signal processing desired for the event timing

data 1502.

[00202]  For example, with respect to the amplifier/attenuator (AMP/ATT) block 1514, the phase
change processor 1504 can be configured to multiply or divide the measured phase changes
represented by the event timing data 1502 by a constant or variable value to amplify or attenuate the
phase imperfections on the input. Because this amplification/attenuation technique can be
implemented as a feed-forward scheme (e.g., there can be no feedback), stability of the system is not
a concern. This feed-forward scheme, therefore, provides an important advantage over using a PLL or
other type of implementation that utilizes feedback. Because there is no feedback required for this
amplification/attenuation technique, the resulting circuitry is guaranteed to be stable. For this
example, it is further noted that if the multiplier and/or divider values were set to unity, the measured

phase changes would be passed directly to the signal generation circuitry without modification.

[00203]  With respect to the filters (FIL TERS) block 1512, the phase change processor 1504 can
be configured to employ more sophisticated DSP (digital signal processing) filtering techniques (e.g.,
digital filtering). For example, digital filtering techniques can be applied to amplify or attenuate
certain jitter/wander frequencies or ranges of jitter/wander frequencies for applications where such
filtering is useful. For example, if the phase change processor 1504 implemented a low pass filter
with a 10 Hz cutoff, then only wander components would be passed to the signal generation circuitry.
In other words, even if the phase change values from the event detection circuitry contained both high
and low frequency components, the phase change processor 1504 would filter out the high frequency
(jitter) components greater than 10 Hz and leave just the wander components. This filtering would be
useful, for example, in laboratory situations where emulation of controlled wander transfer is
desirable, or where it is desired to pre-condition a test signal to eliminate certain frequency bands of
jitter and wander but to retain others. Still further, the opposite could also be done, where the jitter
components would be passed to the output, and the wander components would blocked. This
filtering could use, for example, a high pass filter with a 10 Hz cutoff, thereby filtering out the low
frequency (wander) components lower than 10 Hz and leaving just the jitter components. This
additional implementation that passes only jitter components could be used to mimic the behavior of
an ideal PLL or “golden” PLL for testing purposes. It is further noted that bandpass filtering could be

provided to pass error components within certain desired frequency ranges, and notch filtering could
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also be provided to block error components with certain desired frequency ranges, if desired. Other

variations could also be implemented, as desired.

[00204]  In addition, it should be noted that the output signal from the phase change processor
1504 may be different from the signal detected and represented by the event timing data 1502. For
example, the signal type, format and/or frequency, as well as other parameters, for the phase data
1506 output from the phase change processor 1504 can be different from the signal type, format
and/or frequency, as well as other parameters, for the signal events detected and represented by the
event timing data 1502. Further, the phase data 1506 can include additional and/or different
information as compared to the input event timing data 1502. For example, wander measured from a
Synchronous Optical Network (SONET) signal and represented by the event timing data 1502 can be
transferred to an Ethernet signal so that the phase data 1506 represents desired phase changes in an

Ethernet signal. Other variations could also be implemented, as desired.

[00205]  Further modifications and alternative embodiments of this invention will be apparent to
those skilled in the art in view of this description. It will be recognized, therefore, that the present
invention is not limited by these example arrangements. Accordingly, this description is to be
construed as illustrative only and is for the purpose of teaching those skilled in the art the manner of
carrying out the invention. It is to be understood that the forms of the invention herein shown and
described are to be taken as the presently preferred embodiments. Various changes may be made in
the implementations and architectures. For example, equivalent elements may be substituted for
those illustrated and described herein, and certain features of the invention may be utilized
independently of the use of other features, all as would be apparent to one skilled in the art after

having the benefit of this description of the invention.
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Claims

‘What is claimed is:

1. A system for generating a digital signal having desired phase variation, comprising:
waveform generator circuitry configured to generate a digital pattern representing a digital
signal having a desired phase variation with respect to a base digital signal, the
waveform generator circuitry being configured to output the digital pattern as multi-
bit parallel data; and
serializer circuitry having the multi-bit parallel data as an input and having a bit stream as an
output, the bit stream being single-bit serial data representing the digital signal

having the desired phase variation.

2. The system of claim 1, further comprising reference clock generator circuitry having a
reference clock signal as an output, the reference clock signal being coupled to the serializer circuitry
and being used to determine an input rate for the multi-bit parallel data to the serializer and to

determine an output bit rate for the bit stream from the serializer.

3. The system of claim 2, wherein the reference clock generator circuitry is also coupled to the
waveform generator circuitry, the reference clock signal being configured to determine an output rate

for the multi-bit parallel data from the waveform generator.

4. The system of claim 1, wherein the digital signal represents edges of a digital clock signal.
5. The system of claim 1, wherein the digital signal represents a pulse signal.
6. The system of claim 1, wherein the digital signal represents at least one of an arrival of

network packets and a departure of network packets.
7. The system of claim 1, wherein a bit rate for the single-bit serial data output by the serializer
circuitry is at least two times faster than a rate of the multi-bit parallel data input to the serializer

circuitry.

8. The system of claim 7, wherein the single-bit serial data output by the serializer circuitry is at

least four times faster than a rate of the multi-bit parallel data input to the serializer circuitry.
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9. The system of claim 1, wherein the waveform generator is configured to modify bits within

the digital pattern to achieve the desired phase variation.

10. The system of claim 9, wherein the waveform generator circuitry is configured to insert one
or more bits within the digital pattern to produce a phase delay within the bit stream and to remove

one or more bits within the digital pattern to produce a phase advance within the bit stream.

11. The system of claim 10, wherein the waveform generator circuitry comprises waveform

memory circuitry configured to store bits representing the base digital signal.

12. The system of claim 11, wherein the waveform generator circuitry comprises shifter circuitry
configured to receive a waveform word from the waveform memory and to shift bits within the
waveform word by one or more bits to produce a shifted waveform word representing a phase

change.

13. The system of claim 12, wherein the waveform generator circuitry further comprises a bit
splicer configured to receive a shifted waveform word from the shifter circuitry, to insert one or more
bits into the shifted waveform word to produce a phase advance within the bit stream and to remove

one or more bits from the shifted waveform word to produce a phase delay within the bit stream.

14. The system of claim 1, wherein the waveform generator circuitry is configured to receive

phase control signals identifying the desired phase variation.

15. The system of claim 14, wherein the phase control signals are based upon phase change

instructions from a plurality of sources.

16. The system of claim 14, wherein the phase control signals are dithered.

17. The system of claim 1, further comprising a prescaler configured to receive the bit stream

from the serializer circuitry and to produce an output signal at a different rate.

18. The system of claim 1, further comprising a cleanup phase-locked-loop (PLL) coupled to the

output of the deserializer and configured to a clean output signal.

19. A method for generating a digital signal having desired phase variation, comprising:
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generating a digital pattern representing a digital signal having a desired phase variation with
respect to a base digital signal;

outputting the digital pattern as multi-bit parallel data; and

serializing the multi-bit parallel data to produce a bit stream of single-bit serial data

representing the digital signal having the desired phase variation.

20. The method of claim 19, further comprising generating a reference clock signal and using the
reference clock signal to determine an output rate for the multi-bit parallel data for the outputting step

and to determine an output bit rate for the bit stream for the serializing step.

21. The method of claim 19, wherein the digital signal represents edges of a digital clock signal.
22. The method of claim 19, wherein the digital signal represents a pulse signal.
23. The method of claim 19, wherein the digital signal represents at least one of an arrival of

network packets and a departure of network packets.

24. The method of claim 19, wherein a bit rate for the single-bit serial data for the serializing step

is at least two times faster than a rate for the multi-bit parallel data for the outputting step.

25. The method of claim 24, wherein the bit rate for the single-bit serial data for the serializing

step is at least four times faster than the rate for the multi-bit parallel data for the outputting step.

26. The method of claim 19, wherein the generating step comprises modifying bits within the

digital pattern to achieve the desired phase variation.

27. The method of claim 26, wherein the generating step further comprises inserting one or more
bits within the digital pattern to produce a phase delay within the bit stream and removing one or

more bits within the digital pattern to produce a phase advance within the bit stream.

28. The method of claim 27, further comprising storing bits representing the base digital signal

within waveform memory circuitry.

29. The method of claim 28, further comprising receiving a waveform word from the waveform
memory circuitry and shifting bits within the waveform word by one or more bits to produce a shifted

waveform word representing a phase change.
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30. The method of claim 29, further comprising inserting one or more bits into the shifted
waveform word to produce a phase advance within the bit stream and removing one or more bits from

the shifted waveform word to produce a phase delay within the bit stream.

31. The method of claim 19, further comprising providing phase control signals identifying the

desired phase variation prior to the generating step.

32. The method of claim 31, further comprising utilizing phase change instructions from a

plurality of sources to provide the phase control signals.

33. The method of claim 32, further comprising dithering the phase control signals.

34. The method of claim 19, further comprising a prescaling the bit stream to produce an output

signal at a different rate.

35. The method of claim 19, further comprising utilizing a cleanup phase-locked-loop (PLL) to

generate a clean output signal.
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