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(57) ABSTRACT 
A facial expression recognition System that uses a face 
detection apparatus realizing efficient learning and high 
Speed detection processing based on ensemble learning 
when detecting an area representing a detection target and 
that is robust against shifts of face position included in 
images and capable of highly accurate expression recogni 
tion, and a learning method for the System, are provided. 
When learning data to be used by the face detection appa 
ratus by Adaboost, processing to Select high-performance 
weak hypotheses from all weak hypotheses, then generate 
new weak hypotheses from these high-performance weak 
hypotheses on the basis of Statistical characteristics, and 
Select one weak hypothesis having the highest discrimina 
tion performance from these weak hypotheses, is repeated to 
Sequentially generate a weak hypothesis, and a final hypoth 
esis is thus acquired. In detection, using an abort threshold 
value that has been learned in advance, whether provided 
data can be obviously judged as a non-face is determined 
every time one weak hypothesis outputs the result of dis 
crimination. If it can be judged So, processing is aborted. A 
predetermined Gabor filter is selected from the detected face 
image by an Adaboost technique, and a Support vector for 
only a feature quantity extracted by the Selected filter is 
learned, thus performing expression recognition. 
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WEAK HYPOTHESIS GENERATION APPARATUS 
AND METHOD, LEARNING APPARATUS AND 
METHOD, DETECTION APPARATUS AND 

METHOD, FACIAL EXPRESSION LEARNING 
APPARATUS AND METHOD, FACIAL 

EXPRESSION RECOGNITION APPARATUS AND 
METHOD, AND ROBOT APPARATUS 

BACKGROUND OF THE INVENTION 

0001) 1. Field of the Invention 
0002 This invention relates to a detection apparatus and 
method for detecting, for example, a face image as a 
detection target image from an image in real time, a learning 
apparatus and method for learning data to be used by the 
detection apparatus, a weak hypothesis generation apparatus 
and method for generating a weak hypothesis in learning, 
and a robot apparatus equipped with the detection apparatus. 
This invention also relates to a facial expression recognition 
apparatus and method for recognizing a facial expression of 
a face image by detecting a specific expression from the face 
image, a facial expression learning apparatus and method for 
learning data to be used by the facial expression recognition 
apparatus, and a robot apparatus equipped with the facial 
expression recognition apparatus. 
0003. This application claims priority of U.S. Prelimi 
nary application Ser. No. 60/490,316, filed on Jul. 24, 2003 
and Japanese Patent Application No. 2003-417191, filed on 
Dec. 15, 2003, the entireties of which are incorporated by 
reference herein. 

0004 2. Description of the Related Art 
0005 Face to face communication is a real-time process 
operating at a time Scale in the order of 40 milliseconds. The 
uncertainty of recognition level at this time Scale is 
extremely high, making it necessary for humans and 
machines to rely on Sensory rich perceptual primitives rather 
than Slow Symbolic inference processes. Thus, fulfilling the 
idea of machines that interact face to face with humans 
requires development of robust and real-time perceptual 
primitives. 

0006 Charles Darwin was one of the first scientists to 
recognize that facial expression is one of the most powerful 
and immediate means for human beings to communicate 
their emotions, intentions, and opinions to each other. In 
addition to providing information about affective State, 
facial expressions also provide information about cognitive 
State Such as interest, boredom, confusion, and StreSS, and 
conversational Signals with information about Speech 
emphasis and Syntax. Recently, a number of groundbreaking 
Systems have appeared in the computer vision literature for 
facial expression recognition. (See, M. Pantic and J. M. 
Rothcrantz, Automatic analysis of facial expressions: State 
of the art, IEEE Transactions on Pattern Analysis and 
Machine Intelligence, 22 (12): 1424–1445, 2000.) 
0007 To recognize facial expressions in real time, first, it 
is necessary to detect a face area from an input image in real 
time. Conventionally, many face detection techniques using 
only variable density patterns of image Signals without using 
any motion from complicated image Scenes have been 
proposed. For example, a face detector described in the 
following non-patent reference 1 includes a cascade of 
classifiers, each of which contains a filter Such as Haar Basis 
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function as a discriminator. When generating the discrimi 
nator based on learning, high-speed learning is realized by 
using images called integral images, which will be described 
later, and rectangle features. 

0008 FIGS. 1A to 1D are schematic views showing 
rectangle features described in the following non-patent 
reference 1. In the technique described in non-patent refer 
ence 1, as shown in FIGS. 1A to 1D, in input images 200A 
to 200D, plural filters (also referred to as rectangle features) 
are prepared, each of which finds the Sum of brightness 
values in adjacent rectangular boxes of the Same size and 
outputs the difference between the Sum of brightneSS Values 
in one or plural rectangular boxes and the Sum of brightness 
values in the other rectangular boxes. For example, as shown 
in FIG. 1A, in the input image 200A, a filter 201A is shown, 
which Subtracts the Sum of brightness values in a shaded 
rectangular box 201A-2 from the sum of brightness values 
in a rectangular box 201A-1 is shown. Such a filter including 
two rectangular boxes is called two-rectangle feature. AS 
shown in FIG. 1C, in the input image 200C, a filter 201C is 
shown, which is made up of three rectangular boxes 201C-1 
to 201C-3 formed by dividing one rectangular box into three 
boxes, and which Subtracts the Sum of brightness values in 
the shaded central rectangular box 201C-2 from the sum of 
brightness values in the rectangular boxes 201C-1 and 
201C-3. Such a filter including three rectangular boxes is 
called three-rectangle feature. Moreover, as shown in FIG. 
1D, in the input image 200D, a filter 201D is shown, which 
is made up of four rectangular boxes 201D-1 to 201D-4 
formed by Vertically and horizontally dividing one rectan 
gular box into four boxes, and which Subtracts the Sum of 
brightness values in the shaded rectangular boxes 201D-2 
and 201D-4 from the sum of brightness values in the 
rectangular boxes 201D-1 and 201D-3. Such a filter includ 
ing four rectangular boxes is called four-rectangle feature. 

0009 For example, judging a face image shown in FIG. 
2 as a face image by using rectangle features as described 
above will now be described. A two-rectangle feature (filter) 
211B includes two rectangular boxes 211B-1 and 211B-2 
formed by Vertically bisecting one rectangular box, and 
Subtracts the Sum of brightness values in the Shaded rect 
angular box 211 B-1 from the sum of brightness values in the 
lower rectangular box 211B-2. If the fact that the brightness 
value is lower in the eye area than in the cheek area is 
utilized with respect to a human face image (detection 
target) 210, whether an input image is a face image or not 
(correct or incorrect) can be estimated with certain prob 
ability from an output value of the rectangle feature 211B. 

0010) The three-rectangle feature (filter) 211C is a filter 
that subtracts the sum of brightness values in the left and 
right rectangular boxes 211C-1 and 211C-3 from the sum of 
brightness values in the central rectangular box 211C-2. 
Similar to the above-described case, if the fact that the 
brightness value is higher in the nose area than in the both 
of the eye areas is utilized with respect to the human face 
image 210, whether an input image is a face image or not can 
be judged to a certain degree from an output value of the 
rectangle feature 211C. 

0011. At the time of detection, in order to detect face 
areas of various sizes included in an input image, it is 
necessary to cut out areas of various sizes (hereinafter 
referred to as Search windows) for judgment. However, an 
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input image made up of, for example, 320x240 pixels 
contains search windows of approximately 50,000 sizes, and 
arithmetic operations on all these window Sizes are very 
time-consuming. 

0012. Thus, according to non-patent reference 1, images 
called integral images are used. An integral image can be 
generated, for example, by carrying out an operation to add 
the pixel value of a position to the Sum of the pixel value of 
the position that is immediately above and the pixel value of 
the position that is immediately left in the image, Sequen 
tially from the upper left part. It is an image in which the 
pixel value of an arbitrary position is the Sum of brightness 
values in a rectangular box that is upper left Side of this 
position. If integral images are found in advance, the Sum of 
brightness values in a rectangular box in an image can be 
calculated Simply by adding or Subtracting the pixel values 
of the four corners of the rectangular box, and therefore the 
Sum of brightness values in the rectangular box can be 
calculated at a high Speed. 

0013 Moreover, in non-patent reference 1, a strong dis 
crimination machine is used as a face detection apparatus, 
which uses many training data (learning Samples), Sequen 
tially generates a discriminator based on the result of cal 
culation using integral images, and discriminates whether an 
input image is a face image or not by weighted vote among 
outputs from many discriminators. FIG. 3 shows an essen 
tial part of the face detection apparatus described in non 
patent reference 1. As shown in FIG. 3, all window images 
(Subwindows) 241 cut out from an input image are inputted 
to the face detection apparatus. Then, one discriminator 
sequentially outputs “correct” (=1) or “incorrect” (=-1). If 
the result of weighted addition of these results in accordance 
with the reliability (lowness of error rate) of the discrimi 
nator is a positive value, it is assumed that a face exists in 
the window image and face detection is carried out. Since 
the face detector includes many discriminators, it is time 
consuming to cut out window images of difference sizes 
from the input image and then take weighted vote among the 
results of discrimination by all the discriminators with 
respect to all the window images. Thus, in non-patent 
reference 1, plural classifiers 240A, 240B, 240C, . . . are 
prepared, each of which has plural discriminators, and these 
plural classifiers are cascaded. Each of the classifiers 240A, 
240B, 240C, ... once judges whether a window image is a 
face image or not from its output. With respect to data 242A, 
242B, 242C, . . . judged as non-face images, judgment 
processing is interrupted at this point and only data 2 judged 
as a face image by one classifier is Supplied to the next-stage 
classifier. The plural discriminators constituting the next 
Stage classifier newly perform weighted addition and major 
ity vote. AS Such processing is repeated, high-speed pro 
cessing in face detection is realized. 

0014) Non-Patent Reference 1: Paul Viola and Michael 
Jones, Robust real-time object detection, Technical Report 
CRL 2001/01, Cambridge Research Laboratory, 2001. 

0.015 However, with respect to the rectangle features 
described in the above-described non-patent reference 1, 
there are 160,000 or more possible filters to be selected, 
depending on the number of pixels constituting the filters 
(sizes of filters) and the types of filterS Such as two-, three 
and four-rectangle features, even if a target area (window 
image) is limited to, for example, a 24x24-pixel area. 
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Therefore, in learning, an operation to Select, for example, 
one filter that provides a minimum error rate from the 
160,000 or more filters, for example, for several hundred 
labeled training data and thus generate a discriminator must 
be repeated, for example, Several hundred times correspond 
ing to the number of weighted votes. Therefore, an 
extremely large quantity of arithmetic operation is required 
and learning processing is very time-consuming. 

0016. Moreover, in the case of discriminating a face from 
an input image by using a final hypothesis made up of many 
weak hypotheses acquired by learning, as discrimination is 
made by a classifier made up of plural weak hypotheses, as 
described above, the quantity of arithmetic operation is 
reduced, compared with the case of making weighted vote 
among Sum values of all the weak hypotheses, and the 
discrimination processing Speed can be improved. However, 
Since each classifier needs to Similarly take weighted vote, 
the processing is time-consuming. 

SUMMARY OF THE INVENTION 

0017. In view of the foregoing status of the art, it is an 
object of this invention to provide a weak hypothesis gen 
eration apparatus and method that enable generation of weak 
hypotheses constituting a discriminator at a high Speed 
without lowering the discrimination performance when 
learning data to be used by the discriminator that discrimi 
nates whether it is a detection target or not by ensemble 
learning. 

0018. It is another object of this invention to provide a 
detection apparatus and method that enable discrimination 
of a detection target at a high Speed without performing any 
redundant operation by Sequentially learning output values 
of weak hypotheses for learning Samples in advance, when 
learning data to be used by a discriminator by boosting, and 
a learning apparatus and method that enable Such high-speed 
discrimination. 

0019. It is still another object of this invention to provide 
a facial expression recognition apparatus and method that 
are robust against deviation in face position contained in an 
image and that enable accurate and quick recognition of 
facial expressions, and a facial expression learning appara 
tus and method for learning data to be used by a facial 
expression recognition apparatus. 

0020. It is still another object of this invention to provide 
a robot apparatus equipped with a detection apparatus 
capable of detecting a detection target accurately in real time 
from an input image, and a robot apparatus equipped with a 
facial expression recognition apparatus capable of recogniz 
ing expressions of face images accurately at a high Speed. 
0021. A weak hypothesis generation apparatus according 
to this invention is adapted for generating a weak hypothesis 
for estimating whether provided data is a detection target or 
not by using a data Set including plural learning Samples, 
each of which has been labeled as a detection target or 
non-detection target. The weak hypothesis generation appa 
ratus includes: a Selection unit for Selecting a part of plural 
hypotheses and Selecting one or plural weak hypotheses 
having higher estimation performance than others with 
respect to the data set of the Selected part of the hypotheses, 
as high-performance weak hypotheses, a new weak hypoth 
esis generation unit for generating one or more new weak 
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hypotheses formed by adding a predetermined modification 
to the high-performance weak hypotheses, as new weak 
hypotheses, and a weak hypothesis Selection unit for Select 
ing one weak hypothesis having the highest estimation 
performance with respect to the data Set, from the high 
performance weak hypotheses and the new weak hypoth 
CSCS. 

0022. In this invention, using a part of all the selectable 
weak hypotheses instead of all the Selectable weak hypoth 
eses, one or plural weak hypotheses having high discrimi 
nation performance (estimation performance), that is, hav 
ing a low error rate, are Selected as high-performance weak 
hypotheses. Then, a new weak hypothesis or hypotheses 
formed by adding a predetermined modification to the 
Selected high-performance weak hypotheses are generated, 
and a weak hypothesis having the highest discrimination 
performance is Selected from these, thus generating a weak 
hypothesis. This enables reduction in the quantity of arith 
metic operation without lowering the accuracy, compared 
with the case of Selecting a weak hypothesis of the highest 
discrimination performance from all the Selectable weak 
hypotheses. 
0023 The new weak hypothesis generation unit can 
generate new weak hypotheses from the high-performance 
weak hypotheses on the basis of Statistical characteristics of 
the detection target. For example, in the case of detecting a 
human face, it generates new weak hypotheses by utilizing 
left-and-right Symmetry of the face. This enables generation 
of new weak hypotheses that are expected to have a low 
estimation error rate and high performance equivalent to 
those of the high-performance weak hypotheses. As a weak 
hypothesis is Selected from these weak hypotheses by the 
weak hypothesis Selection unit, a weak hypothesis having 
high discrimination performance can be generated while 
reducing the quantity of arithmetic operation compared with 
the case of Selecting one of all the Selectable weak hypoth 
CSCS. 

0024 Moreover, data weighting is set for each learning 
Sample of the data Set, and the estimation performance with 
respect to the data Set can be calculated on the basis of the 
data weighting Set for each learning Sample of the data Set. 
An apparatus that generates a weak hypothesis used for 
boosting can be realized. 
0.025 Furthermore, the apparatus also has a data weight 
ing update unit for updating the data weighting of each of the 
learning Samples on the basis of the estimation performance 
with respect to the data Set, of the weak hypothesis Selected 
by the weak hypothesis Selection unit. Every time the data 
weighting is updated by the data weighting update unit, the 
processing to generate a weak hypothesis by Selecting one of 
the plural weak hypothesis can be repeated. This enables 
construction of a learning apparatus that updates the distri 
bution of the data weighting every time a weak hypothesis 
is generated and learns a final hypothesis by boosting in 
which a weak hypothesis is generated in accordance with the 
updated distribution of the data weighting. 
0026. The data weighting update unit updates the data 
weighting in Such a manner that the data weighting of a 
learning Sample on which the estimation value outputted by 
the weak hypothesis is incorrect becomes relatively larger 
than the data weighting of a learning Sample on which the 
estimation value is correct. Thus, it is possible to Sequen 
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tially generate a weak hypothesis whereby a learning Sample 
that is hard to discriminate and has large data weighting 
becomes correct. 

0027 Moreover, the weak hypothesis can deterministi 
cally output the estimation value with respect to provided 
data, and learning in accordance with an algorithm Such as 
Adaboost can be carried out. If the estimation value with 
respect to provided data is outputted probabilistically, the 
estimation performance can be improved further. 
0028. Furthermore, the data set includes a variable den 
sity image representing the detection target and a variable 
density image representing the non-detection target. The 
weak hypothesis may estimate whether a variable density 
image provided as an input is a detection target or not on the 
basis of the difference between the sum of brightness values 
in one or plural rectangular boxes and the Sum of brightness 
values in the other rectangular boxes in a group of two or 
more rectangular boxes contained in the variable density 
image. If integral images, which will be described later, are 
used, the feature quantity of the rectangle feature can be 
calculated at a higher Speed. 
0029. Another weak hypothesis generation apparatus 
according to this invention is adapted for generating a weak 
hypothesis for estimating whether provided data is a detec 
tion target or not by using a data Set including plural learning 
Samples each of which has been labeled as a detection target 
or non-detection target. The weak hypothesis generation 
apparatus includes: a Selection unit for Selecting a part of 
plural weak hypotheses, a new weak hypothesis generation 
unit for generating one or more new weak hypotheses 
formed by adding a predetermined modification to the part 
of the weak hypotheses Selected by the Selection unit, as new 
weak hypotheses, and a weak hypothesis Selection unit for 
Selecting one weak hypothesis having the highest estimation 
performance with respect to the data Set, from the part of the 
weak hypotheses Selected by the Selection unit and the new 
weak hypotheses. 

0030. In this invention, a part of many selectable weak 
hypotheses is randomly Selected, and one weak hypothesis 
having high discrimination performance is Selected from the 
Selected part of the weak hypotheses and generated new 
weak hypotheses, thus generating a weak hypothesis. There 
fore, it is possible to generate a weak hypothesis having 
higher performance than in the case of generating a weak 
hypothesis by randomly Selecting a part of hypotheses and 
Selecting one weak hypothesis of high performance from 
these. 

0031. A learning apparatus according to this invention is 
adapted for learning data to be used by a detection apparatus, 
the detection apparatus being adapted for judging whether 
provided data is a detection target or not by using a data Set 
including plural learning Samples each of which has been 
labeled as a detection target or non-detection target. The 
learning apparatus includes: a weak hypothesis Selection 
unit for repeating processing to Select one weak hypothesis 
from plural weak hypotheses for estimating whether pro 
Vided data is a detection target or not, a reliability calcula 
tion unit for, every time a weak hypothesis is Selected by the 
weak hypothesis Selection unit, calculating reliability of the 
weak hypothesis on the basis of the result of estimation of 
the Selected weak hypothesis with respect to the data Set, and 
a threshold value learning unit for calculating and adding the 
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product of the result of estimation of the weak hypothesis 
with respect to the data set and the reliability of the weak 
hypothesis every time a weak hypothesis is Selected by the 
weak hypothesis Selection unit, and learning an abort thresh 
old value for aborting the processing by the detection 
apparatus to judge whether the provided data is a detection 
target or not on the basis of the result of the addition. 

0032. In this invention, for example, in the case where 
there are much more non-detection targets than detection 
targets included in provided data, the abort threshold value 
that has been learned in advance is used to abort detection 
processing when it can be judged that the provided data is 
obviously a non-detection target, or conversely, to abort 
detection processing when it can be judged that the provided 
data is obviously a detection target. Thus, the detection 
apparatus that performs the detection processing very effi 
ciently can be provided. 

0033. The threshold value learning unit can learn the 
abort threshold value on the basis of the result of addition of 
the product of the result of estimation of the weak hypothesis 
with respect to positive data labeled as the detection target, 
of the data Set, and the reliability of the weak hypothesis, 
calculated and added every time a weak hypothesis is 
Selected by the weak hypothesis Selection unit. For example, 
it can Store a Smaller one of a minimum value of the result 
of addition with respect to the positive data and a discrimi 
nation boundary value, as the abort threshold value, every 
time the weak hypothesis is Selected. This enables provision 
of a detection apparatus that aborts processing, assuming 
that obviously non-detection target data is inputted when the 
result of addition is Smaller than the minimum possible 
value of the positive data. 

0034) Moreover, the threshold value learning unit can 
learn the abort threshold value on the basis of the result of 
addition of the product of the result of estimation of the 
weak hypothesis with respect to negative data labeled as the 
non-detection target, of the data Set, and the reliability of the 
weak hypothesis, calculated and added every time a weak 
hypothesis is Selected by the weak hypothesis Selection unit. 
For example, it can Store a larger one of a maximum value 
of the result of calculation with respect to the negative data 
and a discrimination boundary value, as the abort threshold 
value, every time the weak hypothesis is Selected. This 
enables provision of a detection apparatus that aborts pro 
cessing, assuming that clearly detection target data is input 
ted when the result of addition is larger than the maximum 
possible value of the negative data. 

0.035 A detection apparatus according to this invention is 
adapted for detecting a detection target by discriminating 
whether provided data is a detection target or not. The 
detection apparatus includes: an estimation result output unit 
including plural weak hypotheses, and a discrimination unit 
for discriminating whether the provided data is a detection 
target or not on the basis of the result of output of the 
estimation result output unit; wherein the estimation result 
output unit estimates and outputs whether the provided data 
is a detection target or not for each weak hypothesis on the 
basis of a feature quantity that has been learned in advance, 
and the discrimination unit has an abort unit for adding the 
product of the result of estimation of a weak hypothesis and 
reliability that has been learned in advance on the basis of 
estimation performance of the weak hypothesis, every time 
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one hypothesis outputs the result of estimation, and deciding 
whether or not to abort processing by the estimation result 
output unit on the basis of the result of the addition. 
0036). In this invention, as an abort threshold value that 
has been learned in advance and the product of the result of 
estimation and reliability of the weak hypothesis are com 
pared with each other every time one weak hypothesis 
outputs the result of estimation, whether or not to abort 
calculation of the weak hypothesis can be decided. There 
fore, redundant calculation can be omitted and detection 
processing can be performed at a higher Speed. 

0037. The detection target can be a face image. In this 
case, a System can be provided that has a face feature 
extraction unit for filtering, with a Gabor filter, a face image 
detected as the detection target by the discrimination unit 
and thus extracting a face feature, and a facial expression 
recognition unit for recognizing an expression of the pro 
Vided face image on the basis of the face feature, and that 
detects a face image at a high Speed and recognize its 
expression, thereby recognizing an expression of a human 
being in real time from dynamic imageS Such as Video 
images. 

0038 A facial expression learning apparatus according to 
this invention is adapted for learning data to be used by a 
facial expression recognition apparatus, the facial expres 
Sion recognition apparatus being adapted for recognizing an 
expression of a provided face image by using an expression 
learning data Set including plural face images representing 
Specific expressions as recognition targets and plural face 
images representing expressions different from the Specific 
expressions. The facial expression learning apparatus 
includes a facial expression learning unit for learning data to 
be used by the facial expression recognition apparatus, the 
facial expression recognition apparatus identifying the face 
images representing the Specific expressions from provided 
face images on the basis of the face feature extracted from 
the expression learning data Set by using a Gabor filter. 

0039. In this invention, as an output of the Gabor filter 
that filters an input image by using plural filters having 
direction Selectivity and different frequency components is 
used as a feature quantity, a feature quantity that is leSS 
affected by a shift of the image or environmental changes 
can be extracted. AS data for an expression identifier that 
identifies specific expression is learned by using expression 
learning Samples labeled with each expression for a desired 
number of expressions to be identified, a facial expression 
recognition apparatus capable of recognizing an arbitrary 
expression form a provided face image can be provided. 

0040. The expression learning unit can learn a support 
vector for identifying a face image representing the Specific 
expression on the basis of the face feature extracted from the 
expression learning data Set by using the Gabor filter. By a 
Support vector machine that once reflects the extracted face 
feature onto a nonlinear feature Space and finds a hyperSpace 
Separating in this feature Space to identify a face and a 
non-face object, a facial expression recognition apparatus 
capable of recognizing a desired expression with high accu 
racy can be provided. 

0041 Moreover, the expression learning unit has a weak 
hypothesis generation unit for repeating processing to gen 
erate a weak hypothesis for estimating whether a provided 
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face image is of the Specific expression or not on the basis 
of the result of filtering by one Gabor filter selected from 
plural Gabor filters, a reliability calculation unit for calcu 
lating reliability of the weak hypothesis generated by the 
weak hypothesis generation unit on the basis of estimation 
performance of the weak hypothesis with respect to the 
expression learning data Set, and a data weighting update 
unit for updating data weighting Set for the expression 
learning data set on the basis of the reliability. The weak 
hypothesis generation unit can repeat the processing to 
generate the weak hypothesis while Selecting one Gabor 
filter having the highest estimation performance with respect 
to the expression learning data Set every time the data 
weighting is updated. One of outputs of the plural Gabor 
filters decided in accordance with the frequencies and direc 
tions of the Gabor filters and pixel positions in the learning 
Sample is Selected to generate a weak hypothesis, and as this 
is repeated, data for an identifier to provide a final hypoth 
esis can be learned. 

0.042 Furthermore, the expression learning unit has a 
weak hypothesis generation unit for repeating processing to 
generate a weak hypothesis for estimating whether a pro 
Vided face image is of the Specific expression or not on the 
basis of the result of filtering by one Gabor filter selected 
from plural Gabor filters, a reliability calculation unit for 
calculating reliability of the weak hypothesis generated by 
the weak hypothesis generation unit on the basis of estima 
tion performance of the weak hypothesis with respect to the 
expression learning data Set, a data weighting update unit for 
updating data weighting Set for the expression learning data 
Set on the basis of the reliability, and a Support vector 
learning unit for learning a Support vector for identifying a 
face image representing the Specific expression on the basis 
of the face feature extracted form the expression learning 
data set by a predetermined Gabor filter. The weak hypoth 
esis generation unit repeats the processing to generate the 
weak hypothesis while Selecting one Gabor filter having the 
highest estimation performance with respect to the expres 
Sion learning data Set every time the data weighting is 
updated. The Support vector learning unit extracts the face 
feature by using the Gabor filter selected by the weak 
hypothesis generated by the weak hypothesis generation 
unit, and thus can learn the Support vector. Outputs of all the 
Gabor filters decided in accordance with the frequencies and 
directions of the Gabor filters and pixel positions in a 
learning Sample are used as weak hypotheses, and Several 
weak hypotheses having high discrimination performance 
are Selected form these. AS the Support vector is learned by 
using these Selected weak hypotheses as the feature quantity, 
the dimension of the vector is lowered and the quantity of 
arithmetic operation at the time of learning is thus reduced 
Significantly. Also, as ensemble learning and a Support 
vector machine are combined, a facial expression recogni 
tion apparatus having higher general-purpose capability can 
be provided. 
0.043 A facial expression recognition apparatus accord 
ing to this invention includes: a face feature extraction unit 
for filtering a provided face image by using a Gabor filter 
and extracting a face feature, and an expression recognition 
unit for recognizing an expression of the provided face 
image on the basis of the face feature. 
0044) In this invention, since a feature quantity is 
extracted from a provided face image by a Gabor filter that 

May 12, 2005 

is robust against a shift of the image, the result of recognition 
that is robust against environment changes can be acquired. 
The expression recognition unit can be formed by an expres 
sion identifier having its data learned by SVM or boosting or 
by a combination of these. An expression can be recognized 
from a face image very accurately. 
0045. A robot apparatus according to this invention is an 
autonomously acting robot apparatus. The robot apparatus 
includes: an image pickup unit for picking up an image of its 
Surroundings, a cut-out unit for cutting out a window image 
of an arbitrary size from the image picked up by the image 
pickup unit; and a detection apparatus for detecting whether 
the window image is an image representing a detection 
target or not. The detection apparatus has an estimation 
result output unit including plural weak hypotheses, and a 
discrimination unit for discriminating whether the window 
image is an image representing a detection target or not on 
the basis of the result of estimation outputted from the 
estimation result output unit. The estimation result output 
unit estimates and outputs whether the provided data is a 
detection target or not for each weak hypothesis on the basis 
of a feature quantity that has been learned in advance. The 
discrimination unit has an abort unit for adding the product 
of the result of estimation of a weak hypothesis and reli 
ability learned on the basis of estimation performance of the 
weak hypothesis every time one weak hypothesis outputs the 
result of estimation, and deciding whether or not to abort 
processing by the estimation result output unit on the basis 
of the result of the addition. 

0046. In this invention, using an abort threshold value 
when detecting a detection target from an input image, 
detection processing to detect whether a provided image is 
a detection target or not can be omitted, and a target object 
can be detection in real time from an inputted Static image 
or dynamic image. 
0047 A robot apparatus according to this invention is an 
autonomously acting robot apparatus. The robot apparatus 
includes: an image pickup unit for picking up an image of its 
Surroundings, a face image detection apparatus for detecting 
a predetermined area as a face image from the image picked 
up by the image pickup unit; and a facial expression recog 
nition apparatus for recognizing an expression of the face 
image. The facial expression recognition apparatus has a 
face feature extraction unit for filtering the face image 
detected by the face image detection apparatus by using a 
Gabor filter and thus extracting a face feature, and an 
expression recognition unit for recognizing an expression of 
the provided face image on the basis of the face feature. 
0048. In this invention, even an autonomously acting 
robot apparatus can accurately recognize an expression from 
a face image by using a feature quantity that is robust against 
environmental changes. 
0049. With the weak hypothesis generation apparatus and 
method according to this invention, when estimating 
whether provided data is a detection target or not by using 
a data Set including plural learning Samples each of which 
has been labeled as a detection target or non-detection target, 
first, a part of plural weak hypotheses is Selected and one or 
plural weak hypotheses having higher estimation perfor 
mance with respect to the data Set, of the Selected part of 
weak hypotheses, are Selected as high-performance weak 
hypotheses. Next, one or more new weak hypotheses formed 
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by adding a predetermined modification to the high-perfor 
mance weak hypotheses are generated as new weak hypoth 
eSeS. Then, one weak hypothesis having the highest estima 
tion performance with respect to the data Set is Selected from 
the high-performance weak hypotheses and the new weak 
hypotheses, thus generating a weak hypothesis. By thus 
Selecting weak hypotheses of high discrimination perfor 
mance from a part of all the Selectable weak hypotheses, 
generating new weak hypotheses with a predetermined 
modification from the Selected high-performance weak 
hypotheses, and employing a weak hypothesis having the 
highest discrimination performance from these, it is possible 
to Significantly reduce the quantity of arithmetic operation 
without lowering the accuracy compared with the case of 
Selecting a weak hypothesis having high discrimination 
performance from all the Selectable weak hypotheses. AS a 
weak hypothesis is thus generated at a high Speed, data for 
a discriminator to provide a final hypothesis can be learned 
at a high Speed and a learning machine with high accuracy 
can be provided. 
0050. With another weak hypothesis generation appara 
tus and method according to this invention, a part of plural 
weak hypotheses is Selected and one or more new weak 
hypotheses formed by adding a predetermined modification 
to the Selected part of weak hypotheses are generated. Of 
these weak hypotheses, a weak hypothesis having a mini 
mum error rate with respect to a learning data Set is Selected, 
thus generating a weak hypothesis. Therefore, a weak 
hypothesis can be generated at a high speed, compared with 
the case of Selecting a weak hypothesis having high dis 
crimination performance from all the Selectable weak 
hypotheses, and a weak hypothesis having higher perfor 
mance than a weak hypothesis Selected from a part of the 
weak hypotheses can be generated. 
0051. With the learning apparatus and method according 
to this invention, data for a detection apparatus that judges 
whether a provided data is a detection target or not is learned 
by using a data Set including plural learning Samples each of 
which has been labeled as a detection target or non-detection 
target. In learning, processing to Select one of plural weak 
hypotheses for estimating whether provided data is a detec 
tion target or not is repeated. In this processing, every time 
a weak hypothesis is Selected, reliability of the weak hypoth 
esis is calculated on the basis of the result of estimation of 
the Selected weak hypothesis with respect to the data Set, and 
the product of the result of estimation of the weak hypothesis 
with respect to the data set and the reliability of the weak 
hypothesis is calculated and added every time a weak 
hypothesis is selected. Then, an abort threshold value for 
aborting the processing by the detection apparatus to judge 
whether the provided data is a detection target or not on the 
basis of the result of addition is learned. Therefore, in 
detecting a target object, it is possible to abort the detection 
processing on the basis of a judgment that a provided image 
is obviously not a detection target or to abort the detection 
processing on the basis of a judgment that a provided image 
is obviously a detection target in accordance with the abort 
threshold value. Redundant processing can be omitted and a 
detection apparatus capable of performing detection pro 
cessing at a high Speed can be provided. 

0.052 With the detection apparatus and method according 
to this invention, when detecting a detection target by 
discriminating whether provided data is a detection target or 
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not, whether or not provided data is a detection target or not 
is estimated and outputted for each weak hypothesis on the 
basis of a feature quantity that has been learned in advance 
with respect to plural weak hypotheses, and whether the 
provided data is a detection target or not is discriminated on 
the basis of the result of output. In this case, the product of 
the result of estimation of the weak hypothesis and reliabil 
ity that has been learned in advance on the basis of the 
estimation performance of the weak hypothesis is added 
every time one weak hypothesis outputs the result of esti 
mation, and whether or not to abort the estimation proceSS 
ing of the weak hypothesis is decided on the basis of the 
result of addition. Therefore, for example, in the case where 
there are much more non-detection targets than detection 
targets, whether or not provided data is obviously a non 
detection target is judged in accordance with an abort 
threshold value that has been learned in advance. When it 
can be judged that the provided data is obviously a non 
detection target, the detection processing can be aborted. 
Thus, the detection processing can be performed very effi 
ciently and a higher Speed. Moreover, if a face image is 
detected as a detection target, a face can be detected from a 
dynamic image or the like in real time. Combined with a 
facial expression recognition apparatus that recognizes an 
expression of this face image, it is possible to recognize an 
expression of a human being from an input image in real 
time. 

0053 With the facial expression learning apparatus and 
method according to this invention, data for a facial expres 
Sion recognition apparatus that recognizes an expression of 
a provided face image is learned by using an expression 
learning data Set including plural face images representing 
Specific expressions as recognition targets and plural face 
images representing expressions different from the Specific 
expressions. In this case, face features are learned for the 
facial expression recognition apparatus to identify a face 
image representing the Specific expressions from provided 
face images on the basis of face features extracted from the 
expression learning data Set by a Gabor filter. Since an 
output of the Gabor filter is used as a feature quantity, the 
apparatus is robust against a shift of the image. AS data for 
an expression identifier that identifies a specific expression 
of an identification target is learned for a desired number of 
expressions by using expression learning Samples labeled 
for each expression, a facial expression recognition appara 
tus that recognizes a desired expression from a provided face 
image can be provided. Moreover, if a Support vector for 
identifying a specific expression is learned, the expression 
identifier can be a Support vector machine and a facial 
expression recognition apparatus with very high accuracy 
can be provided. Furthermore, if ensemble learning is per 
formed by a technique Such as boosting using an expression 
identifier that identifies a Specific expression as a final 
hypothesis, a facial expression recognition apparatus 
capable of high-speed operation with high accuracy can be 
provided. AS the dimension of a vector to be learned is 
lowered by performing feature Selection for learning a 
Support vector by boosting, it is possible to realize high 
Speed operation at the time of learning and to provide a 
facial expression identification apparatus that operates at a 
high-speed and has very high general-purpose performance. 
0054 With the facial expression recognition apparatus 
and method according to this invention, a provided face 
image is filtered by a Gabor filter to extract a face feature, 
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and an expression of the provided face image is recognized 
on the basis of this face feature. Therefore, a feature quantity 
robust against environmental changes can be extracted and 
a facial expression can be recognized accurately. 
0.055 With the robot apparatus according to this inven 
tion, when equipped with a detection apparatus capable of 
high-Speed detection processing or a facial expression rec 
ognition apparatus that recognizes an expression of a face 
image as described above, a robot apparatus of excellent 
entertainment quality that can recognize an expression of a 
human being in real time and present an action in accordance 
with the emotion of the user can be provided. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0056 FIGS. 1A to 1D are schematic views showing 
rectangle features described in non-patent reference 1. 
0057 FIG. 2 is a view described in non-patent reference 
1 for explaining a face image judgment method using 
rectangle features. 
0.058 FIG. 3 is a schematic view showing a part of 
cascaded discriminators described in non-patent reference 1. 
0059 FIG. 4 is a block diagram showing a facial expres 
Sion recognition System according to an embodiment of this 
invention. 

0060 FIG. 5 is a block diagram schematically showing 
a learner acquired by ensemble learning. 
0061 FIG. 6 is a schematic view showing rectangle 
features used in a face detection apparatus of the facial 
expression recognition System according to an embodiment 
of this invention. 

0062 FIG. 7 is a view for explaining a method for 
detecting a face image using the rectangle features. 
0.063 FIG. 8A is a schematic view showing an integral 
image. FIG. 8B is a view for explaining a method for 
calculating the Sum of brightness values in a rectangular 
box, using an integral image. 

0.064 FIG. 9 is a graph with the horizontal axis repre 
Senting the number of weak hypotheses t and the vertical 
axis representing a Sum value obtained by multiplying 
weighting to outputs of the weak hypotheses and adding 
them, in which changes of the Sum value in accordance with 
whether an inputted image is a face image or not and an 
abort threshold value are shown. 

0065 FIG. 10 is a functional block diagram showing a 
learner in the face detection apparatus of the facial expres 
Sion recognition System according to an embodiment of this 
invention. 

0.066 FIG. 11 is a flowchart showing a learning method 
for a discriminator in the face detection apparatus of the 
facial expression recognition System according to an 
embodiment of this invention. 

0067 FIG. 12 is a flowchart showing a weak hypothesis 
generation method in the face detection apparatus of the 
facial expression recognition System according to an 
embodiment of this invention. 

0068 FIG. 13 is a schematic view showing examples of 
filters to be generated in a learning proceSS for the face 
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detection apparatus of the facial expression recognition 
System according to an embodiment of this invention. 

0069 FIG. 14 is a flowchart showing a face detection 
method in the face detection apparatus of the facial expres 
Sion recognition System according to an embodiment of this 
invention. 

0070 FIG. 15 is a functional block diagram showing a 
facial expression recognition apparatus 20 of the facial 
expression recognition System according to an embodiment 
of this invention. 

0071 FIG. 16 is a flowchart showing a first learning 
method for the facial expression recognition apparatus of the 
facial expression recognition System according to an 
embodiment of this invention. 

0072 FIG. 17 is a flowchart showing a second learning 
method for the facial expression recognition apparatus of the 
facial expression recognition System according to an 
embodiment of this invention. 

0073 FIG. 18 is a graph with the horizontal axis repre 
Senting output of the j-th Gabor filter and the Vertical axis 
representing the number of positive data p or negative data 
n in the output of the j-th Gabor filter. 

0074 FIG. 19 is a flowchart showing a third learning 
method for the facial expression recognition apparatus of the 
facial expression recognition System according to an 
embodiment of this invention. 

0075 FIG. 20A is a view showing Gabor filters of 
difference frequency components. FIG. 20B is a view 
showing eight directions of a Gabor filter. 

0076 FIG. 21 is a view showing an identification plane 
of soft margin SVM. 

0077 FIG. 22 is a perspective view showing an outlook 
of a robot apparatus according to an embodiment of this 
invention. 

0078 FIG. 23 is a view schematically showing a joint 
degree-of-freedom Structure of the robot apparatus. 

007.9 FIG. 24 is a schematic view showing a control 
System Structure of the robot apparatus. 

0080 FIG.25A is a view showing a first filter selected by 
a face detection apparatus in an example of this invention. 
FIG. 25B is a view showing an actual-value output (or 
tuning curve) of a weak learner with respect to all the 
samples acquired by the filter shown in FIG. 25A, that is, an 
average face. 

0081 FIG.26A is a view showing a second filter selected 
by the face detection apparatus in an example of this 
invention. FIG. 26B is a view showing an actual-value 
output (or tuning curve) of a weak learner with respect to all 
the samples acquired by the filter shown in FIG. 25A, that 
is, an average face. 

0082 FIG. 27A is a graph showing an output of one 
emotion classifier during Adaboost training in an example of 
this invention. FIG. 27B is a graph showing a generalization 
error as a function of the number of features selected by 
Adaboost in the example of this invention. 
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0083 FIG. 28 is a view showing first five Gabor filers 
(Gabor features) Selected for each emotion in an example of 
this invention. 

0084 FIG. 29 is a graph showing wavelength distribu 
tion of a feature selected by Adaboost with respect to five 
frequencies that are used. 
0085 FIGS.30A and 30B are graphs showing the results 
of output by an expression identifier that identifies emotions 
of “anger” and “disgust', respectively, in an example of this 
invention. 

0.086 FIG. 31 is a view showing an exemplary output of 
an emotion mirror apparatus utilizing the facial expression 
recognition System in an example of this invention. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0087 An embodiment of this invention will now be 
described in detail with reference to the drawings. In this 
embodiment, this invention is applied to a facial expression 
recognition System including a detection apparatus that 
detects a face image as a detection target from an inputted 
image or Video and a facial expression recognition apparatus 
that recognizes an expression of the face image detected by 
the detection apparatus. 
0088. This facial expression recognition system can 
detect a face image from a video and can carry out user 
independent and fully automatic real-time recognition of 
basic emotional expressions. Moreover, this facial expres 
Sion recognition System automatically detects frontal faces 
in Video Streams and codes them to identify plural emotions 
Such as neutral, anger, disgust, fear, joy, Sadness, and Sur 
prise. 

0089 Data for the detection apparatus has been learned 
by ensemble learning using a data Set including plural face 
imageS as learning Samples representing detection targets 
and plural non-face imageS as learning Samples representing 
non-detection targets. The facial expression recognition 
apparatus is an apparatus that identifies plural facial expres 
sions by Support vector machines (SVM), or learners 
acquired by ensemble learning, or a combination of these, 
using an output of a Gabor filter of the face image detected 
by the detection apparatus as a feature quantity. That is, data 
for both of these apparatuses have machine-learned by using 
learning Samples called teacher data or training data. 
0090 First, prior to the explanation of this embodiment, 
ensemble learning will be described, which is one of learn 
ing algorithms used in this embodiment. Ensemble learning 
is described, for example, in Hideki Ado, et al., “Statistics of 
pattern recognition and learning: new concepts and tech 
niques”, Iwanami. 
0.091 A hypothesis deterministically or probabilistically 
predicts one response y to an input X. When a hypothesis is 
expressed by a parameter 0, it is described as y=h(x,0). A 
learning algorithm is to Select an appropriate estimation 
value of the parameter 0, using a learning Sample from a 
hypothesis set {h(x,0), which is called a learning model. 
0092 An algorithm called ensemble learning is aimed at 
Selecting various hypotheses in accordance with the differ 
ence in the weighting and initial values of provided learning 
Samples and combining these to construct a final hypothesis, 
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by using a relatively simple learning model and a learning 
rule of a reasonable quantity of calculation. Thus, it is aimed 
at learning equivalent to learning with a complicated learn 
ing model. 
0093. In ensemble learning, since many hypotheses are 
combined to improve performance, a learning algorithm 
used for ensemble learning is called a weak learning algo 
rithm or weak learner, and a hypothesis is called a weak 
hypothesis, weak discriminator, weak judgment unit or the 
like. 

0094. Attempts to combine simple learners to produce a 
complicated one have long been carried out in the field of 
neural networks. A learner produced in this manner or its 
algorithm is referred to as a combining predictor, combining 
learner, committee machine, modular network, Voting net 
work, ensemble learning or the like. In this specification, a 
term “ensemble learning” is used. 
0095. When plural different parameters are given by 
learning as described above, a final output is decided by 
taking majority vote. If weighing wi is given to a hypothesis 
hi (normally, the Sum of weighting is normalized to be 1), 
this weighting indicates which hypothesis should be output 
ted preferentially. Majority vote based on this weighting is 
called weighted vote. Majority vote in the case of equal 
weighting is called equal vote. If the output is meterage-like, 
the result of weighting and adding the outputs of hypotheses 
is the final output. 

0096] A learner acquired by ensemble learning is also 
called a final hypothesis or Strong discriminator and it 
includes many weak hypotheses and a combiner for com 
bining them. Depending on whether the operation of the 
combiner is dynamic or Static with respect to an input and 
whether the way weak hypotheses are generated is parallel 
or Sequential, classification into Several learning algorithms 
is carried out. In this embodiment, a face detection apparatus 
and a facial expression recognition apparatus will be 
described as Static combiners that integrate outputs of weak 
hypotheses with fixed weighting irrespective of input, and as 
learners acquired by boosting for Sequentially generating 
hypotheses. AS a similarly Static combiner, there is boosting 
for generating hypotheses in parallel. 

0097. In boosting, for example, several thousand detec 
tion targets and non-detection targets, called learning 
Samples, which have been labeled in advance, for example, 
Samples including face images and non-face images are 
used, and different learners (weak hypotheses) are generated 
while the weighting of the Samples is Sequentially changed. 
Then, these are combined to construct a learner (final 
hypothesis) having high accuracy. The term “boosting” is 
used because the accuracy of the learning algorithm is 
boosted. 

0098. In this manner, from a learning model having a 
very Simple Structure and made up of a combination of weak 
hypotheses, each of which has, in itself, low discrimination 
performance to discriminate a detection target or non-de 
tection target, one hypothesis is Selected in accordance with 
a predetermined learning algorithm Such as boosting, thus 
generating a weak hypothesis. AS many weak hypotheses are 
combined, a final hypothesis (discriminator) having high 
discrimination performance can be acquired from the weak 
hypotheses, each of which has low discrimination perfor 
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mance in itself. For example, in Adaboost, weighting is Set 
for learning Samples and data weighting is Sequentially 
updated So that large weighting is set for a Sample that is 
difficult to discriminate. For example, a weak hypothesis 
having the minimum discrimination error with respect to the 
weighted Sample is Selected from many weak hypotheses, 
thus Sequentially generating weak hypotheses. Also, reli 
ability indicating the discrimination performance of the 
generated weak hypotheses is learned. In the following 
description, plural hypotheses (weak hypotheses) constitut 
ing a learning model will also be referred to as filters when 
necessary, in order to discriminate them from weak hypoth 
eSeS Sequentially generated by learning. The results of 
discrimination (results of output) of weak hypotheses will 
also be referred to as estimation values or results of estima 
tion when necessary, in order to discriminate them from the 
results of discrimination of a discriminator as a final hypoth 
CSS. 

0099. In this embodiment, a technique for realizing high 
Speed processing by generating weak hypotheses very effi 
ciently in ensemble learning is proposed. Although depend 
ing on a discrimination target (detection target) and its 
conditions, normally, there are a large number of combina 
tions of weak hypotheses (filter) to be learning models. In 
learning, Since processing to Select one filter having the 
highest possible discrimination performance from these 
many filters and to generate a weak hypothesis is repeated, 
the processing itself usually becomes extremely large. On 
the other hand, with the weak hypothesis generation method 
according to this embodiment, a weak hypothesis having 
high discrimination performance can be generated, even 
reducing the quantity of calculation at the time of genera 
tion. 

0100 Moreover, the final hypothesis acquired by learn 
ing includes many weak hypotheses. In discrimination, a 
weighted vote acquired by weighted addition of all the 
outputs of these weak hypotheses is the output of the final 
hypothesis. Therefore, normally, the outputs of all the weak 
hypotheses must be acquired. On the other hand, in this 
embodiment, as an abort threshold value, which will be 
described later, is learned in learning, whether data provided 
as an input is a detection target or non-detection target can 
be sequentially judged, without taking a weighted vote 
among the outputs of all the weak hypotheses, and the 
arithmetic operation can be aborted without waiting for the 
results of output of all the weak hypotheses. Therefore, the 
detection processing can be performed at a higher Speed. 
The method for generating weak hypotheses in this inven 
tion may be applied to ensemble learning other than boost 
ing So as to Similarly realize high-speed learning and detec 
tion of a learner. 

0101 (1) Facial Expression Recognition System 
0102 FIG. 4 is a functional block diagram showing 
processing functions of a facial expression recognition SyS 
tem in this embodiment. As shown in FIG. 4, a facial 
expression recognition System 1 has a face detection appa 
ratuS 10 that outputs the position and size of a face from a 
provided input image, and a facial expression recognition 
apparatus 20 that recognizes the expression of the face 
image detected by the face detection apparatus. 
0103) The face detection apparatus 10 has an image 
output unit 11 to which a dynamic image Such as Video 

May 12, 2005 

image or a Static image is inputted and which outputs a 
variable density image (brightness image), an integral image 
generation unit 12 for generating an integral image, which 
will be described later, from the variable density image 
outputted from the image output unit 11, a Scanning unit 13 
for Sequentially Scanning the integral image by using the 
Size of a detection target, for example, from the upper left 
corner, and a discriminator 14 for discriminating whether 
each of all the window imageS Sequentially Scanned by the 
Scanning unit 13 represents a face or not. The Scanning unit 
13 Sequentially Scans each integral window by using a 
window with the size of a target object to be detected, and 
cuts out the window image. The discriminator 14 discrimi 
nates whether each window image represents a face or not. 
The position and size of an area representing the detection 
target in the provided image (input image) are thus output 
ted. 

0104. The discriminator 14 discriminates whether the 
current window image is a face image or non-face image, 
referring to the result of learning by an ensemble learner 15 
that learns plural weak hypotheses constituting the discrimi 
nator 14 by ensemble learning. 

0105. When plural face images are detected from an input 
image, this face detection apparatus 10 outputs area infor 
mation of plural areas. If there are overlapping areas of the 
plural areas, processing to output an average area of these or 
to Select an area having a value for taking high weighted 
vote, which will be described later, as an area evaluated as 
having the highest probability of being a detection target, 
can be carried out. 

0106 The facial expression recognition apparatus 20 has 
a face feature extracting unit 21 for extracting a feature 
quantity for expression recognition from the face image 
detected by the face detection apparatus 10, and an expres 
Sion recognizing unit 22 for identifying the inputted face 
image as one of plural facial expressions that have been 
learned in advance, using the feature quantity extracted by 
the face feature extracting unit 21, thus recognizing the 
expression. 

0107 The face feature extracting unit 21 is formed by a 
Gabor filter for filtering the face image using plural filters 
having direction Selectivity and different frequency compo 
nents. The expression recognizing unit 22 has expression 
identifiers corresponding to the types of expressions to be 
identified, to which the result of extraction of the face 
feature by the face feature extracting unit 21 is inputted and 
which identify Specific expressions, respectively. In this 
embodiment, the expression recognizing unit 22 includes 
Seven expression identifiers for identifying Seven face 
images. 

0.108 Data for the discriminator 14 of the face detection 
apparatus 10 has been machine-learned by ensemble learn 
ing, using a learning data Set including plural learning 
Samples each of which has been labeled in advance as a 
detection target or non-detection target. Data for the facial 
expression recognition apparatus 20 has been learned, using 
image Samples labeled with predetermined expressions in 
advance. Therefore, the facial expression recognition System 
will now be described in detail by the description of a 
learning method for the face detection apparatus, a detection 
method by the face detection apparatus, a learning method 
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for the facial expression recognition apparatus, and a rec 
ognition method by the facial expression recognition appa 
ratus, in this order. 
0109 The face detection apparatus 10 has a function of 
preprocessing Such as generating an integral image and 
cutting out a predetermined area, before the discriminator 
14. The discriminator 14 is adapted for discriminating 
whether an image provided as an input is a face image or not. 
Therefore, when preprocessing is not necessary, the dis 
criminator 14 can be used as the face detection apparatus. 
Although the discriminator 14 described in this embodiment 
is applied to the face detection apparatus for discriminating 
a face image from a provided window image, it can also be 
applied to an apparatus for detecting a desired detection 
target other than a face. 
0110 (2) Discriminator 
0111. The discriminator 14 used in the face detection 
apparatus 10 in this embodiment is adapted for taking a 
weighted vote among the results of output of plural weak 
hypotheses So as to discriminate whether an input image is 
a detection target or not, that is, whether it is a face image 
or not. The weak hypotheses and weighting on them have 
been learned in advance by ensemble learning Such as 
boosting. 

0112 The discriminator 14 as a learner acquired by 
ensemble learning has plural weak hypotheses (weak 
hypothesis units) 14b for extracting a feature quantity of an 
input image provided from an input unit 14a and outputting 
estimation values with respect to whether the input image is 
a detection target or not on the basis of the feature quantity, 
and a combiner 14c for combining the estimation values, 
which are outputs of these weak hypotheses 14b, as shown 
in FIG. 5. In the discriminator 14, an output unit 14d 
discriminates whether the input image is a detection target or 
not on the basis of the result of output from the combiner 
14c. As described above, boosting requires the combiner 14c 
for integrating the outputs of the weak hypotheses by using 
fixed weighting irrespective of the input. In boosting, the 
distribution of learning Samples is processed in Such a 
manner that the weighting on difficult learning Samples is 
increased using the result of learning of the previously 
generated weak hypotheses, and new weak hypotheses are 
learned on the basis of this distribution. Therefore, the 
weighting on learning Samples that often become incorrect 
and therefore cannot be discriminated as detection targets is 
relatively increased, and weak hypotheses that cause the 
learning Samples with large weighting, that is, the learning 
Samples that are hard to discriminate, to be correct, are 
Sequentially Selected. That is, weak hypotheses are Sequen 
tially generated in learning and weak hypotheses generated 
later depend on previously generated weak hypotheses. 

0113. In detection, the results of detection based on the 
many weak hypotheses that are Sequentially generated as 
described above and reliability (weighting) of discrimina 
tion performance of the weak hypotheses are multiplied and 
added, and the result of this multiplication and addition is 
used as a result of discrimination. For example, in the case 
of Adaboost, all the deterministic values outputted form 
weak hypotheses generated in this learning, that is, all the 
values of 1 for detection targets and -1 for non-detection 
targets, are supplied to the combiner 14c. The combiner 14c 
performs weighted addition of the reliability calculated for 
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each of the corresponding weak hypotheses at the time of 
learning, and the output unit 14d outputs the result of a 
weighted vote based on the Sum value. In accordance with 
whether this output is positive or negative, it is possible to 
determine an input image is a detection target or not. While 
the weak hypotheses may deterministically output whether 
an input image is a detection target or not as in Adaboost, an 
algorithm such as Gentleboost or Real Adaboost, which will 
be described later, can be used and weak hypotheses for 
probabilistically outputting the probability of being a detec 
tion target can be used to further improve the discrimination 
performance. 

0114 (3) Learning Method for Face Detection Apparatus 
0115 Now, a learning method by the learner 15 for 
providing the discriminator 14 as a final hypothesis formed 
by combining many appropriate weak hypotheses in accor 
dance with a learning algorithm will be described. In the 
learning for the discriminator 14 for performing face detec 
tion, weak hypotheses for outputting estimation values indi 
cating whether provided data is a face image or not are 
generated by using a learning data Set including plural 
learning Samples each of which has been labeled as a face 
image representing a detection target or a non-face image 
representing a non-detection target Such as a Scenery image. 
Data weighting is Set for each learning Sample, and when a 
weak hypothesis is generated, an error rate of the estimation 
value of the generated weak hypothesis with respect to the 
data Set is calculated on the basis of the data weighting and 
the reliability of the weak hypothesis is calculated on the 
basis of this error rate. Then, the data weighting of learning 
Samples on which the generated weak hypothesis made an 
error in estimation is updated So as to be relatively larger 
than the data weighting of correctly estimated learning 
Samples. After the data weighting is thus updated, the 
processing to generate a weak hypothesis is repeated. 
0116 (3-1) Weak Hypothesis 
0117. As described above, in ensemble learning, one filter 
is Selected from a learning model made up of a set of many 
filters, thereby generating a weak hypothesis. First, a filter to 
be used as a weak hypothesis used for face detection will be 
described. In this embodiment, as a learning model (set of 
weak hypotheses), filters (which will also be referred to as 
rectangle features) that output the difference between the 
Sum of brightness values in one or plural rectangular boxes, 
of a rectangular box group including two or more rectan 
gular boxes, and the Sum of brightness values in the other 
rectangular boxes, are used. In this embodiment, weak 
hypotheses for Outputting whether a provided image is a 
detection target or not are formed in accordance with the 
outputs of these filters. The filters are not limited to such 
rectangle features, and any filter can be used to form a weak 
hypothesis as long as it can form a weak hypothesis capable 
of discriminating whether an input image is a face image or 
non-face image at a certain probability when a data Set is 
inputted. 

0118 FIG. 6 is a schematic view showing filters (rect 
angle features) used as weak hypotheses for face detection. 
To provide feature quantities for face detection, filterS Such 
as Haar basis functions are used. That is, plural filters are 
prepared, each of which outputs the difference between the 
Sum of brightness values in one or plural rectangle boxes and 
the Sum of brightness values in the other rectangle boxes of 
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a group of two or more rectangular boxes of the same size 
in each of input images 10A to 10D. For example, in the 
input image 10A, a filter 11A is provided that subtracts the 
Sum of brightness values in a shaded rectangular box 11A-2, 
of rectangular boxes 11A-1 and 11A-2 formed by horizon 
tally bisecting one rectangular box, from the Sum of bright 
neSS values in the rectangular box 11A-1. In the input image 
10B, a filter 11B is provided that subtracts the sum of 
brightness values in a shaded rectangular box 11B-2, of 
rectangular boxes 11B-1 and 11B-2 formed by vertically 
bisecting one rectangular box, from the Sum of brightness 
values in the rectangular box 11B-1. Such a filter including 
two rectangular boxes is called a two-rectangle feature. In 
the input image 10C, a filter 11C is provided that subtracts 
the Sum of brightness values in a shaded central rectangular 
box 11C-2, of three rectangular boxes 11C-1 to 11C-3 
formed by dividing one rectangular box into three boxes, 
from the Sum of brightness values in the rectangular boxes 
11C-1 and 11C-3. Such a filter including three rectangular 
boxes is called a three-rectangle feature. In the input image 
10D, a filter 11D is provided that subtracts the sum of 
brightness values in Shaded rectangular boxes 11D-2 and 
11D-4, of four rectangular boxes 11D-1 to 11D-4 formed by 
Vertically and horizontally dividing one rectangular box, 
from the Sum of brightness values in the rectangular boxes 
11D-1 and 11D-3 that are not adjacent to each other. Such a 
filter including four rectangular boxes is a called four 
rectangle feature. 

0119 For example, a case of judging a face image 30 
shown in FIG. 7 as a face image by using rectangle features 
as described above will be described. A two-rectangle fea 
ture 31A is a filter that subtracts the sum of brightness values 
in a Shaded upper rectangular box 31A-2, of two rectangular 
boxes 31A-1 and 31A-2 formed by vertically bisecting one 
rectangular box, from the Sum of brightness values in the 
lower rectangular box 31A-2. Utilizing the fact that the 
brightness value is lower in an eye area than in a cheek area 
of the human face image (detection target) 30, the rectangle 
feature 31A can be arranged over an area including the eyes 
and nose to estimate whether the input image is a face image 
or not (correct or incorrect) at a certain probability from an 
output value of the rectangle feature 31A. 

0120) A three-rectangle feature 31B is a filter that Sub 
tracts the Sum of brightness values in left and right rectan 
gular boxes 31B-1 and 31B-3 from the sum of brightness 
values in a central rectangular box 31B-2. As in the above 
described case, utilizing the fact that the brightness value is 
higher in a nose area than in the areas of the eyes, the 
rectangle feature 31B can be arranged at the positions of the 
eyes to judge whether the input image is a face image or not 
to a certain extent from an output value of the rectangle 
feature 31B. 

0121. In this manner, there are various filters ranging 
from the filter that takes the difference between two rectan 
gular boxes to the filter that takes the difference between 
four rectangular boxes. Such as the rectangle feature 31C. 
Also a filter including rectangular boxes of arbitrary position 
and arbitrary size (one or more pixels) can be selected. Even 
if the target area is limited to a 24x24-pixel area, there are 
160,000 or more possible filters to be selected. 
0.122 First, images called integral images are used to 
calculate outputs of Such filter at a high Speed. An integral 
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image is a image Such that the value of a pixel Pat (x, y) is 
the sum of brightness values of the pixels above and to the 
left of the pixel Pin an image 40, as shown in FIG. 8A. That 
is, the value of the pixel P is the sum of brightness values of 
the pixels contained in an upper left rectangular box 41 
above and to the left of the pixel P. Hereinafter, an image 
Such that each pixel value is the value expressed by the 
following equation (1) is called an integral image. 

I(x, y) = X S(x,y) (1) 

0123. As this integral image 40 is used, a rectangular box 
of an arbitrary size can be calculated at a high Speed. That 
is, as shown in FIG. 8B, an upper left rectangular box 41A, 
a rectangular box 41B on the right Side of the rectangular 
box 41A, a rectangular box 41C below the rectangular box 
41A, and a rectangular box 41D below and to the right of the 
rectangular box 41A are provided, and the four vertexes of 
the rectangular box 41D are referred to P1, P2, P3 and P4 
clockwise from the upper left vertex. In this case, the value 
at P1 is the Sum A of brightness values in the rectangular box 
41A (i.e., P1=A). The value at P2 is the sum B of A and 
brightness values in the rectangular box 41B (i.e., P2=A+B). 
The value at P3 is the sum B of A and brightness values in 
the rectangular box 41C (i.e., P3=A+C). The value at P4 is 
the Sum D of A+B+C and brightness values in the rectan 
gular box 41D (i.e., P4=A+B+C+D). The sum of brightness 
values in the rectangular box 41D can be calculated as 
P4-(P2+P3)-P1. By adding or subtracting the pixel values 
at the four corners of the rectangular box, it is possible to 
calculate the Sum of brightness values in the rectangular box 
at a high Speed. 

0.124. As one of such filters is selected and the value in 
the case where a provided image is a face image is learned 
as a feature quantity from an output value acquired by 
filtering a learning data Set, a weak hypothesis can be 
generated. A weak hypothesis in Adaboost, at the time of 
discrimination, compares the learned feature quantity with a 
value acquired by filtering a provided input image So as to 
output a binary value representing whether the provided 
input image is a face image (=1) or non-face image (=-1). 
0.125. Alternatively, as outputs of weak hypotheses, by 
employing a boosting algorithm for Selecting filters that 
realize minimum weighted Square difference between output 
values (real values) of the filters and label values (1,-1) of 
Samples, and their feature quantities, and adding the real 
values, instead of a weak hypothesis that deterministically 
outputs a binary value representing whether an input image 
is a face image or not as in Adaboost, it is possible to carry 
out more efficient learning. Such a boosting algorithm is 
called Gentleboost, which is described in, for example, J. 
Friedman, T, Hastie, and R. Tibshirani, “Additive logistic 
regression: A statistical view of boosting.” ANNALS OF 
STATISTICS, 28(2): 337-374, 2000. There is another boost 
ing algorithm called Real Adaboost for making probabilistic 
outputs as outputs of weak hypotheses, like Gentleboost. 

0.126 Now, learning methods for the face detection appa 
ratus using each of the algorithms Adaboost, Real Adaboost, 
and Gentleboost will be described. Prior to the explanation 
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of these learning methods, an abort threshold value, which 
is characteristic data of data learned by the learner 15 in this 
embodiment, will be described first. An abort threshold 
value is a threshold value for aborting detection during the 
discrimination process (detection process), and is learned 
data that is not learned in normal boosting learning. 

0127 (3-2) Abort Threshold Value 
0128. In ensemble learning, normally, data provided by 
taking a weighted vote among outputs of all the weak 
hypotheses constituting the discriminator 14 is learned for 
the discriminator to discriminate whether an input is a 
detection target or not, as described above. The weighted 
Vote is outputted as the result of comparison between a value 
(hereinafter referred to as Sum value) acquired by adding the 
products of the result of discrimination (estimation value) of 
weak hypotheses and their reliability, and a discrimination 
boundary value. For example, when the number of weak 
hypotheses is t (=1,..., K), the weighting on a majority vote 
corresponding to each weak hypothesis (reliability) is at, and 
the output of each weak hypothesis is ht, the value (Sum 
value) for taking a weighted vote in Adaboost can be 
calculated by the following equation (2). In this equation, X 
represents a learning Sample. In this case, it is made up of the 
vectors of pixel values. 

Sum value: Xa,h(x) (2) 
t 

0129 FIG. 9 is a graph showing changes corresponding 
to whether an inputted image is a detection target or not, 
with the horizontal axis representing the number of weak 
hypotheses and the vertical axis representing the value (Sum 
value) for taking weighted vote expressed by the equation 
(2). In FIG. 9, for data D1 to D4 indicated by solid lines, 
estimation values ht(x) are sequentially calculated by weak 
hypotheses from images (learning Samples) labeled as faces 
and are added. As these data D1 to D4 show, a value 
acquired by multiplying the estimation values ht(x) calcu 
lated by a certain number of weak hypotheses that take face 
imageS as input images by the reliability and then adding 
them, is positive. In Adaboost, this Sum value is judged by 
using a discrimination boundary value 0, and if the Sum 
value is positive, a result showing that an input is a detection 
target is outputted. 

0130. In this embodiment, a technique different from the 
normal boosting algorithm is used. Specifically, in the 
process of Sequentially adding the results of discrimination 
by the weak hypotheses, if it can be discriminated that an 
input is obviously not a detection target, that is, not a face, 
discrimination of that window image is stopped even before 
the results of output of all the weak hypotheses are acquired. 
In this case, a value for deciding whether or not to Stop the 
discrimination is learned in the learning process. Hereinaf 
ter, the value used for deciding whether or not to Stop the 
discrimination is called the abort threshold value. 

0131 With this abort threshold value, when a non-face 
can be certainly estimated with respect to all the window 
images, the calculation of the estimation value ht(X) of the 
weak hypothesis can be stopped even if the results of output 
of all the weak hypotheses are not used. Therefore, the 
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quantity of arithmetic operation can be significantly 
reduced, compared with the case of taking weighted vote 
using all the weak hypotheses. 
0.132. As this abort threshold value, the smaller value of 
a minimum value that can be taken by the value of a 
weighted vote among the results of discrimination of learn 
ing samples (positive data) labeled as face, of the learning 
Samples, and the discrimination boundary value, can be 
used. In the discrimination process, the outputs (estimation 
values ht(x)) from the weak hypotheses with respect to the 
window images are Sequentially weighted and added, and 
the result is outputted. That is, this Sum value is Sequentially 
updated, and this updated value is compared with the abort 
threshold value every time an update is made, that is, every 
time one weak hypothesis outputs the estimation value. If 
the updated Sum value is less than the abort threshold value, 
it can be decided that the window image is not a face image 
and the calculation of the weak hypothesis can be aborted. 
Therefore, redundant calculation can be omitted and the 
discrimination processing can be performed at a higher 
Speed. 

0.133 Specifically, an abort threshold value RK of an 
output hK(xi) of the K-th weak hypothesis is the smaller 
value of a minimum weighted vote value in the case where 
a learning Sample (also referred to as positive sample or 
positive data) xj (=X1 to XJ), which is a face image, of 
learning samples Xi (=X1 to XN), and the discrimination 
boundary value. It can be expressed by the following equa 
tion (3) 

Abort threshold value: (3) 

K K K 

Rk = mi Xother). Xah(s). . . . . X. h.c.). O t= t= t= 

0134) As shown in this equation (3), when the minimum 
value for taking a weighted vote of the learning Samples X1 
to XJ as detection targets is more than 0, 0 is Set as the abort 
threshold value RK. 0 is not exceeded in the case of 
Adaboost for carrying out discrimination using a discrimi 
nation boundary value of 0. It depends on the technique of 
ensemble learning. In the case of Adaboost, the abort 
threshold value is set at the minimum possible values of the 
data D1 to D4 in the case where a face image as a detection 
target is inputted as an input image, as indicated by a bold 
line in FIG. 9. When the minimum values of all the data D1 
to D4 exceed 0, the abort threshold value is set at 0. 
0135) In this embodiment, as the abort threshold value Rt 
(R1 to RT where the number of weak hypotheses to be 
generated is T) is learned every time a weak hypothesis is 
generated, estimation values are Sequentially outputted by 
the plural weak hypotheses and a value acquired by adding 
these values is Sequentially updated in the discrimination 
process, which will be described later. For example, as in the 
case of data D5, the discrimination processing by the Sub 
Sequent weak hypothesis can be ended when the value 
acquired by Sequentially adding values becomes lower than 
the abort threshold value. That is, by learning this abort 
threshold value Rt in advance, it is possible to decide 
whether or not to calculate the next weak hypothesis every 
time the estimation value of a weak hypothesis is calculated. 
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When an input is obviously not a detection target, it can be 
judged that an input is a non-detection target without waiting 
for the results of discrimination of all the weak hypotheses. 
AS the arithmetic operation is thus aborted, high-Speed 
detection processing can be realized. 
0136. In the following description, the abort threshold 
value for aborting the processing on the basis of a judgment 
that a provided image is obviously not a detection target at 
the time of detection will be described. However, an abort 
threshold value for aborting the processing on the basis of a 
judgment that a provided image is obviously a detection 
target may be learned Similarly. In this case, a larger value 
of a maximum possible value of weighted vote value among 
the results of discrimination of learning Samples (also 
referred to as negative samples or negative data) labeled as 
non-face image, of learning Samples, and a discrimination 
boundary value, can be used as the abort threshold value. In 
the detection processing, a Sum value acquired by Sequen 
tially adding products of outputs of weak hypotheses and 
their reliability is compared with the abort threshold value, 
and when the Sum value is larger than the abort threshold 
value, it is possible to judge that the image that is now being 
judged is obviously a face image and to end the discrimi 
nation processing. 

0137 (3-3) Structure of Learner 
0138 First, the structure of the learner 15 will be 
described. FIG. 10 is a functional block diagram showing 
the learner 15. As shown in FIG. 10, the learner 15 has a 
database 31 in which a learning data Set is Stored, a Selecting 
unit 33 for selecting a desired number of weak hypotheses 
from a learning model 32 made up of a set of many filters, 
a new weak hypothesis generating unit 34 for generating a 
new weak hypothesis by using weak hypotheses outputted 
from the Selecting unit 33, and a weak hypothesis Selecting 
unit 35 for Selecting one weak hypothesis having the highest 
discrimination performance from the weak hypotheses 
selected by the selecting unit 33 and the new hypothesis 
generated by the new weak hypothesis generating unit 34. 
These units constitute a weak hypothesis generation appa 
ratus. The learner 15 also has a reliability calculating unit 36 
for calculating reliability representing the discrimination 
performance of the weak hypothesis generated by the Selec 
tion by the weak hypothesis selecting unit 35, an abort 
threshold value calculating unit 37 as an abort threshold 
value learning unit for calculating an abort threshold value 
to decide whether or not to abort estimation value calcula 
tion processing when the discriminator 14 performs dis 
crimination, and a data weighting updating unit 38 for 
updating data weighting on each learning Sample in the 
learning data set on the basis of the result of reliability 
calculation. When the data weighting on each learning 
Sample included in the learning data Set 31 is updated by the 
data weighting updating unit 38, the weak hypothesis gen 
eration apparatus executes the processing to generate a next 
weak hypothesis. The repetitive processing to update the 
data weighting on the learning data Set and generate a weak 
hypothesis by the weak hypothesis generation apparatus is 
repeated until a final hypothesis having discrimination capa 
bility that is required by the System is acquired. 

0.139. The learning data set stored in the database 31 
includes a group of images formed by cutting out areas 
representing detection targets (in this embodiment, a face 
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image group), and a group of random images formed by 
cutting out images of non-detection targets Such as Scenery 
images. 
0140. The selecting unit 33 can select weak hypotheses 
from the learning model at a predetermined rate, for 
example, approximately 5%, and output these Selected weak 
hypotheses to the new weak hypothesis generating unit 34 
and the weak hypothesis selecting unit 35. However, if the 
Selecting unit 33 Selects one or plural weak hypotheses 
having high discrimination performance as high-perfor 
mance weak hypotheses from these hypotheses and outputs 
them to the new weak hypothesis generating unit 34 and the 
weak hypothesis Selecting unit 35, a weak hypothesis having 
higher discrimination performance can be generated. The 
weak hypothesis selecting unit 35 first selects one filter from 
the learning model and learns the feature quantity of the 
filter by using the learning data Set. That is, as a feature 
quantity that minimizes the discrimination error when the 
learning data Set is discriminated is learned, a weak hypoth 
esis is generated. In the case where weak hypotheses output 
binary values as the results of estimation, the feature quan 
tity to be learned is a discrimination threshold. This pro 
cessing is repeated for the number of times corresponding to 
the number of Selected filters So as to generate weak hypoth 
eses, and one or more weak hypotheses having a lower error 
rate are Selected from the generated weak hypotheses, as 
high-performance weak hypotheses. 
0.141. The new weak hypothesis generating unit 34 adds 
a predetermined modification to the filters (high-perfor 
mance filters) employed for the weak hypotheses outputted 
from the Selecting unit 33, for example, high-performance 
weak hypotheses, and thus generates one or more Subtypes 
of the high-performance filters. The new weak hypothesis 
generating unit 34 then learns their feature quantities by 
using the learning data Set So as to generate a new weak 
hypothesis, and outputs it to the weak hypothesis Selecting 
unit 35. 

0142. The abort threshold value calculating unit 37, if the 
present repetition is the t-th time, multiplies the reliability 
calculated by the reliability calculating unit 36, by the result 
of estimation of positive data included in the learning data 
Set by the weak hypothesis Selected by the weak hypothesis 
selecting unit 35, then adds the result of multiplication to the 
abort threshold value learned in the previous repetitive 
processing ((t-1)th repetition), and takes the resulting value 
as an abort threshold value in the t-th repetition. 
0143. The data weighting updating unit 38 processes 
distribution followed by the learning Samples in Such a 
manner that the weighting on difficult learning Samples is 
increased using the result of learning of the previously 
generated weak hypotheses, as described above. Therefore, 
the weighting on learning Samples that often become incor 
rect and therefore cannot be discriminated as detection 
targets is relatively increased. 
0144. As new weak hypotheses are learned in this manner 
on the basis of the distribution of the updated data weighting 
until a final hypothesis is acquired by boosting, weak 
hypotheses that cause the learning Samples with large 
weighting, that is, the learning Samples that are hard to 
discriminate, to be correct, are Sequentially generated. 
0145. In the learner 15, the weak hypothesis generated by 
the weak hypothesis Selecting unit 35 is outputted as the 
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result of the t-th repetitive learning, and its reliability is 
calculated by the reliability calculating unit 36. The abort 
threshold value is outputted from the abort threshold value 
calculating unit 37. These data are saved and used by the 
discriminator 14 at the time of discrimination. Specifically, 
in the case of using the above-described rectangle features 
for filters, the data outputted from the weak hypothesis 
Selecting unit 35 are the positions and sizes of the group of 
rectangular boxes constituting the rectangle features, and the 
feature quantities acquired when Subtracting, from the Sum 
of brightness values in one or plural rectangular boxes, the 
Sum of brightness values in the other rectangular boxes. 
0146 (3-4) Adaboost Algorithm 
0147 Now, the learning methods for the discriminator 14 
by the above-described learner 15 will be described. First, a 
learning method according to the Adaboost algorithm will be 
described. The above-described learning data Set including 
plural training data that have been manually labeled in 
advance is prepared as a premise of a pattern recognition 
problem based on typical two-class discrimination Such as a 
problem of discriminating whether provided data is a face or 
not. 

0.148. The learning algorithm is applied on the basis of 
the learning data Set, thus generating learned data to be used 
for discrimination. In this embodiment, the learned data to 
be used for discrimination are the following four types of 
learned data including the above-described abort threshold 
value: 

0149 (A) weak hypotheses (T units); 
0150 (B) threshold values of weak hypotheses (Tunits); 
0151 (C) weighting of weighted vote (reliability of weak 
hypotheses) (T units); and 
0152 (D) abort threshold values (T units). 
0153 (3-4-1) Learning for Discriminator 14 
0154 Hereinafter, algorithms for learning the above 
described four types of learned data (A) to (D) from many 
learning samples as described above will be described. FIG. 
11 is a flowchart showing a method for learning data for the 
discriminator. 

O155 Procedure 0: Labeling of Learning Samples 
0156 As described above, i=N learning samples (xi, yi) 
are prepared, each of which has been labeled in advance as 
a detection target or non-detection target. 
0157. In the learning samples (xi, yi): (x1, y1),..., (xN, 
yN), XieX and yie-1, 1} hold. X represents the data of a 
learning sample. Y represents the label (correct) of a learn 
ing Sample. N represents the number of learning Samples. 
That is, Xi represents a feature vector constituted by all the 
brightness values in a learning Sample image. yi=-1 repre 
Sents a case where a learning Sample has been labeled as a 
non-detection target. yi=1 represents a case where a learning 
Sample has been labeled as a detection target. 
0158 Procedure 1) Initialization of Data Weighting 
0159. In boosting, weighting (data weighting) on the 
individual learning Samples are varied and the data weight 
ing on a learning Sample that is difficult to discriminate is 
relatively increased. The result of discrimination is used for 
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calculating an error rate for evaluating weak hypotheses. AS 
the result of discrimination is multiplied by the data weight 
ing, a weak hypothesis that makes an error in discriminating 
a more difficult learning Sample is evaluated as having a 
discrimination rate lower than the actual discrimination rate. 
The data weighting is Sequentially updated in this manner. 
First, the data weighting on the learning Samples is initial 
ized. The initialization of the data weighting on the learning 
Samples is carried out as the data weighting updating unit 38 
makes even distribution of the weighting on all the learning 
Samples. It is defined by the following equation (4) (step S1). 

4 
Initialization of data weighting D(i) = N (4) 

0160 In this equation, data weighting D1 (i) on the 
learning Samples represents data weighting on learning 
samples Xi (=xi to XN) of the first repetition (the number of 
repetitions t=1), and N represents the number of Samples. 
0161 Procedure 2) Repetitive Processing 
0162 Next, as the following processing of steps S2 to S6 
is repeated, weak hypotheses are Sequentially generated and 
data for the discriminator are learned. The number of 
repetitions is expressed by t=1, 2, ..., T. Every time the 
repetitive processing is carried out once, one weak hypoth 
esis, that is, one filter, and a feature quantity for discrimi 
nating data provided as an input on the basis of its filter 
output, are learned. Therefore, weak hypotheses correspond 
ing to the number of repetitions (T) are generated, and a 
discriminator made up of T weak hypotheses is generated. 
AS the repetitive processing is carried out Several hundred to 
Several thousand times, Several hundred to Several thousand 
weak hypotheses are generated. The number of repetitions 
(i.e., number of weak hypotheses) t may be Suitably Set in 
accordance with the required discrimination performance 
and the problem (detection target) to be discriminated. 
0163 First, weak hypotheses are generated by the weak 
hypothesis generation apparatus (step S2). In this case, a 
filter that minimizes a weighted error rate et expressed by the 
following equation (5) is learned from filters selected and 
generated by a method that will be described later. 

Weighted error rate: e = X D, (i) (5) 

0164. As shown in the equation (5), the weighted error 
rate et is the Sum of only the data weighting Dt on learning 
Samples Such that the result of discrimination by the weak 
hypothesis is an error (ht(xi)zyi), of the learning Samples. If 
an error is made in the discrimination of a learning Sample 
having larger data weighting (more difficult to discriminate), 
the weighted error rate et is increased. 
0.165. Then, the reliability calculating unit 36 calculates 
weighting Clt for taking a weighted vote in accordance with 
the following equation (6) on the basis of the weighted error 
rate et expressed by the equation (5) of the weak hypotheses 
generated by learning (step S3). The weighting at for a 
weighted vote indicates discrimination performance of a 
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weak hypothesis learned in the t-th repetitive processing. 
Hereinafter, the weighting Set for each weak hypothesis for 
calculating weighted vote is called reliability. 

- - - - 1. ( 1 - e, (6) Reliability: a = in 

0166 AS expressed by the equation (6), the lower the 
weighted error rate et is, the higher the reliability at of the 
weak hypothesis is. 

0167 Next, unlike learning based on ordinary Adaboost, 
the abort threshold value calculating unit 37 calculates an 
abort threshold value Rt for aborting discrimination in the 
discrimination process (step S4). As the abort threshold 
value Rt, the Smaller value of a Sum value of learning 
Samples as detection targets (positive learning Samples) X1 
to XJ and a discrimination boundary value 0 is Selected. AS 
described above, in the case of Adaboost where discrimina 
tion is carried out using 0 as a discrimination boundary 
value, a minimum value or 0 is set as the abort threshold 
value. The abort threshold value Rt is set to be a maximum 
value that at least all the positive learning Samples can pass. 

0168 Then, using the reliability at acquired by the equa 
tion (6), the data weighting updating unit 38 updates the data 
weighting Dt(i) on the learning Samples, using the following 
equation (7). Zt is for normalizing the data weighting. 

Data weighting D1 (i) = Z 
t 

0169 where Zt is a normalization factor to achieve . . . 

W 

XD-1 (i) = 1 
i=l 

0170 At step S7, whether or not boosting has been 
carried out a predetermined number of times (=T times) is 
judged. If not, the processing of Steps S2 to S7 is repeated. 
If learning has been done the predetermined number of 
times, the learning processing ends. For example, using a 
final hypothesis at that point, made up of all the generated 
weak hypotheses, the processing may be repeated until the 
learning data Set can be discriminated with desired perfor 
mance. It is also possible to prepare an evaluation data Set, 
which is different from the learning data set used for 
generating weak hypotheses, and to evaluate the discrimi 
nation performance of the final hypothesis by using the 
evaluation data Set. It is also possible to evaluate the final 
hypothesis by croSS validation of carrying out learning with 
the learning data Set from which one Sample is excluded and 

May 12, 2005 

then repeating processing of evaluation with the excluded 
one Sample for the number of Samples, or dividing the 
learning data Set into a predetermined number of groups, 
then carrying out learning with the learning Samples from 
which one group is excluded, and repeating processing of 
evaluation with the excluded one group for the number of 
groupS. 

0171] Procedure 3) Generation of Final Hypothesis (Dis 
criminator) 
0172 A final hypothesis, which is to be the discriminator 
14, is acquired by taking a weighted vote among all the 
hypotheses using their reliability. That is, the outputs of the 
weak hypotheses generated at Step S2 are multiplied by the 
reliability calculated at step S4, and the discriminator 14 for 
judging the sign of the value (Sum value) for taking the 
weighted vote expressed by the equation (2), in accordance 
with the following equation (8), is generated. The discrimi 
nator 14 thus acquired outputs whether an input is a face or 
non-face, using a discrimination function H expressed by the 
following equation (8). If the discrimination function H is 
positive, the input is a face. If it is negative, the input is a 
non-face. 

(8) 

0173 (3-4-2) Generation of Weak Hypotheses 
0.174 Next, the method for generating a weak hypothesis 
at the above-described step S2 (learning method) will be 
described. FIG. 12 is a flowchart showing a weak hypoth 
esis generation method. In the generation of a weak hypoth 
esis in this embodiment, first, a part of plural weak hypoth 
eSeS is Selected, and from this Selected part, a weak 
hypothesis having the minimum error rate or plural weak 
hypotheses having low error rates in estimating or discrimi 
nating the data set (hereinafter referred to as high-perfor 
mance weak hypotheses) are selected. Then, one or more 
new weak hypotheses formed by adding a predetermined 
modification to the high-performance weak hypotheses are 
generated. From the high-performance weak hypotheses and 
the new weak hypotheses, a weak hypothesis having the 
minimum error rate in the data Set estimation value is 
Selected as a weak hypothesis. This enables high-speed 
generation of a weak hypothesis. This method for generating 
a weak hypothesis will now be described in detail. 

0175 AS described above, even when a target area (win 
dow image) is limited to a 24x24-pixel area, there are 
160,000 or more possible filters to be selected, depending on 
the number of pixels constituting the filter (size of filter) and 
the type of the filter Such as two-, three- or four-rectangle 
feature. As a method for selecting one of these 160,000 
filters, for example, it is possible to learn the feature quan 
tities of all the filters and select a filter having the highest 
discrimination performance. However, a very large quantity 
of calculation is required and it is very time-consuming even 
when the above-described integral images are used. Thus, in 
this embodiment, first, a predetermined computable number 
of filters, for example, approximately 5%, of all the filters 
are randomly selected by the selecting unit 33 shown in 
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FIG. 10, and approximately 5% of all the weak hypotheses 
that can be generated are generated. For this, the following 
processing of Steps S11 to S14 is repeated a predetermined 
number of times (hereinafter, M times), thus generating the 
predetermined number of weak hypotheses. 
0176 First, an arbitrary filter is selected from all the 
possible filters as described above (step S11). 
0177 Next, output values by the filter selected at step S11 
with respect to all the learning Samples are calculated, and 
their histogram (frequency distribution) is found (Step S12). 
0.178 Since a weak hypothesis based on Adaboost is to 
perform weak discrimination with a feature quantity 
bisected by a threshold value, a threshold value that mini 
mizes the weighted error rate et expressed by the equation 
(5) is searched for. That is, a threshold value Thmin that 
minimizes the weighted error rate et (emin) is calculated 
from the frequency distribution found at step S12 (step S13). 
0179. As the threshold value Thmin, in a histogram with 
the horizontal axis representing the filter output and the 
Vertical axis representing the frequency, a Search value may 
be shifted in the direction of the horizontal axis representing 
the filter output So as to find a value that minimizes the 
weighted error rate et expressed by the equation (5). The 
weighted error rate et is the Smaller one of the correct answer 
rate and the incorrect answer rate of all the answers. In the 
case where the Search value is changed, the Sum of weighted 
count Values of positive samples for which answers are 
correct, and the Sum of weighted count values of negative 
Samples for which answers are correct, increase or decrease 
by the amount of shifted search value. Therefore, it is not 
necessary to re-calculate the Sum of weighted count Values 
of all the positive Samples and the Sum of weighted count 
values of all the negative Samples with respect to each Search 
value, and high-Speed calculation can be realized. 
0180. Then, whether the processing has been repeated the 
predetermined number of times (=M times) or not is judged 
(step S14). The processing from step S11 is repeated until 
the predetermined number of times is reached. 
0181 Conventionally, it is necessary to select a filter 
having the minimum weighted error rate et, acquired from 
the data weighting Dt(i) on the learning Samples at that 
point, for example, by repeating the processing of Steps S11 
to S14 for all the types of filters. In this embodiment, 
however, the repetitive processing of steps S11 to S14 is 
carried out, for example, for approximately 5% of all the 
Selectable filters, as described above. To generate weak 
hypotheses having high performance without trying all the 
filters, the new weak hypothesis generating unit 34 executes 
the following processing of steps S15 to S17. 
0182 First, at step S15, one or plural weak hypotheses 
having a lower weighted error rate et, that is, weak hypoth 
eses having high discrimination performance with respect to 
the data Set, are Selected from the M weak hypotheses 
generated by the repetitive processing of Steps S11 to S14 
repeated M times. The Selected weak hypotheses are here 
inafter called high-performance weak hypotheses. 

0183) Next, a predetermined modification is added to the 
filters having the lower error rate used for high-performance 
weak hypotheses (hereinafter referred to as high-perfor 
mance filters), thus generating a new filter or new filters 
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(step S16). This new filter can be generated in accordance 
with a Statistical characteristics or a genetic algorithm of the 
detection target. Specifically, the position of a high-perfor 
mance filter is shifted, for example, by approximately two 
pixels in the vertical direction and/or the horizontal direc 
tion, thus generating a new filter. Alternatively, the Scale of 
a high-performance filter is enlarged or contracted by 
approximately two pixels in the vertical direction and/or the 
horizontal direction, thus generating a new filter. Also, a 
high-performance filter is inverted with respect to a vertical 
line passing through a center point in the horizontal direction 
of an image, thus generating a new filter, or a composite 
filter made up of the high-performance filter and the inverted 
filter is used as a new filter. These methods are suitably 
combined to generate one or more new filters for each 
high-performance filter. 

0.184 FIG. 13 is a schematic view showing inverted 
filters utilizing Symmetry, as new filters. Rectangle features 
21A to 21D shown in FIG. 13 are formed by inverting the 
rectangle features 11A to 11D shown in FIG. 6 with respect 
to a vertical bisector 22 passing through the center in the 
horizontal direction (X-direction) of an image. That is, the 
rectangle features 11A to 11D and the rectangle features 21A 
to 21D are linearly symmetrical with respect to the vertical 
bisector 22. This utilizes the fact that Since a human face is 
almost Symmetrical on the left and right Sides, there is a high 
possibility that a new filter generated by inverting a filter 
Selected as having high face detection performance should 
be a filter having high performance. As the new filters are 
thus generated on the basis of the Statistical characteristics of 
a face as a detection target or in accordance with the genetic 
algorithm from the high-performance filters Selected as 
having high-performance from the part of all the filter that 
has been tried for performance, the generated filter can be 
estimated to have high discrimination performance Similar 
to that of the selected high-performance filters. In FIG. 13, 
for example, in the case where the high-performance filter is 
the rectangle feature 11A and the inverted filter is the 
rectangle feature 21A, two types of new filters can be 
generated, that is, the inverted rectangle feature 21A, and a 
filter made up of the rectangle feature 11A and the inverted 
feature 21A. 

0185. Then, the weak hypothesis selecting unit 35 shown 
in FIG. 10 selects one filter that minimizes the weighted 
error rate et, from the mixture of the high-performance filters 
and the generated new filters, and employs the Selected one 
filter as a weak hypothesis (step S17). As the filter having the 
highest discrimination performance is Selected from the 
mixture of the new filters and the original high-performance 
filters and is employed as a weak hypothesis, the filter 
having high discrimination performance as in the case of 
Searching for Such a filter from all the filters can be Selected 
without Searching for the filter having the highest discrimi 
nation performance from all the filters, and the processing 
Speed in filter Selection can be Significantly improved. 

0186 (3-5) Real Adaboost Algorithm 
0187 Now, the Real Adaboost algorithm will be 
described. Also in Real Adaboost, the same procedures 0 and 
1 as in Adaboost are carried out. A learning data Set is 
prepared and data weighting on each learning Sample is first 
initialized (i.e., evenly distributed) in accordance with the 
equation (4). 
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0188 Procedure 2) Repetitive Processing 
0189 Next, the following processing is repeated to 
Sequentially generate weak hypotheses, and data for the 
discriminator 14 is learned. Similar to Adaboost, the number 
of repetitions is t=1, 2, ..., T. 

0190. First, a weak hypothesis is generated by the weak 
hypothesis generation apparatus. This generation method is 
basically similar to the above-described generation method 
in Adaboost. However, Since a weak hypothesis is generated 
So as to output probability density based on data weighting 
Dt (data weighting distribution), the probability density 
Pm(X) of feature quantity expressed by the following equa 
tion (9) is calculated. The probability Pm(x) represents the 
correct answer rate with respect to Samples (y=1) labeled as 
faces of all the learning Samples, with the data weighting Dt. 

0191 Then, the reliability calculating unit 36 calculates 
the quantity of contribution fm of a weak hypothesis 
expressed by the following equation (10) instead of the 
above-described reliability C. 

i 10 Quantity of contribution: f(x) - log pn(x) e R (10) 
21 - p(x) 

0.192 R represents a set of real-number values. 

0193 This algorithm is different from Adaboost in that 
the weak hypothesis outputs the quantity of contribution fm 
indicating the probability density, instead of the determin 
istic binary output. However, in the generation of the weak 
hypothesis, the Selecting unit 33 Selects one or Several filters 
having a large quantity of contribution fm of weak hypoth 
esis expressed by the equation (10) from a part of filters on 
the basis of the data distribution Dt, the new weak hypoth 
esis generating unit 34 then generates a new filter in accor 
dance with Statistical characteristics or genetic algorithm of 
a detection target (in this embodiment, a human face), and 
the weak hypothesis Selecting unit 35 Selects a filter having 
the highest discrimination performance from them. This is 
similar to the above-described technique. Therefore, the 
weak hypothesis generation processing can be carried out at 
a higher speed without lowering the discrimination perfor 

CC. 

0194 Next, the abort threshold value calculating unit 37 
calculates an abort threshold value Rt for aborting discrimi 
nation in the discrimination process, as described above. AS 
the abort threshold value Rt, the Smaller value of the Sum fm 
of quantities of contribution with respect to learning Samples 
that are detection targets (positive learning samples) x1 to 
XJ, instead of filter outputS h in Adaboost, and a discrimi 
nation boundary value 0, may be selected. That is, the abort 
threshold value Rt is set to be a maximum value that at least 
all the positive learning Samples can pass. 

0.195 Next, the data weighting updating unit 38 updates 
the data weighting Dt(i) on each learning Sample i in the t-th 
repetitive processing in accordance with the following equa 
tion (11) using the quantity of contribution fm. 
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Data weighting: D1 (i) - D, (i)exp-y; f(x) (11) 

D(i) 
X D, (i) 

D, (i) - 

0196. Then, the processing is repeated a predetermined 
number of times (=T times), and the T weak hypotheses, 
their quantities of contribution frm and the abort threshold 
value are learned. AS described above, the generation of 
weak hypotheses can be repeated until a final hypothesis 
formed by a combination of all the generated weak hypoth 
eSeS can discriminate the learning data Set with desired 
performance. The discriminator, which provides the final 
hypothesis, can discriminate whether an input is a face or 
non-face by judging whether the sign of the Sum of quan 
tities of contribution fin of all the hypotheses, that is, the 
discrimination function H expressed by the following equa 
tion (12), is positive or negative. 

T (12) 

H(x) = sg S.A. 
t= 

0197) (3-6) Gentleboost Algorithm 
0198 Now, the Gentleboost algorithm will be described. 
Also in Gentleboost, the same procedures 0 and 1 as in 
Adaboost and Real Adaboost are carried out. A data Set 
including plural labeled learning Samples is prepared and 
data weighting on each learning sample is initialized (i.e., 
evenly distributed) in accordance with the equation (4). 
0199 Next, basically, the processing similar to the pro 
cessing in Real Adaboost is repeated to Sequentially generate 
weak hypotheses, and data for the discriminator is learned. 
However, the outputs of the weak hypotheses are different 
from those in Real Adaboost. In this case, Similar to Ada 
boost and Real Adaboost, the number of repetitions is t=1, 
2, . . . , T. 

0200 First, a weak hypothesis is generated by the weak 
hypothesis generation apparatus. The weak hypothesis 
selects a filter on the basis of data weighting Dt (distribution 
of data weighting) and calculates a real function fm that 
minimizes a weighted Square error et expressed by the 
following equation (13), using the feature quantity of the 
filter. 

W (13) 

e =XED, (i)ly, -f,(x) 

0201 Also in Gentleboost, like Real Adaboost, in the 
generation of the weak hypothesis, the Selecting unit 33 
Selects one or Several filters having a large Sum of real 
functions fn(xi) of weak hypothesis from a part of filters on 
the basis of the data distribution Dt, the new weak hypoth 
esis generating unit 34 then generates a filter in accordance 
with Statistical characteristics or genetic algorithm of a 



US 2005/0102246 A1 

human face, and the weak hypothesis Selecting unit 35 
Selects a filter having the largest Sum of real functions from 
them. Therefore, the processing can be carried out Similarly 
at a higher speed. 

0202 Next, the abort threshold value calculating unit 37 
calculates an abort threshold value Rt for aborting discrimi 
nation in the discrimination process, as described above. AS 
the abort threshold value Rt, the Smaller value of the Sum fm 
of real functions with respect to learning Samples that are 
detection targets (positive learning Samples) x1 to XJ, instead 
of filter outputs f(x) in Adaboost, and a discrimination 
boundary value 0, may be selected. That is, the abort 
threshold value Rt is set to be a maximum value that at least 
all the positive learning Samples can pass. 

0203) Next, the data weighting updating unit 38 updates 
the data weighting Dt(i) on each learning Sample i in the t-th 
repetitive processing in accordance with the following equa 
tion (14), as in Real Adaboost, using the real functions frm. 

Data weighting: D1 (i) - D, (i)exp-y; f(x) (14) 

D(i) 
D(i) - spin 

0204 Then, the processing is repeated a predetermined 
number of times (=T times), and the T weak hypotheses, 
their real functions frm and the abort threshold value are 
learned. The discriminator, which provides the final hypoth 
esis, can discriminate whether an input is a face or non-face 
by judging whether the Sign of the Sum of real functions fn 
of all the hypotheses, that is, the discrimination function H 
expressed by the following equation (15), is positive or 
negative. 

T (15) 

H(x) = s S. 
t= 

0205 (4) Face Detection Method 
0206 Now, the face detection method in the face detec 
tion apparatus 10 shown in FIG. 4 will be described. FIG. 
14 is a flowchart showing the face detection method in the 
face detection apparatus of the facial expression recognition 
System according to an embodiment of this invention. First, 
the image output unit 11 shown in FIG. 4 outputs a variable 
density image and the integral image generating unit 12 
generates an integral image expressed by the above-de 
Scribed equation (1) (step S21). This integral image can be 
formed by repeating an operation of adding the pixel value 
of a pixel at the same position in an input image to the Sum 
of pixel values of the pixels above and to the left of the pixel 
in the image, Sequentially from the upper left part. By using 
this integral image, it is possible to calculate the Sum of pixel 
values in a rectangular box at an arbitrary position at a high 
Speed on the basis of addition or Subtraction of the pixels 
values at the four corners, as described above. This enables 
high-Speed calculation of the feature quantity by the dis 
criminator 14 on the Subsequent Stage. 

May 12, 2005 

0207. Then, the scanning unit 13 vertically and horizon 
tally Scans the position of a Search window with respect to 
the integral image and outputs a window image (step S22). 
0208. The discriminator 14 judges the size of each face 
and whether the rectangular box (window image) is a face 
image or not at each position in the image, using the 
discriminator 14 acquired by the above-described learning. 
AS basic procedures for this, Similar to the above-described 
learning, each weak hypothesis calculates the feature quan 
tity of the provided image, and the calculated feature quan 
tity is compared with a learned feature quantity to calculate 
an estimation value. Every time this estimation value is 
calculated, it is multiplied by the reliability of the weak 
hypothesis and the result is added. The resulting value of 
Sequential weighted addition (i.e., updated value of the value 
for taking weighted vote) is used as an evaluation value S. 
That is, first, the filter output (feature quantity) of the feature 
quantity filter employed for the weak hypothesis that is 
generated first is calculated, using the integral image. 

0209. In the case of Adaboost, for each weak hypothesis, 
the filter output (threshold value) that minimizes the error 
rate in estimation value with respect to the learning data Set 
is learned, using the learning data Set, as described above. 
This threshold value and the filter output of the provided 
window image are compared with each other, and the binary 
result of discrimination about whether the window image is 
a face image or non-face image is outputted as the estimation 
value. This estimation value is multiplied by the reliability 
a of the weak hypothesis and the result is added. This 
processing is carried out with respect to the output of each 
weak hypothesis, and whether the provided image is a face 
image or non-face image is judged in accordance with 
whether the final Sum value (i.e., value for finding a 
weighted vote) is positive or negative. 

0210. The discriminator 14 in this embodiment has an 
abort unit (not shown) for performing control to detect a 
non-face image and abort processing by using the above 
described abort threshold value, without waiting for the 
results of output of all the weak hypotheses. The processing 
method in this discriminator 14 will be described in detail. 
First, an output of a filter (rectangle feature quantity) 
employed for the first weak hypothesis with respect to the 
current window image is calculated at a high Speed from an 
integral image (step S23). Then, the rectangle feature quan 
tity is compared with a threshold value that has been learned 
in advance for the first weak hypothesis, and the result of 
discrimination showing whether the current window image 
is a face image or not is outputted as an estimation value. 
Then, it is reflected on an evaluation value S, which is the 
product of this estimation value and the reliability of the 
weak hypothesis (step S24). Next, on the basis of this 
evaluation value S, whether the window image is a detection 
target or not and whether or not to abort discrimination are 
judged. 

0211 When a window image is inputted, the evaluation 
value S is first initialized to S=0. Then, estimation values 
outputted by the individual weak hypotheses of the discrimi 
nator are multiplied by their reliability, and the results are 
Sequentially reflected on the evaluation value S. In the case 
where the weak hypotheses output binary values as estima 
tion values, if the threshold value for feature quantity 
discrimination by a weak hypothesist is Tht, and the filter 



US 2005/0102246 A1 

output (rectangle feature quantity) corresponding to the t-th 
weak hypothesis with respect to a provided window image 
is dt, the evaluation value S is expressed by the following 
equation (16) using the reliability at of the weak hypothesis. 
That is, every time an estimation value is calculated, the 
product of the estimation value and the reliability is added 
to the evaluation value S. 

a . . . Thi < d. (16) 
Evaluation value:S - S + 

-a, . . . otherwise 

0212. In the case where probability densities or real 
functions are outputted as estimation values as in Real 
Adaboost or Gentleboost, the evaluation value S is expressed 
by the following equation (17). That is, every time an 
estimation value is calculated, that estimation value is added 
to the evaluation value S. 

0213 Evaluation value: sess+f(d) (17) 
0214. The abort unit of the discriminator 14 judges 
whether the resulting (updated) evaluation value S is larger 
than the abort threshold value Rt or not (step S25). If the 
evaluation value S is Smaller than the abort threshold value 
Rt at this step S25, it is judged that the current window 
image is obviously not a face image, and the processing is 
aborted. Then, the processing goes to Step S28. If there is a 
next search window image, the processing from Step S21 is 
repeated. 

0215. On the other hand, if the evaluation values is larger 
than the threshold value Rt, whether or not the processing 
has been repeated a predetermined number of times (=T 
times) is judged (step S26). If not, the processing from Step 
S23 is repeated. If the processing has been repeated the 
predetermined number of times (=T times), the processing 
goes to Step S27, and whether the window image is a 
detection target or not is judged in accordance with whether 
the acquired evaluation value S is larger than 0 or not (Step 
S27). If the evaluation values is larger than 0, it is judged 
that the current window image is a face image of the 
detection target, and its position and size are Stored. Then, 
whether there is a next search window or not is judged (step 
S28). If there is a next search window, the processing from 
step S21 is repeated. If the search windows for all the next 
areas have been Scanned, the processing goes to Step S29 
and processing to delete overlapped areas is executed. 

0216) In this manner, when the discrimination processing 
for all the window images of one input image is completed, 
the processing shifts to Step S29. In the case of detecting face 
images of difference sizes, the Scanning can be repeated 
while Suitably changing the size of the window. 

0217. In the processing after step S29, if areas that are 
detected as areas indicating a detection target Overlap each 
other in one input image, the Overlapped areas are elimi 
nated. First, whether there area overlapped areas or not is 
judged. If there are plural areas judged and Stored as a face, 
and these areas are overlapped, the processing goes to Step 
S30. The two overlapped areas are taken out, and the area 
having a Smaller evaluation value S, of these two areas, is 
regarded as having lower probability of being a detection 
target and is therefore deleted. The area having a larger 

May 12, 2005 

evaluation value S is selected (step S31). Then, the process 
ing from Step S29 is repeated. In this manner, one area 
having the highest evaluation value is Selected from the 
areas that are overlapped plural times and extracted. If two 
or more detection target areas are not overlapped, or if there 
are no detection target areas, the processing for one input 
image ends and the next frame processing Starts. An average 
value of the Overlapped areas may be calculated and out 
putted. 

0218. With the learning method for the data to be used by 
the discriminator 14 in this embodiment, when generating a 
weak hypothesis, a filter having high performance can be 
Selected to generate a weak hypothesis without Searching all 
the filters to Select a filter having the highest discrimination 
performance, and the learning processing can be carried out 
at a high Speed without lowering the discrimination perfor 
mance of the weak hypothesis. 

0219 Moreover, in this embodiment, as the abort thresh 
old value is learned in advance, the detection processing can 
be aborted if it can be discriminated that a window image is 
obviously a non-target object, and therefore the processing 
in the detection proceSS can be carried out at a very high 
Speed. That is, in the detection process, the value acquired by 
multiplying the result of discrimination (estimation value) 
from the output value (feature quantity) of the filter by the 
reliability of the weak hypothesis used for discrimination is 
added to the previous evaluation value S, thus sequentially 
updating the evaluation value S. Every time the evaluation 
value S is updated, it is compared with the abort threshold 
value Rt to judge whether or not to continue calculation of 
the estimation value of the next weak hypothesis. If the 
evaluation value S is less than the abort threshold value, the 
calculation of the estimation value of the weak hypothesis is 
aborted and the processing shifts to the next window image. 
Therefore, redundant calculation can be omitted and real 
time high-Speed face detection can be carried out. For most 
window images, the probability of being a face image is 
lower and most window images are non-detection targets. 
Therefore, by aborting discrimination of the window images 
that are non-detection targets, it is possible to realize a very 
efficient discrimination process. 

0220. In the above-described non-patent reference 1, to 
realize high-Speed processing, plural classifiers, each of 
which includes plural weak hypotheses, are cascaded, and 
when discrimination by one classifier ends, Samples having 
low discrimination Scores are judged as non-faces and the 
processing is aborted at this point. Thus, high-Speed calcu 
lation is realized. In this case, Since the next classifier uses 
only the Samples handed over from the previous classifier, 
that is, the Samples having high discrimination Scores, for 
learning, the problem to be identified is gradually simplified. 

0221) On the other hand, in this embodiment, every time 
the value acquired by multiplying the estimation value from 
each filter output by the reliability, or the quantity of 
contribution or real function of the estimation value from the 
filter output, is added, the image is judged as a non-face, or 
the abort threshold value for judging whether or not to 
evaluate the next feature quantity is learned. On the basis of 
this, control to abort the processing is executed. Therefore, 
compared with the above-described non-patent reference 1, 
the image can be judged as a non-face by using evaluation 
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of estimation values of leSS weak hypotheses, and the 
processing in the detection process can be carried out at a 
high Speed. 

0222. In this embodiment, the abort threshold value for 
aborting the detection processing in the case where it can be 
judged that an image is obviously a non-detection target is 
introduced. However, an abort threshold value for aborting 
detection processing in the case where it can be judged that 
an image is obviously a detection target may be introduced, 
as described above. Alternatively, these two abort threshold 
values may be introduced at the same time. 
0223 (5) Facial Expression Recognition Apparatus 
0224. The facial expression recognition apparatus will 
now be described. The apparatus 20 including the face 
feature extracting unit 21 and the expression recognizing 
unit 22 shown in FIG. 4 identifies whether inputted face 
images have specific expressions or not by using Specific 
expression identifiers for which data have been learned by a 
method that will be described later, on the basis of a Gabor 
output calculated by a method that will be described later as 
a feature quantity, and thus classifies the inputted face 
images into Seven emotions or expressions. 
0225. By combining this facial expression recognition 
apparatus 20 with the above-described face detection appa 
ratus, it is possible to realize a facial expression recognition 
System that performs fully automatic facial expression rec 
ognition. This is different from the conventional technique in 
that the facial expression recognition is carried out very 
accurately and in real time. For example, in an experiment 
conducted by the inventors of this application, generaliza 
tion performance of 93% was achieved in the case of 7-way 
forced choice with respect to new learning Samples. 
0226 FIG. 15 is a functional block diagram showing the 
facial expression recognition apparatus 20. AS shown in 
FIG. 15, the facial expression recognition apparatus 20 has 
the face feature extracting unit 21 and the expression rec 
ognizing unit 22 for recognizing an expression from face 
features extracted by the face feature extracting unit 21. The 
expression recognizing unit 22 has expression identifiers 41 
to 417 (=expression identifiers 41x) for identifying whether 
provided data is a specific expression or not, and a expres 
Sion deciding unit 42 for deciding and outputting one 
expression on the basis of the result of identification from 
each expression identifier 41x. 
0227. The face feature extracting unit 21 extracts face 
features from a face image by using a Gabor filter, which is 
robust against a shift of the image. Therefore, processing 
Such as clear function detection or inner face feature align 
ment is not necessary as preprocessing. Since the prepro 
cessing is not required, the processing time can be largely 
Saved, which is important to real-time applications. 
0228. The expression identifiers 41 to 41, identify spe 
cific expressions of happiness, Sadness, Surprise, disgust, 
fear, anger, and neutral, as their respective identification 
targets, and each of them outputs a result of identification 
indicating whether a provided face has the Specific expres 
sion or not. Data for the expression identifiers 41x have been 
ensemble-learned by Support vector machines (SVMs) or by 
the above-described boosting Such as Adaboost. Alterna 
tively, by combining feature Selection based on Adaboost 
and feature integration based on SVMs, it is possible to learn 
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data So that the expression identifiers 41x can operate 
accurately and at a high Speed. 
0229. The expression deciding unit 42 receives, as its 
input, the result of discrimination by each expression iden 
tifier indicating whether a provided face has the Specific 
expression or not. The expression deciding unit 42 employs 
one of the expression identifiers that has the best result of 
discrimination and thus decides one expression. In the case 
where the expression identifiers 41x are constituted by 
SVMs, discrimination functions are calculated from Support 
vectors learned at the time of learning, and of these, the 
discrimination function of the largest value is outputted as 
the expression of the face image inputted from the face 
detection apparatus 10. In the case where the data for the 
expression identifiers 41x have been ensemble-learned by 
boosting or the like, an expression having the largest output 
(hereinafter referred to as discrimination evaluation value) 
Such as the Sum of products of outputs and reliability of 
weak hypotheses (value for taking weighted vote), the Sum 
of quantities of contribution, the Sum of real functions or the 
like, is outputted as the recognized expression. For example, 
weighted vote is not taken among the expression identifiers 
41x for which data have been learned by boosting, because 
two or more expressions may be detected at a time. Also in 
this case, an expression having the highest discrimination 
evaluation value can be outputted as the most likely result. 
0230. This facial expression recognition apparatus 20 
performs learning for and recognition at each expression 
identifier 41.x, using a rectangular face box outputted from 
the face detection apparatus 10, that is, the position and size 
of a window image judged as a face image. The method for 
learning data for the facial expression recognition apparatus 
20 will be described first, and then, the identification method 
by the facial expression recognition apparatus 20 will be 
described. 

0231 (6) Facial Expression Learning Method 
0232. In learning, first, face images are cut out from a 
provided image database, using the above-described face 
detection apparatus. Learning may also be carried out using 
prepared face images. Next, the face images are classified 
into emotion categories as expression recognition targets, 
for example, by a manual operation. In this embodiment, 
face images of a face image group are classified into the 
above-described Seven emotion categories, and labels cor 
responding to these categories are allocated the face images 
that have been cut out. Samples are generated, each of which 
is labeled with one of the expressions. In this embodiment, 
these samples are used as an expression database for expres 
Sion learning. The expression recognizing unit 22 generates 
(learns) one expression identifier 41x for each of the Seven 
expression categories. Now, the procedure for learning data 
for the expression identifier 41x related to one expression 
will be described. Actually, however, data is replaced and 
learning of data for the expression identifier 41x is repeated 
X=7 times in order to learn data for the Seven expression 
identifiers 41x corresponding to the Seven emotion catego 
ries, respectively. Although human faces are classified into 
Seven types of emotions in this embodiment, expressions to 
be recognized are not limited to the Seven types and data for 
expression identifiers corresponding to the number of nec 
essary expressions can be learned. 
0233 First, in this embodiment, to acquire feature quan 
tities for the expression identifiers 41x to identify each 
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expression, Gabor filtering for extracting face features from 
face images is carried out, for example, using 40 types of 
Gabor filter defined by eight directions and five frequencies. 
Gabor filter outputs differ, depending on not only the direc 
tion and frequency but also the pixel position to which the 
Gabor filters are applied. In this embodiment, Gabor filters 
are applied to, for example, an image of 48x48 pixels, and 
92160 Gabor outputs are acquired in total. 

0234. As the expression identifiers 41x, either SVMs or 
Adaboost learners are used. AS will be described later, it is 
possible to provide more efficient expression identifiers 41x 
by SVM-learning only the feature quantities of filters 
selected by Adaboost from the 92160 filters (features). 
0235 For each of the seven expression identifiers 41x 
prepared for identifying the predetermined expressions as 
recognition targets, a learning operation to output a result 
indicating whether a provided face has one expression that 
is an identification target (hereinafter referred to as specific 
expression) is carried out, and then, learning (or training) for 
the Seven expression identifiers 41x is carried out in order to 
discriminate each expression from the others. In this case, an 
emotion category is decided by Selecting an expression 
identifier 41x providing a maximum margin for data that is 
being learned now. 
0236. The learning for the expression recognizing unit 22 
is carried out by three methods. The first learning method is 
to learn data for SVMs that perform classification into the 
emotion categories on the basis of Gabor filter outputs. The 
Second learning method is to learn data for a final hypothesis 
(strong discriminator) for each emotion category, using 
Gabor filters as weak hypotheses, in accordance with the 
above-described Adaboost algorithm. The third learning 
method is to repeat the processing to Select a filter having 
high discrimination performance to generate a weak hypoth 
esis from all the Gabor filters by using a boosting technique, 
and then learn data for SVMs by using only the Gabor filters 
Selected as weak hypotheses. In this manner, the learning 
efficiency is improved, compared with the first and Second 
learning methods. Hereinafter, these three learning methods 
for expression identification will be described. 

0237 (6-1) First Learning Method 
0238 FIG. 16 is a flowchart showing the first learning 
method. In any method, the following operations (prepro 
cessing) of steps S31 to S33 are carried out on a face 
detection image. 

0239 First, learning samples labeled with an expression 
as a classification target are gathered (Step S31). AS 
described above, for example, face images detected by the 
face detection apparatus 10 shown in FIG. 4 are used. These 
face images are classified, for example, into face images 
judged as expressing "happiness” and faces images express 
ing the other emotions, for example, by a manual operation. 
A face image group including a group of target expression 
images representing the target eXpression and a group of 
non-target expression imageS representing the other expres 
Sions is thus prepared. 

0240 Next, since the detected face images have different 
sizes, each face image prepared as described above is 
resized, for example, to approximately 48x48 pixels (Step 
S32). Since Gabor filter outputs are robust against shifts of 
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images, the outputs of face detection can be used without 
performing particularly fine positioning. 
0241 Then, conversion to intensity signal representation 
is performed, using Gabor filters of eight directions and five 
scales. In this embodiment, all the 40 types of Gabor filters 
are applied to all the pixels to acquire filter outputs. The 
Gabor filters will be later described in detail. In this manner, 
40 types of vectors per pixel are provided, that is, Vectors of 
48x48 pixelsx8 directionsX5 scales=92160 dimensions, are 
provided per learning Sample. 
0242. In this embodiment, the three machine-learning 
methods can be employed, as described above. The first 
learning method is to learn on the basis of Support vector 
machines (SVMs). First, of the vectors preprocessed at steps 
S31 to S33, vectors belonging to the emotion category 
Selected as a learning target are regarded as positive data, 
and vectors belonging to the other emotion categories are 
regarded as negative data (Step S34). 
0243 Next, using the learning data set including the 
positive data and the negative data, Support vectors for 
identifying the positive data and the negative data are 
learned (step S35). 
0244 SVMs acquire provisional identification functions, 
using learning data Supplied from outside, that is, an expres 
Sion learning data Set including data representing labeled 
detection targets and non-detection targets (also referred to 
as teacher data or training data). In the identification, the 
results of face extraction from inputted face images by 
Gabor filtering are inputted to SVMs. As kernel functions for 
non-linearly extending linear identifiers as expression iden 
tifiers 41x by kernel trick, linear, polynomial, RBF kernels 
with Laplacian, and Gaussian basis functions can be used. 
The inventor of this application has confirmed that the best 
identification performance is achieved with linear and RBF 
kernels using Gaussian basis functions, as will be described 
later. 

0245) To improve identification performance, a bootstrap 
method can be employed. Images are picked up Separately 
from the images used for learning, and the picked-up images 
are used for boot Strap. This means that when the expression 
identifier 41x for which data has been learned outputs an 
erroneous recognition result, the input data can be put into 
the learning data Set and learning can be performed again. 
0246. As a result of this SVM learning, N supports 
vectors of 92160 dimensions, N coefficients O. of these 
Support vectors, and labels y of the Samples that have 
become Support vectors are acquired for each expression 
identifier 41x corresponding to each emotion category. 
These are Saved and will be used at the time of expression 
recognition, as will be described later. 
0247. In this embodiment, since data for the expression 
identifiers 41x corresponding to the Seven emotion catego 
ries are learned, as described above, learning with respect to 
all the emotions is performed for each expression. When 
learning with respect to all the emotions is completed (Step 
S36), the processing ends. 
0248 (6-2) Second Learning Method 
0249 FIG. 17 is a flowchart showing the second learning 
method for facial expression recognition. In FIG. 17, pre 
processing of Steps S41 to S43 is similar to the processing 
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of steps S31 to S33 shown in FIG. 16. That is, many face 
images (sample images) are gathered by the face detection 
apparatus 10 or the like, and they are classified into Seven 
expressions as identification targets. Then, all the Sample 
images are resized to the same size and Gabor filters are 
applied to all the pixels to acquire filter outputs. In short, a 
set of Gabor filter outputs defined by the direction, fre 
quency, and pixel position to which the filter is applied, is 
used as a learning model for acquiring the expression 
identifiers. 

0250 Data belonging to an emotion category selected as 
a learning target are regarded as positive data, and data 
belonging to the other emotion categories are regarded as 
negative data (step S44). Machine-learning is performed 
using this expression learning data Set. 
0251. In the second learning method, boosting is used for 
machine-learning. While machine-learning using Adaboost 
will described here, learning may also be performed by 
using the above-described Real Adaboost or Gentleboost. 
0252) In Adaboost, as weak hypotheses Sequentially gen 
erated at the time of learning, 48x48 pixelsx8 directionsX5 
Scales=92160 Gabor filter outputs acquired by preprocessing 
are used. That is, one of the 92160 Gabor filters is selected 
and a feature quantity (Gabor filter output) for outputting an 
estimation value indicating whether the data of the expres 
Sion learning data Set are of a discrimination target expres 
Sion or non-target expression is learned, thus generating a 
weak hypothesis. The reliability of the weak hypothesis is 
thus learned. This learning method can be basically similar 
to the learning method shown in FIG. 11. 
0253 First, similar to step S1 of FIG. 11, data weighting 
is initialized in accordance with the equation (4) So that the 
data weighting on each learning data of the expression 
learning data Set acquired at Step S44 as described above is 
evenly distributed (step S45). 
0254. In this embodiment, there are 92160 Gabor filters, 
that is, 92160 filters that can be selected as weak hypotheses. 
Thus, one of the 92160 Gabor filters is selected to generate 
a weak hypothesis (step S46). 
0255 Then, similar to steps S3 and S5, a weighted error 
rate e is calculated in accordance with the equations (5) and 
(6), and reliability a is calculated on the basis of the 
weighted error rate. On the basis of the reliability a, the data 
weighting on each learning data of the expression learning 
data Set is updated in accordance with the equation (7) (Step 
S47). As the processing of steps S46 and S47 is repeated a 
necessary number of times, a necessary number of weak 
hypotheses are generated. Then, learning is continued until 
a final hypothesis formed by plural learned weak hypotheses 
perfectly Separates the positive data and the negative data of 
the expression learning data Set and the gap between them 
becomes larger than a predetermined quantity with respect 
to the size of distribution of these data (step S48). As 
described above, there are 92.160 Gabor filter outputs. For 
example, by learning Several hundred weak hypotheses, it is 
possible to classify the learning Samples into positive data 
and negative data. 
0256 In the above-described learning process shown in 
FIG. 11, the abort threshold value is calculated in order to 
realize high-Speed processing in discrimination. Also in this 
method, an abort threshold value for aborting the identifi 
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cation processing on the basis of a judgment that a provided 
expression is obviously not the Specific expression of the 
identification target, or an abort threshold value for aborting 
the identification processing on the basis of a judgment that 
a provided expression is obviously the Specific expression of 
the identification target, may be learned in advance and used 
for realizing high-Speed processing in identification. 
0257 Now, the weak hypothesis generation method of 
Step S46 will be described. In generating a weak hypothesis, 
a filter that minimizes the weighted error rate acquired from 
data weighting on each learning data of the expression 
learning data Set at that time is Selected, and a feature 
quantity (in the case of Adaboost, a value to be a discrimi 
nation threshold value) for discriminating whether the data 
of the data Set is of the Specific expression or not is learned. 
0258 As described above,92160 Gabor filter outputs are 
acquired for each learning Sample. With respect to positive 
data p of i learning Samples, the j-th Gabor filter output, of 
all the Gabor filter outputs J (in this embodiment, J=92160), 
is represented by pij. With respect to negative data in of the 
i learning samples, the j-th Gabor filter of the 92.160 Gabor 
filter outputS is represented by nij. 
0259 First, histograms are formed by multiplying each 
the positive data p and the negative data in of the j-th Gabor 
filter output by data weighting Di of Adaboost. FIG. 18 is a 
graph showing the histograms. That is, in FIG. 18, the 
horizontal axis represents the j-th Gabor filter output, and the 
vertical axis represents the number of positive data p or 
negative data in in the j-th Gabor filter output. In FIG. 18, a 
Solid line shows a histogram P of the positive data p and a 
broken line shows a histogram N of the negative data n. 
0260 Next, identification of the positive data p or the 
negative data n is carried out using a Search value th for 
searching for a threshold value Th. The sum of weighted 
count values of the positive data p at and above the Search 
value this represented by pl, and the Sum of weighted count 
values of the positive data p below the search value this 
represented by ps. The Sum of weighted count Values of the 
negative data in at and above the Search value this repre 
Sented by nil, and the Sum of weighted count values of the 
negative data n below the Search value this represented by 
ns. Using these values pl, ps, nil, nS and the Search value th, 
the identification error e can be calculated by the following 
equation (18). 

T,) = ir pS + ni pl+ns (18) 
ei (T,) = mi ps + pl+ns + nil pS + pl+ns + nil 

ir pS + ni pS + ni = min - , 1 - pS + pl+ nS + ni pS + pl+ nS + ni 

0261 Specifically, the search value this shifted in the 
direction of the horizontal axis represented by the j-th Gabor 
filter output, and the Search value th that minimizes the error 
e is found. This search value th that minimizes the errore is 
used as the threshold value Th() of this Gabor filter output. 
AS shown in the upper part of the equation (18), error ej(th) 
is the Smaller one of the correct answer rate ((ps+nl)/(ps-- 
pl+ns+nl)) and the incorrect answer rate ((pl+ns)/(pS+pl+ 
ins+nl)) of all the answers. However, as shown in the lower 
part of the equation (18), when the Search value th is 
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changed, the Sum pl of weighted count values of the positive 
data of correct answers and the Sumns of weighted count 
values of negative data of correct answers increase or 
decrease by the amount of the shifted search value th. 
Therefore, all pland nS need not be counted for each Search 
value th, and the processing can be carried out at a high 
Speed. 

0262 In this manner, the error ej(Th) is calculated for all 
the J Gabor filter outputs, and one weak hypothesis that 
provides the least error ej(Th) is employed. This error ej (Th) 
is the error rate of the weak hypothesis. 
0263. The weak hypothesis generation method shown in 
FIG. 12 may be applied, for example, to a case where face 
images used for learning have a very large number of pixels, 
requiring many filters. Specifically, filters are Selected a 
predetermined rate from all the selectable filters, and of the 
Selected filters, one or plural high-performance filters having 
high discrimination performance are Selected. Then, new 
filters are generated by adding a predetermined modification 
to the high-performance filters. Of the high-performance 
filters and the new filters, a filter having the best discrimi 
nation performance, that is, a filter that minimizes the 
above-described error ej(Th), is selected to generate a weak 
hypothesis. In this case, the new filters can be generated, for 
example, by changing the frequencies and directions of the 
filters Selected as high-performance filters or by shifting the 
pixel position by one. 

0264. It is also possible to select filters from all the 
Selectable filters at a predetermined rate, generate new filters 
from the selected filters, and select one filter having the best 
discrimination performance from the Selected filters and new 
filters So as to generate a weak hypothesis. 
0265 Using the error ej (Th) of the weak hypothesis 
Selected in this manner on the basis of the Adaboost learning 
method, the reliability of the weak hypothesis is calculated 
as described at Step S47, and the data weighting Di on 
learning data i is updated in accordance with the correct 
answer or incorrect answer of the weak hypothesis. This 
processing is repeated. 

0266) Next, when the expression identifier 41x based on 
the Sum of Tweak hypotheses acquired as described above 
is applied to the learning Samples, if the positive data and the 
negative data are separated with a Sufficient margin, learning 
is aborted at this point (step S48). The expression identifier 
41x is adapted for discriminating whether a provided expres 
Sion is an identification target expression or non-target 
expression on the basis of the result of multiplication and 
addition of the outputs of the T weak hypotheses and their 
reliability. At the time of identification, which will be 
described later, unlike the above-described face detection, 
each expression identifier 41x outputs a Sum value acquired 
by Sequentially adding the products of outputs and reliability 
of the weak hypotheses, instead of taking a weighted vote 
from the sum value of the products of outputs and reliability 
of the weak hypotheses. Thus, for example, when the 
outputs of two expression identifiers 41x show positive 
values, the expression deciding unit 42 can employ the result 
of the expression identifier 41x with a larger Sum value and 
output it as the result of identification. If the positive data 
and the negative data cannot be separated Sufficiently, the 
processing goes back to Step S46 and a new weak hypothesis 
is generated. In this embodiment, a final hypothesis can be 
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provided by Selecting approximately /200 of all the Gabor 
filters (92160 Gabor filters) to generate weak hypotheses. 
0267 As a result of the above-described learning, the 
directions and Scales of the Selected weak hypotheses, that 
is, the Gabor filters, the information about image position 
(pixel position), the output values of the filters (feature 
quantities), and the reliability a of the weak hypotheses are 
acquired. These are Saved and will be used for recognition, 
which will be described later. 

0268 (6-3) Third Learning Method 
0269. The identifiers for which data are learned by the 

first learning method using SVMs have non-linearity based 
on kernels and therefore have excellent performance. How 
ever, it is necessary to calculate, for example, vectors of 
92160 dimensions and the calculation time for discrimina 
tion may be longer than in the case of the expression 
identifiers 41x for which data is learned by boosting of the 
Second learning method. Thus, in the third learning method, 
in order to reduce the calculation time for discrimination, 
SVM learning (hereinafter also referred to as AdaSVM) is 
performed using only the feature quantities (Gabor filters) 
employed in Adaboost learning. 
0270. In this third learning method, first, a data set is 
prepared which includes weighted Specific expression face 
image data representing a Specific expression and weighted 
non-specific face image data representing expressions dif 
ferent from the expression shown by the Specific expression 
face image, and from plural Gabor filters, a Gabor filter 
having a minimum error rate in discriminating the Specific 
expression face image data and the non-specific expression 
face image data is Selected as a first weak hypothesis. Then, 
reliability of this first weak hypothesis with respect to the 
data Set is calculated, and the weighting on the Specific 
expression face image data and the non-specific expression 
face image data is updated on the basis of the reliability. 
0271 Next, of the plural Gabor filters, a Gabor filter 
having a minimum error rate in discriminating the Specific 
expression face image data and the non-specific expression 
face image data with the updated weighting is Selected as a 
Second weak hypothesis. 
0272. In this manner, support vectors are learned by 
SVMs to which feature quantities of the specific expression 
face image data and the non-specific expression face image 
data extracted by at least the Gabor filters selected as the first 
weak hypothesis and the Second weak hypothesis, and a 
hypothesis (expression identifier) for discriminating the spe 
cific expression face image data and the non-specific expres 
Sion face image data is generated. This third learning method 
will now be described in detail. 

0273 FIG. 19 is a flowchart showing the third learning 
method for face expression recognition. In FIG. 19, prepro 
cessing of steps S51 to S53 is similar to the processing of 
steps S31 to S33 shown in FIG. 16. 
0274 Then, data belonging to an emotion category 
Selected as a learning target are regarded as positive data, 
and data belonging to the other emotion categories are 
regarded as negative data (Step S54). Machine-learning is 
carried out using this expression learning data Set. 
0275 First, Adaboost learning is executed (step S55). 
The processing of this step S55 is similar to the processing 
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of steps S45 to S48 of the above-described second method. 
That is, first, as weak hypotheses are Sequentially generated, 
combinations of frequencies and directions of Gabor filters 
and pixel positions in the Sample image are Sequentially 
learned. At this step S55, for example, approximately 538 
filters are selected from all the Gabor filter outputs (92160 
Gabor filter outputs), that is, approximately /200 of the filters 
is Selected, until a final hypothesis is acquired. In this 
manner, in Adaboost, if approximately /200 of the 92.160 
filters is Selected to generated weak hypotheses, an identifier 
for identifying whether a provided expression is the target 
expression or non-target expression can be generated. At this 
step S55, when the negative data and the positive data of the 
learning data Set are perfectly Separated and the gap between 
them becomes larger than a predetermined quantity with 
respect to the size of distribution of these data, learning is 
Stopped. 

0276 Next, SVM learning is carried out using only the 
outputs of the Gabor filters employed for weak hypotheses 
generated by boosting learning of Step S55. First, using only 
the Gabor filters employed for weak hypotheses in Ada 
boost, each learning face image labeled with a predeter 
mined expression is filtered to extract face features. There 
fore, while support vectors must be learned from the 92160 
dimensional vectors in the first learning method, in this third 
learning method, Support vectors are learned from, for 
example, 538-dimensional ectors, which is approximately 
/200 of the 92160-dimensional vectors. That is, SVM learn 
ing is carried out using the 538-dimensional vectors as new 
learning data. This enables high-Speed calculation both in 
learning and in identification. AS boosting is combined with 
SVMs for learning, generalization performance improves. 

0277 As a result of learning, the directions and scales of 
the Gabor filters employed for generated weak hypotheses, 
and information about pixel positions, are acquired. If the 
number of weak hypotheses is T, Support vectors of T-di 
mensional Gabor filter outputs, their coefficients a, and 
labels y of the corresponding learning Samples are Saved and 
will be used in recognition, which will be described later. 

0278 Gabor filtering and SVMs will now be described in 
detail. 

0279 (6-4) Gabor Filtering 
0280. It is already known that human visual cells include 
cells having Selectivity with respect to Specific orientations. 
These cells are cells that respond to Vertical lines and cells 
that respond to horizontal lines. Similarly, Gabor filtering is 
based on a Spatial filter formed by plural filters having 
orientation Selectivity. 

0281. A Gabor filter is spatially represented by a Gabor 
function. A Gabor function g(x,y) is constituted by a carrier 
S(x,y) consisting of a cosine component and an envelope 
wr(x,y) in the form of two-dimensional Gaussian distribu 
tion, as expressed by the following equation (19) 

0282. The carrier s(x,y) is expressed as in the following 
equation (20), using complex numbers. In this equation, the 
coordinate value (u0, v0) represents the Spatial frequency 
and P represents the phase of the cosine component. 
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0283) The carrier s(x,y) shown in the equation (20) can be 
split into a real component Re(S(x,y)) and an imaginary 
component Im(S(x,y)), as expressed by the following equa 
tion (21). 

Re(S(x, y)) = cos(27(to y + voy) + P) (21) 
{ Im(S(x, y)) = sin(27(uto-X + voy) + P) 

0284. On the other hand, the envelope of two-dimen 
Sional Gaussian distribution is expressed by the following 
equation (22). 

0285) In this equation, the coordinate value (x0,y0) rep 
resents the peak of this function, and constants a and b are 
Scale parameters of Gaussian distribution. The Subscript r 
indicates a rotating operation as expressed by the following 
equation (23). 

0286 Therefore, a Gabor filter is expressed as a spatial 
function as shown in the following equation (24) based on 
the equations (20) and (22). 

(i(2J (ux+uy)+P)) (24) 

0287. The face feature extracting unit 21 of this embodi 
ment carries out face extraction processing using 40 Gabor 
filters in total in eight directions and five Spatial frequencies. 
FIGS. 20A and 20B show models in the spatial domain of 
Gabor filters used in this embodiment. FIG. 20A shows 
examples of Gabor filters of different frequency compo 
nents. FIG. 20B shows eight directions of the Gabor filters. 
The density in FIGS. 20A and 20B corresponds to a 
component in the direction of the coordinate axis orthogonal 
to the sheet. 

0288 The response of a Gabor filter is expressed by the 
following equation (25), where Gi represents the i-th Gabor 
filter, Ji represents the result of the i-th Gabor filter (Gabor 
Jet) and I represents the input image. Actually, the equation 
(25) can be calculated at a high speed by using fast Fourier 
transform. 

0289 That is, for example, when a learning sample 
including 48x48 pixels is used, 48x48=2304 outputs are 
acquired as Gabor Jets Ji from the i-th Gabor filter. 
0290. To examine the performance of the prepared Gabor 

filter, the image acquired by filtering is reconstructed. The 
reconstructed image H is expressed by the following equa 
tion (26). 

(26) 
H(x, y) = X aidi (x, y) 
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0291. Then, an error E of the reconstructed image H with 
respect to the input image I is expressed by the following 
equation (27). 

0292. As an optimum parameter a that minimizes this 
error E is found, the H image can be reconstructed and the 
performance of the Gabor filter can be examined. 
0293 (6–5) Support Vector Machines 
0294 SVMs will now be described. SVMs are consid 
ered to have the highest learning generalization performance 
in the field of pattern recognition. Using SVMs, whether a 
facial expression is a certain expression or not is identified. 
0295) SVMs are described, for example, in B. Sholkopf, 
C. Burges, A. Smola, “Advance in Kernel Methods Support 
Vector Learning.” The MIT Press, 1999. The result of the 
preliminary experiment conducted by the inventors shows 
that the recognition method using SVMs provides better 
results than principal component analysis (PCA) and tech 
niques using neural networkS. 
0296. The SVM technique is a technique of classifying a 
provided data Set into two classes, as expressed by the 
following equation (28). In this case, if a data set belongs to 
class A, y is 1. If a data Set belongs to class B, y is -1. It is 
assumed that a sample x belongs to a set R(N) of N-dimen 
Sional real vectors. 

0297 SVMs are learners using linear identifiers (percep 
trons) for the identification function f and can be extended 
to a non-linear Space by using kernel functions. In learning 
the identification function, a maximum margin for class 
Separation is taken and its Solution is acquired by Solving a 
quadratic mathematical planning problem. Therefore, it can 
be theoretically guaranteed that a global Solution can be 
reached. 

0298 Normally, the problem of pattern recognition is to 
find the identification function f of the following equation 
(29) with respect to test samples X=(x1, x2, ... xn). 

(29) 

0299 parameter w; weighting of linear identifier 
0300 parameter b: bias term 
0301 w: weighting vector 
0302) A set of points satisfying f(x)=0 of this identifier 
(i.e., identification plane) is a (d-1)-dimensional hyperplane 
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L. As shown in FIG. 21, an identification plane for identi 
fying class A indicated by O and class B indicated by O in 
an SVM is the hyperplane L passing the middle between 
class A and class B. 

0303) The class labels (teacher labels) of learning 
samples (vector x) for SVMs are expressed by the following 
equation (30) 

0304 Since the parameters w and b have redundancy, if 
a restriction that wXX+b (where w and X are vectors) of the 
equation (29) is 1 is added to a Sample that is closest to the 
hyperplane, face pattern recognition in SVMs can be con 
sidered to be a problem of minimizing the Square of the 
weighting element w under the restricting condition 
expressed by the following formula (31). 

0305 The problem with such a restriction can be solved 
by using the Lagrange's undefined constant method. That is, 
the Lagrange's expressed by the following equation (32) is 
first introduced. 

0306 Next, each of b and w is partially differentiated, as 
expressed by the following equation (33). 

to (33) 
b TT 

0307 As a result, face pattern identification in SVMs can 
be considered to be a quadratic planning problem expressed 
by the following formula (34). 

(34) 1 T 

mix 20; - 5200 yiyiv, V. 
i=1 i.j=l 

0308 restricting condition: C20, XCy=0 

0309. In the case where the number of dimensions in the 
feature Space is less than the number of Samples, a Slack 
variable 520 is introduced in order to relax the restricting 
condition, and the restricting condition is changed as 
expressed in the following formula (35). 

0310 For optimization, the objective function of the 
following formula (36) is minimized. 
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1 (36) 
2 

5|wl + c). 8; 

0311. In the formula (36), C is a coefficient designating 
the extent to which the restricting condition should be 
relaxed and its value must be decided experimentally. The 
problem related to the Lagrange's constant a is changed as 
expressed by the following formula (37). 

(37) 

0312) 

0313 However, the formula (37) itself cannot solve the 
non-linear problem. Thus, in this embodiment, a kernel 
function K is introduced to carrying out mapping in a 
high-dimensional space (kernel trick) and linear separation 
is carried out in that Space. Therefore, it is equivalent to 
non-linear Separation in the original Space. 

restricting condition: 0s CSC, XCy=0 

0314. The kernel function is expressed by the following 
equation (38) using a certain map d. 

K(x, y)=d(x)d(y) 

0315) The identification function f of the equation (29) 
can also be expressed by the following equation (39). 

(38) 

0316 Moreover, learning can be considered to be the 
quadratic planning problem expressed by the following 
formula (40). 

1 
maxX a; - 5 X. aidiyily K(xi, Xi) 

i=1 i.j=l 

(40) 

0317 restricting condition: Osos C, XCy=0 9. iyi 

0318. As the objective function si minimized under the 
restricting condition expressed by the formula (40), the 
identification function f of the equation (29) can be calcu 
lated as expressed by the following equation (41). 

(41) 
f(x) = sex, aiyi K(x, y) + 

i=1 
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-continued 

0319 AS exemplary kernel functions, for example, poly 
nomial kernel, Sigmoid kernel, and Gaussian kernel (RBF or 
radius basic function) expressed by the following equations 
(42) to (44) can be used. 

K(x, y) = (x : y + 1)P (42) 

K(x, y) = tanh(axy +b) (43) 

(44) 

0320 (7) Facial Expression Recognition Method 
0321) The facial expression recognition method will now 
be described. As described above, the learning methods for 
the expression recognizing unit 22 includes the first method 
of SVM-learning Gabor filter outputs for each expression 
identifier 41x constituting the expression recognizing unit 
22, the second method of learning Gabor filter outputs by 
boosting, and the third method of Selecting Some of all the 
Gabor filters by boosting and SVM-learning their outputs. 
Recognition methods in the expression recognizing unit 22 
acquired by these three learning methods will be described 
hereinafter as first to third recognition methods. 
0322 (7-1) First Recognition Method (Gabor Filter with 
SVM) 
0323 First, the first recognition method will be 
described. An input image from an image pickup unit Such 
as a camera is inputted to the face detection apparatuS 10 
shown in FIG. 4 and a face image is detected by the 
above-described method. When a face is found in the input 
image, the image at the position of the face is cut out and 
inputted to the facial expression recognition apparatus 20. 

0324) Next, as in the case of learning, the face image is 
resized to 48x48 pixels. The resized face image is Supplied 
to the face feature extracting unit 21, and 92160-dimen 
Sional Gabor filter outputs are generated by using Gabor 
filters. The Gabor filter outputs are supplied to the expres 
Sion recognizing unit 22. The expression recognizing unit 22 
is adapted for classifying face images into Seven expressions 
and has the expression identifiers 41x corresponding to the 
Seven expressions to be identified, respectively. The Gabor 
filter outputs are inputted to the Seven expression identifiers 
41x and each expression identifier 41x identifies whether the 
expression of the face is a Specific expression as an identi 
fication target or an expression different from the Specific 
expression. 

0325 Discrimination function outputs are acquired with 
respect to the Seven expression identifiers 41x based on 
SVM learning. Each of the expression identifiers 41x has 
acquired N Support vectors, N coefficients C. and labels y of 
the individual Support vectors from learning, and finds the 
result of recognition from the identification function of the 
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equation (39) using the Gaussian kernel function of the 
equation (44). In this operation, 92160-dimensional kernel 
function calculation is carried out N times. Then, the expres 
sion deciding unit 42 shown in FIG. 15 outputs an expres 
Sion that is the identification target of the expression iden 
tifier 41x having the largest value of the identification results 
(discrimination function outputs) of the Seven expression 
identifiers 41x, as the result of judgment of the facial 
expression recognition apparatus 20. 

0326 (7-2) Second Recognition Method (Gabor Filter 
with Adaboost) 
0327 Next, the second recognition method will be 
described. AS in the first recognition method, a face image 
detected and cut out by the face detection apparatus 10 is 
inputted and this face image is resized to 48x48 pixels. 
Then, discrimination function outputs are acquired with 
respect to the Seven expression identifiers 41x based on 
Adaboost learning of the above-described Second learning 
method. The discrimination function H is expressed by the 
following equation (45). 

0328. In accordance with a Gabor filter selected by 
Adaboost learning, a weak hypothesis that outputs ht in the 
equation (45) is decided. That is, the equation (23) is 
determined in accordance with the direction of the Selected 
Gabor filter, and the Scale parameter of the equation (22) is 
decided from the Scale of the selected Gabor filter. A Gabor 
kernel is thus acquired. 

0329. The result of application of this Gabor kernel to an 
image around a selected pixel (Gabor filter output) is dis 
criminated by using the threshold value Th calculated in 
learning. The result of discrimination from which its sign 
(Sgn) has been removed is the output ht of the weak 
hypothesis. This output is multiplied by the reliability a of 
the weak hypothesis decided in learning, and the result is 
added. This calculation is carried out for all the weak 
hypotheses to acquire outputs of discrimination functions H 
(Sum value for taking weighted vote). Then, the expression 
deciding unit 42 shown in FIG. 15 outputs the largest one of 
the outputs of discrimination functions H of the seven 
expression identifiers 41x, as the expression of the input face 
image. The discrimination function H may discriminate 
whether the expression of the input face is the expression 
regarded as the identification target by the expression iden 
tifier 41x in accordance with weighted vote (with respect to 
whether the sign of the equation (45) is positive or negative) 
acquired in each expression identifier 41x. However, for 
example, in the case of identifying plural expressions by 
plural expression identifiers 41.x, two or more expression 
identifiers 41x can identify expressions Simultaneously. That 
is, the outputs of discrimination functions H in two or more 
expression identifiers 41x can be positive. In Such a case, the 
expression of the larger output value of discrimination 
function H, which is the Sum value of multiplied and added 
weighting, is used as the result of recognition. 
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0330 (7-3) Third Recognition Method (Gabor Filter with 
Adaboost and SVM) 
0331 Next, the third recognition method will be 
described. AS in the first recognition method, a face image 
detected and cut out by the face detection apparatus 10 is 
inputted and this face image is resized to 48x48 pixels. 
Then, discrimination function outputs are acquired with 
respect to the Seven expression identifiers 41x based on the 
learning of the above-described third learning method (here 
inafter referred to as AdaSVM). 
0332 First, using a Gabor filter selected by AdaSVM 
learning, vectors of dimensions corresponding to the number 
of filters employed for weak hypotheses generated by Ada 
boost learning are generated from the input image. That is, 
the Gabor filter acquired in accordance with the equations 
(22) and (23) for one of the scale and direction selected by 
the above-described Adaboost learning is applied to an 
image around a Selected pixel Selected by the Same learning, 
and one filter output is thus acquired. This operation is 
repeated a number of times corresponding to the number of 
filters, thus generating input vectors corresponding to the 
number of filters. 

0333. Then, using the Support vectors of the filter outputs, 
their coefficients and labels, acquired by SVM learning of 
AdaSVM learning, the input vectors are substituted into the 
equations (44) and (39) to acquire discrimination function 
outputs f. Then, the expression deciding unit 42 outputs an 
expression of the largest one of the outputs of discrimination 
functions H of the seven expression identifiers 41.x, as the 
expression of the input face. 

0334 Since Such a facial expression recognition appara 
tuS 20 uses Gabor filters robust against Shifts of images, it 
can carry out expression recognition without performing 
processing Such as positioning of the result of face detection 
and can recognize a facial expression at a high Speed. 

0335). As identification can be made by SVMs using 
Gabor filter outputs as feature quantities, Seven expressions 
can be accurately identified. Similarly, as expressions are 
identified by using plural weak hypotheses generated by 
boosting using Gabor filter outputs as feature quantities, 
recognition can be carried out at a higher speed. 

0336 Moreover, if only a filter selected in learning based 
on Adaboost learning using Gabor filter outputs as feature 
quantities is used, and expression identification is carried out 
by SVMs with vectors of reduced dimensions, arithmetic 
processing in learning and recognition can be reduced and 
high-speed processing can be realized. If Adaboost and 
SVMs are combined for learning, generalization errors can 
be reduced further and generalization performance can be 
improved. 

0337. Furthermore, while learning and identification are 
carried out with face imageS rescaled 48x48 pixels in this 
embodiment, increase in resolution enables further improve 
ment in performance. 

0338 By combining this face recognition with the above 
described face detection apparatus 10, it is possible to detect 
faces in real time from inputted dynamic images or the like 
and to recognize the expressions of the detected face images. 
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0339 (8). Other Embodiments 
0340. The facial expression recognition system in this 
embodiment can cut out face areas from input images in real 
time and classify facial expressions. Therefore, if this facial 
expression recognition System is provided on a robot appa 
ratus of various purposes Such as entertainment and nursing, 
real-time interaction between humans and the robot appa 
ratus is possible. The robot apparatus, equipped with this 
facial expression recognition System, can recognize facial 
expressions of users and thus can carry out new emotional 
expressions to the users. Moreover, if Such a facial expres 
Sion recognition System is interlocked with an apparatus 
having an animation generation and display function, the 
apparatus can recognize facial expressions of humans and 
display animations responding to the facial expressions. 
0341 Such a robot apparatus or animation generation 
apparatus can understand facial expressions of users and 
show certain responses in accordance with the facial expres 
Sions of the users. For example, when the user's expression 
of “happiness” is recognized, the robot apparatus can simi 
larly shows the expression of “happiness” or the animation 
apparatus can display an animation representing the expres 
sion of “happiness”. When the user's expression of "sad 
ness” is recognized, the apparatus can react to cheer up the 
USC. 

0342. In this manner, the facial expression recognition 
System in this embodiment can automatically recognize 
facial expressions and can be easily used on the basis facial 
expressions as action measurement criteria. AS detailed 
analysis of dynamic changes of faces is made possible, 
which was impossible in the conventional technique, it has 
Significant effects on basic research. A computer System 
having Such capability can be broadly used in various fields 
of basic and applied research Such as man-machine com 
munications, Security, law enforcement, psychiatry, educa 
tion, and telecommunications. 
0343 (9) Robot Apparatus 
0344) A specific example of the robot apparatus equipped 
with the above-described facial expression recognition SyS 
tem will now be described. In this embodiment, a two 
legged walking robot apparatus is described as an example. 
However, the System can be applied not only to a two-legged 
walking robot apparatus but also a four-legged, wheeled or 
otherwise movable robot apparatus. 
0345 This humanoid robot apparatus is a practical robot 
that assists human activities in living environment and 
various situations of daily life. It is an entertainment robot 
that can act in accordance with its internal State (anger, 
sadness, joy, pleasure, etc.) and can also exhibit basic actions 
of humans. It is adapted for exhibiting actions in accordance 
with facial expressions of users recognized by the above 
described facial expression recognition System. FIG.22 is a 
perspective view showing an outlook of the robot apparatus 
in this embodiment. 

0346. As shown in FIG. 22, a robot apparatus 101 is 
constructed by connecting a head unit 103, left and right arm 
units 104R, L, and left and right leg units 105R, L to 
predetermined positions on a trunk unit 102. (R and L are 
Suffixes representing right and left, respectively. These Suf 
fixes will be similarly used hereinafter.) FIG. 23 schemati 
cally shows a joint degree-of-freedom Structure of the robot 
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apparatus 101. The neck joint supporting the head unit 103 
has three degrees of freedom based on a neck joint yaw shaft 
111, a neck joint pitch shaft 112 and a neck joint roll shaft 
113. 

0347 Each of the arm units 104R, L forming the upper 
limbs has a shoulder joint pitch shaft 117, a shoulder joint 
roll shaft 118, an upper arm yaw shaft 119, an elbow joint 
pitch shaft 120, a forearm yaw shaft 121, a wrist joint pitch 
shaft 122, a wrist joint roll shaft 123, and a hand part 124. 
The hand part 124 is actually a multi-joint multi-degree of 
freedom Structure including plural fingers. However, Since 
the operations of the hand part 124 provide less contribution 
to or effects on attitude control or walking control of the 
robot apparatuS 101, to Simplify the explanation, the hand 
part 124 is assumed to have Zero degree of freedom in this 
Specification. Therefore, each arm has Seven degrees of 
freedom. 

0348 The trunk unit 102 has three degrees of freedom 
based on a trunk pitch shaft 114, a trunk roll shaft 115 and 
a trunk yaw shaft 116. 
0349 Each of the leg units 105R, L forming the lower 
limbs has a hip joint yaw shaft 125, a hip joint pitch shaft 
126, a hip joint roll shaft 127, a knee joint pitch shaft 128, 
an ankle joint pitch shaft 129, an ankle joint roll shaft 130, 
and a foot part 131. In this specification, the point of 
intersection between the hip joint pitch shaft 126 and the hip 
joint roll shaft 127 defines the position of the hip joint of the 
robot apparatus 101. The human foot part 131 is actually a 
Structure including a multi-joint multi-degree of freedom 
sole. However, in this specification, the sole of the robot 
apparatuS 101 is assumed to have Zero degrees of freedom 
in order to Simplify the explanation. Therefore, each leg has 
Six degrees of freedom. 
0350. To summarize the above-described structure, the 
robot apparatus 101 has 3+7x2+3+6x2=32 degrees of free 
dom in total. However, the robot apparatus for entertainment 
is not necessarily limited to the 32 degrees of freedom. In 
accordance with restrictions in design and production and 
required specifications, the number of degrees of freedom, 
that is, the number of joints, can be increased or decreased 
appropriately. 
0351. The degrees of freedom of the robot apparatus 101 
as described above are actually provided by using an actua 
tor. Since elimination of unwanted bulges on the appearance, 
formation of a shape close to the natural shape of a human 
body, and attitude control of the two-legged unstable Struc 
ture are demanded, it is preferred that the actuator is 
Small-sized and light-weight. 
0352. In such a robot apparatus, a control system for 
controlling the operations of the whole robot apparatus is 
provided in the trunk unit 102 or the like. FIG. 24 is a 
Schematic view showing the control System Structure of the 
robot apparatus 101. As shown in FIG. 24, the control 
system includes a thought control module 300 for dynami 
cally responding to user inputs or the like and controlling 
judgment of emotions and expression of emotions, and an 
action control module 400 for controlling general coordina 
tion of the robot apparatuS 101 Such as driving of actuators 
450. 

0353. The thought control module 300 includes a central 
processing unit (CPU) 311 for executing arithmetic process 



US 2005/0102246 A1 

ing related to judgment and expression of emotions, a 
random access memory (RAM) 312, a read-only memory 
(ROM)313, and an external storage device (hard disk drive 
or the like) 314. The thought control module 300 is an 
independently driven information processing device capable 
of performing Self-complete processing within the module. 
0354) This thought control module 300 decides the cur 
rent emotion and will of the robot apparatus 101 in accor 
dance with external Stimulations Such as image data inputted 
from an image input device 351 and audio data inputted 
from an audio input device 352. That is, it can recognize a 
user's facial expression from inputted image data and reflect 
this information on the emotion and will of the robot 
apparatuS 101 So as to exhibit an action corresponding to the 
user's facial expression, as described above. The image 
input device 351 has, for example, plural CCD (charge 
coupled device) cameras. The audio input device 352 has, 
for example, plural microphones. 
0355 The thought control module 300 issues commands 
to the action control module 400 to execute operation or 
action Sequences based on the decision of the will, that is, 
movement of the four limbs. 

0356. The action control module 400 includes a CPU 411 
for controlling general coordination of the robot apparatus 
101, a RAM 412, a ROM 413, and an external storage device 
(hard disk drive or the like) 414. The action control module 
400 is an independently driven information processing 
device capable of performing Self-complete processing 
within the module. In the external storage device 414, for 
example, walking patterns calculated off-line, target ZMP 
orbit, and other action plans can be Stored. 
0357 Various devices such as actuators 450 for realizing 
the degrees of freedom of the joints dispersed in the whole 
body of the robot apparatus 101 shown in FIG. 23, a 
distance measuring Sensor (not shown) for measuring the 
distance from a target object, an attitude Sensor 451 for 
measuring the attitude and inclination of the trunk unit 102, 
grounding confirmation Sensors 452, 453 for detecting take 
off or landing of the left and right Soles, load Sensors 
provided on the soles 131, and a power control device 454 
for controlling the power Supply Such as a battery, are 
connected to the action control module 400 via a bus 
interface (I/F) 401. The attitude sensor 451 is formed, for 
example, by a combination of an acceleration Sensor and a 
gyro Sensor. Each of the grounding confirmation Sensors 
452, 453 is formed by a proximity sensor, micro switch or 
the like. 

0358. The thought control module 300 and the action 
control module 400 are constructed on a common platform 
and are interconnected via bus interfaces 301, 401. 
0359. In the action control module 400, the actuators 450 
control general coordination of the body in order to exhibit 
an action designated by the thought control module 300. 
Specifically, the CPU 411 takes out an operation pattern 
corresponding to the action designated by the thought con 
trol module 300 from the external storage device 414, or 
internally generates an operation pattern. Then, the CPU 411 
sets foot movement, ZMP orbit, trunk movement, upper 
limb movement, horizontal position and height of waist and 
the like in accordance with the designated operation pattern, 
and transferS a command value designating an operation 
corresponding to these Settings to each actuator 450. 
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0360. The CPU 411 also detects the attitude and inclina 
tion of the trunk unit 102 of the robot apparatus 101 from an 
output signal of the attitude sensor 451 and detects whether 
the leg units 105R, L are in an idling State or Standing State 
from output Signals of the grounding confirmation Sensors 
452, 453. The CPU 411 thus can adaptively control general 
coordination of the robot apparatus 101. Moreover, the CPU 
411 controls the attitude and operation of the robot apparatus 
101 so that the ZMP position constantly moves toward the 
center of a ZMP stable area. 

0361 The action control module 400 sends the process 
ing State, that is, the extent to which the action correspond 
ing to the will decided by the thought control module 300 
was exhibited, to the thought control module 300. In this 
manner, the robot apparatuS 101 can judge the States of itself 
and its Surroundings on the basis of the control program and 
can act autonomously. 

0362 For such a robot apparatus, a human interface 
technique is required that enables the robot apparatus to 
respond within a predetermined time period in a dynami 
cally changing work environment. AS the above-described 
face detection and facial expression recognition techniques 
are applied to the robot apparatuS 101 according to this 
embodiment, the robot apparatus 101 can identify the facial 
expressions of users in the Surroundings (owner, his/her 
friends, or authorized user) and control reactions based on 
the result of recognition (that is, in accordance with the 
users). Therefore, a high entertainment property can be 
realized. 

0363 This invention is not limited to the above-described 
embodiment and various changes and modifications can be 
made without departing from the Scope of this invention. 
One or more arbitrary processing of the above-described 
learning processing, face detection processing, facial 
expression learning processing and facial expression recog 
nition processing in the above-described face detection 
apparatus may be realized by hardware or by causing an 
arithmetic unit (CPU) to execute computer programs. In the 
case of using computer programs, the programs recorded on 
a recording medium can be provided or the programs can be 
provided by transmission via the Internet or other transmis 
Sion media. 

(10) EXAMPLE 
0364. Now, an example of the facial expression recogni 
tion system described in the above-described embodiment 
will be described in detail with reference to the results of 
actual experiment in the facial expression recognition Sys 
tem. 

0365 (10-1) Face Detection 
0366 (10-1-1) Training Data 
0367 First, the inventors of this application used Cohn 
and Kanade's DFAT-504 data set (T. Kanade, J. F. Cohn, and 
Y. Tian, Comprehensive database for facial expression 
analysis. In Proceedings of the 4" international conference 
on automatic face and gesture recognition (FG'00), pages 
46-53, Grenoble, France, 2000), as learning samples for the 
facial expression recognition System. The face detection 
apparatus was trained and tested (evaluated) on this data Set. 
The data Set consists of 100 university Students ranging in 
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age from 18 to 30 years. 65% were female, 15% were 
African-American, and 3% were Asian or Latino. 

03.68 Videos were recorded in analog S-Video using a 
camera located directly in front of the Subject. Subjects were 
instructed by an experimenter to perform a Series of 23 facial 
expressions. Subjects began and ended each display with a 
neutral face. Before performing each display, an experi 
menter described and modeled the desired display. 
0369. Of the face images thus acquired, image Sequences 
from neutral to target display were digitized into 640x480 
pixel arrays with 8-bit precision for grayScale values. 

0370. In this example, 313 sequences were selected form 
the data Set. The only Selection criterion was that a Sequence 
should be labeled as one of the six basic emotions (basic 
expressions), that is, anger, hatred, fear, happiness, Sadness, 
and Surprise. The Sequences came from 90 Subjects, with one 
to six emotions per Subject. The first and last frames (neutral 
and peak) were used as training images and for testing 
generalization to new Subjects, for a total of 625 data. The 
trained classifiers were later applied to the entire Sequence. 

0371 (10-1-2) Location of Faces 
0372 The face detection apparatus can scan all possible 
24x24 pixel patches (windows) in the image and classify 
each as face or non-face in real time. In order to detect face 
images of arbitrary sizes, the Scale of the patches in the input 
image are converted using a Scale factor of 1.2. In the case 
where the detected patches have a significant overlap, these 
patches are averaged together as a detection window. The 
learning method for the face detection apparatus of this 
example will now be described. 

0373 First, the face detection apparatus was trained on 
5000 face image samples (face patches) and 10000 non-face 
image samples (non-face patches) from about 8000 images 
collected from the web. 

0374. In a 24x24 pixel patch, there are over 160,000 
possible filters, as described above. In this example, a Subset 
(filter group) of 2 to 200 filters was selected from these 
160,000 filters. Since the integral images shown in FIG. 5 
are used for calculation of the filters, high-Speed calculation 
of rectangular boxes can be carried out. 
0375 To improve the calculation efficiency further, the 
filters were selected by the method described in the above 
described embodiment. Specifically, 5% of all the possible 
filters were randomly Selected, and one filter having the best 
face discrimination performance that minimizes the 
weighted classification error on the Sample was Selected. 
Then, a filter made by shifting the selected filter by two 
pixels in each direction, a filter made by Scaling the Selected 
filter, and filters made by reflecting each shifted and Scaled 
filter horizontally about the center (vertical bisector) of the 
image and Superimposing it on the original, were generated. 
Of the selected filter and the newly generated filters, one 
filter with the best performance that minimizes the weighted 
classification error on the Sample was Selected, and the 
Single-filter classifier was thus trained as a weak classifier 
(or “weak learner”) for face discrimination. 
0376. This can be thought of as a single-generation 
genetic algorithm. Using this, a filter of equivalent perfor 
mance can be Selected much faster than exhaustively Search 
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ing for the best classifier among all 160,000 possible filter 
and their reflection-based equivalents. 
0377 Using the selected classifier as the weak learner for 
boosting, the weights on the data were adjusted according to 
its performance on each data using the Adaboost rule. 
0378. This feature selection process was repeated with 
the new weights, and the entire boosting procedure was 
continued until the "strong classifier” (i.e., the combined 
classifier using all the weak learners for that stage) could 
achieve a minimum desired performance rate on a data Set. 
0379 Finally, after training each strong classifier, a boot 
Strap round was performed (Kah Kay Sung and Tomaso 
Poggio, Example based learning for view-based human face 
detection, IEEE Trans. Pattern Anal. Mach. Intelligence, 20: 
3951, 1998). 
0380. In this boot-strap round, the whole apparatus up to 
that point was Scanned acroSS a database of non-face images, 
and false alarms (images on which discrimination was 
incorrect) were collected and used as the non-faces for 
training the Subsequent Strong classifier in the Sequence. 
0381 While Adaboost is used in the feature selection 
algorithm in the conventional example 1, which requires 
binary classifiers, an experiment was conducted in this 
example using "Gentleboost' to output real functions as 
outputs of weak discriminators as described in the above 
described embodiment (J. Friedman, T. Hastie, and R. 
Tibshirani, Additive logistic regression: A Statistical view of 
boosting, ANNALS OF STATISTICS, 28(2): 337-374, 
2000). FIGS. 25A and 26A show the first two filters 
Selected by the apparatus that learns in accordance with 
Gentleboost. FIGS. 25B and 26B show real-valued outputs 
(or tuning curves) of the weak learners on all the samples 
acquired by these filter, that is, on the average face. 
0382 On the tuning curves, a large value on the vertical 
axis indicates a face and a Small value indicates a non-face. 
The first tuning curve shown in FIG.25B shows that a white 
rectangular box over a black horizontal region (rectangular 
box) in the center of the window is evidence of a face, and 
for non-face otherwise. That is, a value acquired by Sub 
tracting the Sum of brightness values in the lower black 
rectangular box from the Sum of brightness values in the 
upper white rectangular box is the filter output, and an image 
on which the filter output is negative is a face image. 
0383) The second tuning curve shown in FIG. 26B shows 
bimodal distribution. Both the left and right rectangle fea 
tures are the results of Subtraction of the Sum of brightness 
values in the outer rectangular box from the Sum of bright 
neSS values in the inner rectangular box. 
0384 Both rectangle features 34A, 34B show that the 

filter output is positive, for example, for black hair, and 
negative for white hair. An image on which there is no 
change in brightness value across the rectangular boxes (the 
filter output is close to Zero) in the rectangle features 34A, 
34B, is a non-face. 

0385 Moreover, the inventors of this application discov 
ered a method for eliminating the cascade of classifiers as in 
the conventional example 1. That is, the output results of the 
weak discriminators are Sequentially judged and whether or 
not to continue the processing is decided. This is the 
technique of judging whether the output of each Single weak 
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discriminator is less than the abort threshold value or not 
after the output of each weak discriminator is made, and 
Stopping discrimination (feature test) in the next weak 
discriminator if the output is less than the abort threshold 
value, as described above. As a result of preliminary testing 
conducted by the inventors of this application, the Speed was 
dramatically improved with no loSS of accuracy over the 
current apparatuS. 

0386 The strong classifiers early in the sequence (the 
combined classifiers using all the weak classifiers for that 
Stage) need very few features to achieve good performance. 
For example, the first Stage can reject 60% of the non-faces, 
using only two features and using only 20 Simple operations 
or about 60 microprocessor instructions. Therefore, the 
average number of features that need to be judged for each 
window is very Small, making the overall processing in the 
apparatus very fast. The face detection apparatus of this 
example can achieve very high Speed as well as very high 
accuracy. 

0387. In the face detection apparatus in this example, 
performance on a Standard, public data Set for benchmarking 
a frontal face detection apparatus such as the CMU-MIT 
data Set was comparable to the above-described conven 
tional example 1. While the data set used for this example 
contains wide variability in the images due to illumination, 
occlusions, and differences in image quality, the perfor 
mance was much more accurate on the data Set used for 
learning in this example, because the faces were frontal, 
focused and well lit, with Simple background. All faces were 
detected for this data Set. 

0388 (10-2) Facial Expression Recognition 
0389 (10-2-1) Preprocessing 
0390 Next, the automatically located faces were rescaled 
to 48x48 pixels. A comparison was also made at double 
resolution (faces rescaled to 96x96 pixels). The typical 
distance between the centers of the eyes was roughly 24 
pixels. These rescaled images were converted into a Gabor 
magnitude representation, using a bank of Gabor filters at 
eight orientations and five spatial frequencies (4:16 pixels 
per cycle at /2 octave steps). 
0391 (10-2-2) Facial Expression Classification 
0392 Facial expression classification was based on Sup 
port vector machines (SVMs). SVMs are suited to this task 
because the high dimensionality of the Gabor representation 
does not affect training time for kernel classifiers (facial 
expression identifiers). The facial expression classifiers per 
formed a 7-way forced choice between the following emo 
tion categories: happiness, Sadness, Surprise, disgust, fear, 
anger, and neutral. 
0393. The classification was performed in two stages. 
First, Support vector machines performed binary decision 
tasks. Seven SVMs were trained to discriminate each emo 
tion from everything else. The emotion category decision 
was then implemented by choosing the classifier that pro 
Vided maximum margin for the data of the detection target 
expression. AS linear, polynomial, and RBF kernels with 
Laplacian and Gaussian basis functions were explored, 
linear and RBF kernels employing a unit-width Gaussian 
performed best. The examples using linear and RBF kernels 
will now be described. 
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0394. The inventors of this application compared expres 
Sion recognition performance using the output of the above 
described automatic face detection apparatus, with expres 
Sion recognition performance on images with explicit 
feature alignment using hand-labeled features. For the 
manually aligned face images, the faces were rotated So that 
the eyes were horizontal and then warped So that the eyes 
and mouth were aligned in each face. 
0395 Generalization to novel subjects was tested using 
leave-one-Sample-out croSS validation. The results are given 
in the following Table 1. These results are on 96x96 pixel 
Samples. 

TABLE 1. 

SVM Automatic Manually aligned 

Linear kernels 84.8 85.3 
RBF kernels 87.5 87.6 

0396 As shown in Table 1, there was no significant 
difference between expression recognition performance on 
the automatically detected faces and expression recognition 
performance on the manually aligned faces (z=0.25, p=0.4). 
0397) (10-3) Comparison of SVMs and Adaboost 
0398 Next, performance of the emotion classifier 
(expression identifier) that performs expression recognition 
based on SVMs was compared with performance of an 
emotion classifier using Adaboost. 

0399. The Adaboost emotion classifier used Gabor filter 
outputs. There were 48x48x40=92160 possible features. A 
Subset of these filters was Selected using Adaboost. On each 
training (learning) round of repetitive processing, the thresh 
old value and Scale parameter of each filter were optimized 
and the feature (Gabor filter) that provided the best perfor 
mance on the boosted data weight distribution was Selected. 
0400. In evaluation at the time of learning, since Ada 
boost is significantly slower to train than SVMs, “leave 
one-Subject-out” cross validation (hereinafter referred to as 
leave-one-sample-out method) was not carried out. Instead, 
the learning Samples were separated randomly into ten 
groups of roughly equal size and “leave-one-group-out” 
cross validation (hereinafter referred to as leave-one-group 
out method) was carried out. 
04.01. In the leave-one-sample-out method, all the 
Samples except for one are used for learning and the 
excluded one Sample is used for learning evaluation, and this 
is performed for the number of Samples. In the leave-one 
group-out method, all the Samples except for one group of 
Samples are used for learning and the excluded one group is 
used for learning evaluation, and this is performed for the 
number of groups. 

0402. In Adaboost, training for each emotion classifier 
continued until the distributions for the positive and negative 
Samples were completely separated by a gap proportional to 
the widths of the two distributions. The total number of 
filters selected using this procedure was 538. 
0403 FIG.27A is a graph showing output of one expres 
sion classifier during Adaboost training. FIG. 27B is a graph 
showing generalization error as a function of the number of 
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features Selected by Adaboost. Response to each of training 
data is shown as a function of the number of features in 
accordance with improvement in Skill of the classifier. 
Stopping criteria for Adaboost training can be thus found. 
The generalization error did not increase with "overtrain 

ss Ing. 

04.04 This apparatus calculated the output of Gabor 
filters less efficiently because the convolutions were done in 
pixel Space rather than Fourier Space, but the use of 200 
times fewer Gabor filters nevertheless enabled Sufficient 
expression identification and thus realized a Substantially 
high speed. The following Table 2 shows comparison of 
performance of Adaboost, SVMs, and AdaSVMs (48x48 
images). As shown in Table 2, the generalization perfor 
mance of Adaboost was 85.0%, which was comparable to 
linear SVM performance on the leave-one-group-out testing 
paradigm, but Adaboost was Substantially faster, as shown in 
the following Table 3. Table 3 shows the result of processing 
time and memory considerations. 
04.05 Adaboost provides an added value of choosing 
which features (filters) are most informative to test at each 
round of repetitive learning for weak discriminators. FIG. 
28 shows the first five Gabor filters (Gabor features) selected 
for each emotion. That is, FIG. 28 shows the output results 
of the first five filters with their frequencies and orientations 
Sequentially Selected in accordance with the Adaboost algo 
rithm, for each of the expression identifiers corresponding to 
anger, disgust, fear, happiness, Sadness, and Surprise. 
0406. In FIG. 28, white dots indicate pixel positions of 
all the Gabor featured selected by learning. Below the face 
image of each expression, a linear combination of the real 
part of the first five Adaboost features selected for that 
expression is shown. 
04.07 FIG. 29 is a graph showing wavelength distribu 
tion of the featured selected by Adaboost, With respect to the 
five frequencies used for the Gabor filters. In FIG. 29, the 
Selected Gabor features show no preference for direction, 
but the wavelengths of the highest frequencies are Selected 
more often. 

0408 (10-4) AdaSVMs 
04.09 Moreover, the inventors of this application used a 
combination approach (AdaSVMs), in which the Gabor 
features Selected by Adaboost were used as a reduced 
representation for training SVMs. This AdaSVMs outper 
formed Adaboost by 3.8 percent points. This was a statisti 
cally significant difference (Z=1.99, p=0.02). AdaSVMs out 
performed SVMs by an average of 2.7 percent points 
(Z=1.55, p=0.06). 
0410. As shown in FIG. 29, as the inventors of this 
application examined the frequency distribution of the 
Gabor filters Selected by Adaboost, it became apparent that 
Gabor filters of higher spatial frequency and images of 
higher resolution images could potentially improve perfor 
mance of the emotion classifiers. Doubling the resolution of 
images to 96x96 pixels and increasing the number of Gabor 
wavelengths from 5 to 9 so that they spanned 2:32 pixels in 
/2 octave Steps, improved performance of the nonlinear 
AdaSVMs to 93.3%. As the resolution increased, the speed 
benefit of AdaSVMs became even more apparent. At the 
highest resolution, the full Gabor representation increased 
by a factor of 7, whereas the number of Gabor filters selected 
by Adaboost only increased by a factor of 1.75. 
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TABLE 2 

Leave-group- Leave-subject 
Out Out 

Adaboost SVM SVM AdaSVM 

Linear 85.O 84.8 86.2 88.8 
RBF 86.9 88.0 90.7 

0411 

TABLE 3 

SVM AdaSVM 

Linear RBF Adaboost Linear RBF 

Time t t 90 t O.O1 t O.O1 t O.O125 t 
Time t' t 90 t O.16t O.16t O.2 t 
Memory 90 m 3 m 3 m. 3.3 m. 

0412. In Table 3, time t' includes the extra time to 
calculate the outputs of the 538 Gabor filters in pixel space 
for Adaboost and AdaSVMs, rather than the full FFT 
employed by the SVMs. 

0413 (10-5) Real-Time Emotion Mirroring 
0414. Although each individual image inputted to the 
emotion classifier is separately processed and classified, the 
output of the apparatus for a Sequence of Video frames 
changes smoothly as a function of time. FIGS.30A and 30B 
show two test sequences for one learning Sample (sample 
32). FIG. 30A shows the output result of the emotion 
classifier that identifies the emotion of “anger'. FIG. 30B 
shows the output result of the emotion classifier that iden 
tifies the emotion of “disgust'. As shown in FIGS. 30A and 
30B, the neutral output decreases and the output for the 
relevant emotion increases as a function of time. This 
provides a potentially valuable representation to code facial 
expressions in real time. 

0415) To demonstrate the potential effect of real-time 
coding of facial expressions, the inventors of this application 
developed a real-time “emotion mirror” device. The emotion 
mirror device is adapted for displaying a 3D character in real 
time that mimics the emotional expression of a perSon. 

0416 FIG. 31 shows exemplary outputs of the emotion 
mirror device utilizing the facial expression recognition 
System according to the example of this invention. The 
animated character on the right Side mirrors the facial 
expression of the user. 

0417. The emotion mirror device comprises a face detec 
tor, an emotion classifier, and an animation generator. The 
face detector detects a face image of the user and Sends it to 
the emotion classifier. The emotion classifier in this example 
employed the linear AdaSVM. The outputs of the emotion 
classifier that classifies emotions into Seven categories con 
stitute a 7-D emotion code. This emotion code was sent to 
the animation generator. The animation generator is a Soft 
ware tool for displaying 3D computer animated character 
images in real time. The 7-D emotion code gave a weighted 
combination of morph targets for each emotion. 
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0418. The inventors of this application also demon 
strated, at NIPS 2002, a prototype of the emotion mirror 
device that recognized the emotion of the user and 
responded in an engaging Way. 
0419 With this device, the present system can be incor 
porated into robotic and computer applications in which it is 
important to engage the user at an emotional level and have 
the computer recognize and adapt to the emotions of the 
USC. 

0420. The use of the present system is currently consid 
ered at homes, Schools and in laboratory environments. For 
example, at Schools, the System can be used as an automated 
tutoring System adapted to the emotional and cognitive State 
of the Student. Moreover, automatic face tracking and 
expression analysis are getting integrated into automatic 
animated tutoring Systems. Such automated tutoring Systems 
may be more effective if they adapt to the emotional and 
cognitive State of the Student, like real teachers do. Face 
detection and expression recognition may make robot appa 
ratuses more attractive to users. This System also provides a 
method for measuring the goodness of interaction between 
humans and robots. The inventors of this application mea 
Sured the response of the user during interaction with the 
robot apparatus, using the automatic expression recognition 
system of this example. Whether or not the expression 
recognition function enhances user enjoyment with the robot 
apparatus can be thus evaluated. 
0421. The expression recognition System in this example 
can perform user-independent and fully automatic coding of 
expressions. At least for applications in which frontal views 
are assumed, it enables real-time recognition of facial 
expressions with the existing computer power. The problem 
of classification into Seven basic expressions can be Solved 
with high accuracy by a simple linear System, using outputs 
of a bank of Gabor filters filtered from face images by 
preprocessing. The use of SVMs for this identification 
enables highly accurate classification. The results of this 
example are consistent with those reported by Padgett and 
Cottrell on a smaller data set (C. Padgett and G. Cottrell, 
Representing face images for emotion classification. In M. 
Mozer, M. Jordan, and T Petsche, editors, Advances in 
Neural Information Processing Systems, volume 9, Cam 
bridge, Mass., 1997, MIT Press). For example, a conven 
tional system described in M. Lyons, J. Budynek, A. Plante, 
and S. Akamatsu, Classifying facial attributes using a 2d 
gabor wavelet representation and discriminant analysis, In 
Proceedings of the 4" international conference on automatic 
face and gesture recognition, pages 202-207, 2000, 
employed discriminant analysis (LDA) to classify facial 
expressions from Gabor representations. 
0422. On the other hand, the inventors of this application 
tried SVMs for facial expression classification. While LDA 
is optimal when the class distributions are Gaussian, SVMs 
may be more effective when the class distributions are not 
Gaussian. 

0423 Good performance results were obtained for 
directly processing the output of an automatic face detection 
apparatus without the need for explicit detection and regis 
tration of facial features. Emotion identification perfor 
mance of a nonlinear SVM on the output of the automatic 
face detection apparatus was almost identical to emotion 
identification performance on the same Set of faces using 
explicit feature alignment with hand-labeled features. 
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0424. Using Adaboost to perform feature selection 
greatly speeded up the application. Moreover, SVMs that 
were trained using features Selected by Adaboost showed 
improved classification performance over Adaboost. 
0425 While the invention has been described in accor 
dance with certain preferred embodiments thereof illustrated 
in the accompanying drawings and described in the above 
description in detail, it should be understood by those 
ordinarily skilled in the art that the invention is not limited 
to those embodiments, but various modifications, alternative 
constructions or equivalents can be implemented without 
departing from the Scope and Spirit of the present invention 
as Set forth and defined by the appended claims. 
What is claimed is: 

1. A weak hypothesis generation apparatus for generating 
a weak hypothesis for estimating whether provided data is a 
detection target or not by using a data Set including plural 
learning Samples, each of which has been labeled as a 
detection target or non-detection target, the weak hypothesis 
generation apparatus comprising: 

a Selection unit for Selecting a part of plural hypotheses 
and Selecting one or plural weak hypotheses having 
higher estimation performance than others with respect 
to the data Set of the Selected part of the hypotheses, as 
high-performance weak hypotheses, 

a new weak hypothesis generation unit for generating one 
or more new weak hypotheses formed by adding a 
predetermined modification to the high-performance 
weak hypotheses, as new weak hypotheses, and 

a weak hypothesis Selection unit for Selecting one weak 
hypothesis having the highest estimation performance 
with respect to the data Set, from the high-performance 
weak hypotheses and the new weak hypotheses. 

2. The weak hypothesis generation apparatus as claimed 
in claim 1, wherein the new weak hypothesis generation unit 
generates new weak hypotheses from the high-performance 
weak hypotheses on the basis of Statistical characteristics of 
the detection target. 

3. The weak hypothesis generation apparatus as claimed 
in claim 1, wherein the learning Samples are images, 

the weak hypotheses are adapted for extracting features 
from a predetermined area in a provided image and 
estimating whether the provided image is a detection 
target or not, on the basis of the extracted features, and 

the new weak hypothesis generation unit generates the 
new weak hypotheses for extracting the features from 
a new area shifted from the predetermined area in the 
high-performance weak hypotheses by a predetermined 
quantity. 

4. The weak hypothesis generation apparatus as claimed 
in claim 1, wherein the learning Samples are images, 

the weak hypotheses are adapted for extracting features 
from a predetermined area in a provided image and 
estimating whether the provided image is a detection 
target or not, on the basis of the extracted features, and 

the new weak hypothesis generation unit generates the 
new weak hypotheses for extracting the features from 
a new area acquired by converting the Scale of the 
predetermined area in the high-performance weak 
hypotheses to a predetermined size. 
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5. The weak hypothesis generation apparatus as claimed 
in claim 1, wherein the learning Samples are images, 

the weak hypotheses are adapted for extracting features 
from a predetermined area in a provided image and 
estimating whether the provided image is a detection 
target or not, on the basis of the extracted features, and 

the new weak hypothesis generation unit generates the 
new weak hypotheses for extracting the features from 
a new area acquired by converting the predetermined 
area in the high-performance weak hypotheses utilizing 
Symmetry of the detection target and/or the new area 
and the predetermined area before the conversion. 

6. The weak hypothesis generation apparatus as claimed 
in claim 1, wherein data weighting is Set for each learning 
Sample of the data Set, and 

estimation performance with respect to the data Set is 
calculated on the basis of the data weighting Set for 
each learning Sample of the data Set. 

7. The weak hypothesis generation apparatus as claimed 
in claim 6, further comprising a data weighting update unit 
for updating the data weighting of each of the learning 
Samples on the basis of the estimation performance with 
respect to the data Set, of the weak hypothesis Selected by the 
weak hypothesis Selection unit. 

8. The weak hypothesis generation apparatus as claimed 
in claim 7, wherein every time the data weighting is updated 
by the data weighting update unit, processing to generate a 
weak hypothesis by selecting one of the plural weak hypoth 
esis is repeated. 

9. The weak hypothesis generation apparatus as claimed 
in claim 7, wherein the data weighting update unit updates 
the data weighting in Such a manner that the data weighting 
of a learning Sample on which the estimation value outputted 
by the weak hypothesis is incorrect becomes relatively 
larger than the data weighting of a learning Sample on which 
the estimation value is correct. 

10. The weak hypothesis generation apparatus as claimed 
in claim 7, wherein the weak hypothesis deterministically 
outputs a result of estimation with respect to provided data. 

11. The weak hypothesis generation apparatus as claimed 
in claim 7, wherein the weak hypothesis probabilistically 
outputs a result of estimation with respect to provided data. 

12. The weak hypothesis generation apparatus as claimed 
in claim 6, wherein the data Set includes a variable density 
image representing the detection target and a variable den 
sity image representing the non-detection target, and 

the weak hypothesis estimates whether a variable density 
image provided as an input is a detection target or not 
on the basis of the difference between the Sum of 
brightness values in one or plural rectangular boxes and 
the Sum of brightness values in the other rectangular 
boxes in a group of two or more rectangular boxes 
contained in the variable density image. 

13. A weak hypothesis generation method for generating 
a weak hypothesis for estimating whether provided data is a 
detection target or not by using a data Set including plural 
learning Samples, each of which has been labeled as a 
detection target or non-detection target, the weak hypothesis 
generation method comprising: 

a Selection Step of Selecting a part of plural hypotheses 
and Selecting one or plural weak hypotheses having 
higher estimation performance than others with respect 
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to the data Set of the Selected part of the hypotheses, as 
high-performance weak hypotheses, 

a new weak hypothesis generation Step of generating one 
or more new weak hypotheses formed by adding a 
predetermined modification to the high-performance 
weak hypotheses, as new weak hypotheses, and 

a weak hypothesis Selection Step of Selecting one weak 
hypothesis having the highest estimation performance 
with respect to the data Set, from the high-performance 
weak hypotheses and the new weak hypotheses. 

14. A weak hypothesis generation apparatus for generat 
ing a weak hypothesis for estimating whether provided data 
is a detection target or not by using a data Set including 
plural learning Samples each of which has been labeled as a 
detection target or non-detection target, the weak hypothesis 
generation apparatus comprising: 

a Selection unit for Selecting a part of plural weak hypoth 
eSeS, 

a new weak hypothesis generation unit for generating one 
or more new weak hypotheses formed by adding a 
predetermined modification to the part of the weak 
hypotheses Selected by the Selection unit, as new weak 
hypotheses, and 

a weak hypothesis Selection unit for Selecting one weak 
hypothesis having the highest estimation performance 
with respect to the data set, from the part of the weak 
hypotheses Selected by the Selection unit and the new 
weak hypotheses. 

15. A weak hypothesis generation method for generating 
a weak hypothesis for estimating whether provided data is a 
detection target or not by using a data Set including plural 
learning Samples each of which has been labeled as a 
detection target or non-detection target, the weak hypothesis 
generation method comprising: 

a Selection Step of Selecting a part of plural weak hypoth 
eSeS, 

a new weak hypothesis generation Step of generating one 
or more new weak hypotheses formed by adding a 
predetermined modification to the part of the weak 
hypotheses Selected at the Selection Step, as new weak 
hypotheses, and 

a weak hypothesis Selection Step of Selecting one weak 
hypothesis having the highest estimation performance 
with respect to the data Set, from the part of the weak 
hypotheses Selected at the Selection Step and the new 
weak hypotheses. 

16. A learning apparatus for learning data to be used by a 
detection apparatus, the detection apparatus being adapted 
for judging whether provided data is a detection target or not 
by using a data Set including plural learning Samples each of 
which has data weighting Set thereon and has been labeled 
as a detection target or non-detection target, the learning 
apparatus comprising: 

a weak hypothesis generation unit for generating a weak 
hypothesis for estimating whether provided data is a 
detection target or not; 

a reliability calculation unit for calculating reliability of 
the weak hypothesis on the basis of the result of 
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estimation of the weak hypothesis generated by the 
weak hypothesis generation unit with respect to the 
data Set, and 

a data weighting update unit for updating the data weight 
ing in Such a manner that the data weighting of a 
learning Sample on which estimation by the weak 
hypothesis generated by the weak hypothesis genera 
tion unit is incorrect becomes relatively larger than the 
data weighting of a learning Sample on which estima 
tion is correct; 

wherein the weak hypothesis generation unit a Selection 
unit for Selecting a part of plural weak hypotheses and 
Selecting one or plural weak hypotheses having higher 
estimation performance with respect to the data Set 
from the Selected part of the weak hypotheses, as 
high-performance weak hypotheses, a new weak 
hypothesis generation unit for generating one or more 
new weak hypotheses by adding a predetermined modi 
fication to the high-performance weak hypotheses, and 
a weak hypothesis Selection unit for Selecting one weak 
hypothesis having the highest estimation performance 
with respect to the data Set from the high-performance 
weak hypotheses and the new weak hypotheses, the 
weak hypothesis generation unit repeating processing 
to generate a weak hypothesis every time the data 
weighting is updated by the data weighting update unit. 

17. A learning apparatus for learning data to be used by a 
detection apparatus, the detection apparatus being adapted 
for judging whether provided data is a detection target or not 
by using a data Set including plural learning Samples each of 
which has been labeled as a detection target or non-detection 
target, the learning apparatus comprising: 

a weak hypothesis Selection unit for repeating processing 
to Select one weak hypothesis from plural weak hypoth 
eSeS for estimating whether provided data is a detection 
target or not, 

reliability calculation unit for, every time a weak 
hypothesis is Selected by the weak hypothesis Selection 
unit, calculating reliability of the weak hypothesis on 
the basis of the result of estimation of the selected weak 
hypothesis with respect to the data Set, and 

a threshold value learning unit for calculating and adding 
the product of the result of estimation of the weak 
hypothesis with respect to the data Set and the reliabil 
ity of the weak hypothesis every time a weak hypoth 
esis is Selected by the weak hypothesis Selection unit, 
and learning an abort threshold value for aborting the 
processing by the detection apparatus to judge whether 
the provided data is a detection target or not on the 
basis of the result of the addition. 

18. The learning apparatus as claimed in claim 17, further 
comprising a data weighting update unit for, every time the 
weak hypothesis is Selected, updating the data weighting in 
Such a manner that the data weighting of a learning Sample 
on which estimation by the Selected weak hypothesis is 
incorrect becomes relatively larger than the data weighting 
of a learning Sample on which estimation is correct, and 

the weak hypothesis Selection unit repeats processing to 
Select the weak hypothesis every time the data weight 
ing is updated. 

35 
May 12, 2005 

19. The learning apparatus as claimed in claim 17, 
wherein the threshold value learning unit learns the abort 
threshold value on the basis of the result of addition of the 
product of the result of estimation of the weak hypothesis 
with respect to positive data labeled as the detection target, 
of the data Set, and the reliability of the weak hypothesis, 
calculated and added every time a weak hypothesis is 
Selected by the weak hypothesis Selection unit. 

20. The learning apparatus as claimed in claim 19, 
wherein the threshold value learning unit Stores a Smaller 
one of a minimum value of the result of addition with respect 
to the positive data and a discrimination boundary value, as 
the abort threshold value, every time the weak hypothesis is 
Selected. 

21. The learning apparatus as claimed in claim 17, 
wherein the threshold value learning unit learns the abort 
threshold value on the basis of the result of addition of the 
product of the result of estimation of the weak hypothesis 
with respect to negative data labeled as the non-detection 
target, of the data Set, and the reliability of the weak 
hypothesis, calculated and added every time a weak hypoth 
esis is Selected by the weak hypothesis Selection unit. 

22. The learning apparatus as claimed in claim 21, 
wherein the threshold value learning unit Stores a larger one 
of a maximum value of the result of calculation with respect 
to the negative data and a discrimination boundary value, as 
the abort threshold value, every time the weak hypothesis is 
Selected. 

23. A learning method for learning data to be used by a 
detection apparatus, the detection apparatus being adapted 
for judging whether provided data is a detection target or not 
by using a data Set including plural learning Samples each of 
which has been labeled as a detection target or non-detection 
target, the learning method comprising: 

a weak hypothesis Selection Step of repeating processing 
to Select one weak hypothesis from plural weak hypoth 
eSeS for estimating whether provided data is a detection 
target or not, 

a reliability calculation Step of, every time a weak hypoth 
esis is Selected at the weak hypothesis Selection Step, 
calculating reliability of the weak hypothesis on the 
basis of the result of estimation of the selected weak 
hypothesis with respect to the data Set, and 

a threshold value learning Step of calculating and adding 
the product of the result of estimation of the weak 
hypothesis with respect to the data Set and the reliabil 
ity of the weak hypothesis every time a weak hypoth 
esis is Selected at the weak hypothesis Selection Step, 
and learning an abort threshold value for aborting the 
processing by the detection apparatus to judge whether 
the provided data is a detection target or not on the 
basis of the result of the addition. 

24. A detection apparatus for detecting a detection target 
by discriminating whether provided data is a detection target 
or not, the detection apparatus comprising: 

an estimation result output unit including plural weak 
hypotheses, and 

a discrimination unit for discriminating whether the pro 
vided data is a detection target or not on the basis of the 
result of output of the estimation result output unit; 

wherein the estimation result output unit estimates and 
outputs whether the provided data is a detection target 
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or not for each weak hypothesis on the basis of a feature 
quantity that has been learned in advance, and 

the discrimination unit has an abort unit for adding the 
product of the result of estimation of a weak hypothesis 
and reliability that has been learned in advance on the 
basis of estimation performance of the weak hypoth 
esis, every time one hypothesis outputs the result of 
estimation, and deciding whether or not to abort pro 
cessing by the estimation result output unit on the basis 
of the result of the addition. 

25. The detection apparatus as claimed in claim 24, 
wherein the weak hypotheses are Sequentially generated by 
ensemble learning using a data Set including plural learning 
Samples labeled as a detection target or non-detection target, 

the estimation result output unit outputs the result of 
estimation in order of the generation of the plural weak 
hypotheses, 

the abort unit decides whether or not to abort estimation 
processing by the next weak hypothesis on the basis of 
the result of comparison between the result of addition 
and an abort threshold value, every time one weak 
hypothesis outputs the result of estimation, and 

the abort threshold value is learned in advance on the 
basis of the result of addition of the product of the result 
of estimation with respect to the data Set by the weak 
hypotheses Sequentially generated by ensemble learn 
ing and reliability of the weak hypotheses every time a 
weak hypothesis is generated. 

26. The detection apparatus as claimed in claim 25, 
wherein the abort threshold value is a smaller value of a 
minimum value of the result of addition acquired from the 
result of estimation with respect to positive data labeled as 
the detection target, of the data Set, and a discrimination 
boundary value, and 

the abort unit aborts processing by the estimation result 
output unit when the result of addition is Smaller than 
the abort threshold value. 

27. The detection apparatus as claimed in claim 25, 
wherein the abort threshold value is a larger value of a 
maximum value of the result of addition acquired from the 
result of estimation with respect to negative data labeled as 
the non-detection target, of the data Set, and a discrimination 
boundary value, and 

the abort unit aborts processing by the estimation result 
output unit when the result of addition is larger than the 
abort threshold value. 

28. The detection apparatus as claimed in claim 25, 
wherein each learning Sample of the data Set has data 
Weighting, 

the data weighting is sequentially updated in Such a 
manner that the data weighting of a learning Sample on 
which the result of estimation outputted by the Sequen 
tially generated weak hypothesis is incorrect becomes 
relatively larger than the data weighting of a learning 
Sample on which the result of estimation is correct, and 

the reliability is learned on the basis of the result of 
estimation on each learning Sample with the data 
weighting Set thereon, every time the weak hypothesis 
is generated. 
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29. The detection apparatus as claimed in claim 24, 
wherein the detection target is a face image. 

30. The detection apparatus as claimed in claim 29, 
further comprising: 

a face feature extraction unit for extracting face features 
by filtering a face image detected as the detection target 
by the discrimination unit, using a Gabor filter, and 

an expression recognition unit for recognizing the expres 
Sion of the provided face image on the basis of the face 
features. 

31. A detection method for detecting a detection target by 
discriminating whether provided data is a detection target or 
not, the detection method comprising: 

an estimation result output Step of estimating and output 
ting whether the provided data is a detection target or 
not by each of plural weak hypotheses on the basis of 
a feature quantity that has been learned in advance, and 

a discrimination Step of discriminating whether the pro 
vided data is a detection target or not on the basis of the 
result of output from the estimation result output Step; 

wherein the discrimination Step includes an abort Step of 
adding the product of the result of estimation of a weak 
hypothesis and reliability that has been learned on the 
basis of estimation performance of the weak hypoth 
esis, every time one hypothesis outputs the result of 
estimation, and deciding whether or not to abort pro 
cessing by the plural weak hypotheses on the basis of 
the result of the addition. 

32. A facial expression learning apparatus for learning 
data to be used by a facial expression recognition apparatus, 
the facial expression recognition apparatus being adapted for 
recognizing an expression of a provided face image by using 
an expression learning data Set including plural face images 
representing Specific expressions as recognition targets and 
plural face images representing expressions different from 
the Specific expressions, 

the facial expression learning apparatus comprising an 
expression learning unit for learning data to be used by 
the facial expression recognition apparatus, the facial 
expression recognition apparatus identifying the face 
images representing the Specific expressions from pro 
vided face images on the basis of a face feature 
extracted from the expression learning data Set by using 
a Gabor filter. 

33. The facial expression learning apparatus as claimed in 
claim 32, wherein the expression learning unit learns a 
Support vector for identifying a face image representing the 
Specific expression on the basis of the face feature extracted 
from the expression learning data Set by using the Gabor 
filter. 

34. The facial expression learning apparatus as claimed in 
claim 32, wherein the expression learning unit has: 

a weak hypothesis generation unit for repeating process 
ing to generate a weak hypothesis for estimating 
whether a provided face image is of the Specific expres 
sion or not on the basis of the result of filtering by one 
Gabor filter selected from plural Gabor filters; 

a reliability calculation unit for calculating reliability of 
the weak hypothesis generated by the weak hypothesis 
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generation unit on the basis of estimation performance 
of the weak hypothesis with respect to the expression 
learning data Set, and 

a data weighting update unit for updating data weighting 
Set for the expression learning data Set on the basis of 
the reliability, and 

wherein the weak hypothesis generation unit repeats 
processing to generate the weak hypothesis while 
Selecting one Gabor filter having the highest estimation 
performance with respect to the expression learning 
data Set every time the data weighting is updated. 

35. The facial expression learning apparatus as claimed in 
claim 32, wherein the expression learning unit has: 

a weak hypothesis generation unit for repeating process 
ing to generate a weak hypothesis for estimating 
whether a provided face image is of the Specific expres 
sion or not on the basis of the result of filtering by one 
Gabor filter selected from plural Gabor filters; 

a reliability calculation unit for calculating reliability of 
the weak hypothesis generated by the weak hypothesis 
generation unit on the basis of estimation performance 
of the weak hypothesis with respect to the expression 
learning data Set, 

a data weighting update unit for updating data weighting 
Set for the expression learning data Set on the basis of 
the reliability; and 

a Support vector learning unit for learning a Support vector 
for identifying a face image representing the Specific 
expression on the basis of the face feature extracted 
form the expression learning data Set by a predeter 
mined Gabor filter, and 

wherein the weak hypothesis generation unit repeats 
processing to generate the weak hypothesis while 
Selecting one Gabor filter having the highest estimation 
performance with respect to the expression learning 
data Set every time the data weighting is updated, and 

the Support vector learning unit extracts the face feature 
by using the Gabor filter selected by the weak hypoth 
esis generated by the weak hypothesis generation unit, 
and thus learns the Support vector. 

36. A facial expression learning method for learning data 
to be used by a facial expression recognition apparatus, the 
facial expression recognition apparatus being adapted for 
recognizing an expression of a provided face image by using 
an expression learning data Set including plural face images 
representing Specific expressions as recognition targets and 
plural face images representing expressions different from 
the Specific expressions, 

the facial expression learning method comprising an 
expression learning Step of learning data to be used by 
the facial expression recognition apparatus, the facial 
expression recognition apparatus identifying the face 
images representing the Specific expressions from pro 
Vided face images on the basis of a face feature 
extracted from the expression learning data Set by using 
a Gabor filter. 

37. The facial expression learning method as claimed in 
claim 36, wherein the expression learning Step includes 
learning a Support vector for identifying a face image 
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representing the Specific expression on the basis of the face 
feature extracted from the expression learning data Set by 
using the Gabor filter. 

38. The facial expression learning method as claimed in 
claim 36, wherein the expression learning Step includes: 

a weak hypothesis generation Step of repeating processing 
to generate a weak hypothesis for estimating whether a 
provided face image is of the Specific expression or not 
on the basis of the result of filtering by one Gabor filter 
selected from plural Gabor filters; 

a reliability calculation Step of calculating reliability of 
the weak hypothesis generated at the weak hypothesis 
generation Step on the basis of estimation performance 
of the weak hypothesis with respect to the expression 
learning data Set, and 

a data weighting update Step of updating data weighting 
Set for the expression learning data Set on the basis of 
the reliability, and 

wherein the weak hypothesis generation Step includes 
generating the weak hypothesis while Selecting one 
Gabor filter having the highest estimation performance 
with respect to the expression learning data Set every 
time the data weighting is updated. 

39. The facial expression learning method as claimed in 
claim 36, wherein the expression learning Step includes: 

a weak hypothesis generation Step of repeating processing 
to generate a weak hypothesis for estimating whether a 
provided face image is of the Specific expression or not 
on the basis of the result of filtering by one Gabor filter 
selected from plural Gabor filters; 

a reliability calculation Step of calculating reliability of 
the weak hypothesis generated at the weak hypothesis 
generation Step on the basis of estimation performance 
of the weak hypothesis with respect to the expression 
learning data Set, 

a data weighting update Step of updating data weighting 
Set for the expression learning data Set on the basis of 
the reliability; and 

a Support vector learning Step of learning a Support vector 
for identifying a face image representing the Specific 
expression on the basis of the face feature extracted 
form the expression learning data Set by a predeter 
mined Gabor filter, and 

wherein the weak hypothesis generation Step includes 
generating the weak hypothesis while Selecting one 
Gabor filter having the highest estimation performance 
with respect to the expression learning data Set every 
time the data weighting is updated, and 

the Support vector learning Step includes extracting the 
face feature by using the Gabor filter selected by the 
weak hypothesis generated by the weak hypothesis 
generation unit, and thus learning the Support vector. 

40. A facial expression recognition apparatus comprising: 
a face feature extraction unit for filtering a provided face 

image by using a Gabor filter and thus extracting a face 
feature; and 

an expression recognition unit for recognizing an expres 
Sion of the provided face image on the basis of the face 
feature. 



US 2005/0102246 A1 

41. The facial expression recognition apparatus as 
claimed in claim 40, wherein the expression recognition unit 
has an expression identifier for identifying a face image 
showing a Specific expression as a recognition target from 
the provided face image, and 

the expression identifier is a Support vector machine 
(SVM) for identifying whether the face feature 
extracted by the face feature extraction unit is the 
Specific expression or not, using a Support vector that 
has been learned in advance. 

42. The facial expression recognition apparatus as 
claimed in claim 40, wherein the expression recognition unit 
has an expression identifier for identifying a face image 
showing a Specific expression as a recognition target from 
the provided face image, and 

the expression identifier comprises: 
an estimation result output unit including plural weak 

hypotheses, and 
a discrimination unit for discriminating whether the pro 

Vided face image shows the Specific expression on the 
basis of the result of estimation outputted from the 
estimation result output unit; 

wherein the estimation result output unit estimates and 
outputs whether the provided face image shows the 
Specific expression or not on the basis of a feature 
quantity that has been learned in advance, and 

the discrimination unit adds the product of the result of 
estimation of a weak hypothesis and reliability that has 
been learned on the basis of estimation performance of 
the weak hypothesis, every time one hypothesis outputs 
the result of estimation, and discriminating whether the 
face image shows the Specific expression or not on the 
basis of the result of addition. 

43. The facial expression recognition apparatus as 
claimed in claim 42, wherein the expression recognition unit 
has plural expression identifiers for identifying faces images 
showing Specific expressions, and an expression decision 
unit for deciding the expression of the provided face image, 
and 

the expression decision unit decides the expression of the 
provided face image on the basis of the result of 
addition of each expression identifier. 

44. The facial expression recognition apparatus as 
claimed in claim 40, wherein the expression recognition unit 
has an expression identifier for identifying a face image 
showing a Specific expression as a recognition target from 
the provided face image, 

the expression identifier is a Support vector machine 
(SVM) for identifying whether the face feature 
extracted by the face feature extraction unit is the 
Specific expression or not, using a Support vector that 
has been learned in advance, and 

the Support vector has been learned in advance on the 
basis of a face feature extracted from an expression 
learning data Set including plural face images showing 
a specific expression as a recognition target and plural 
images showing expressions different from the Specific 
expression to extract a face feature from the expression 
learning data Set, by using all Gabor filters Selected as 
weak hypotheses when repeatedly generating a weak 
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hypothesis for estimating whether a provided face 
image shows the Specific expression or not on the basis 
of the result of filtering of one Gabor filter selected 
form plural Gabor filters. 

45. A facial expression recognition method comprising: 
a face feature extraction Step of filtering a provided face 

image by using a Gabor filter and thus extracting a face 
feature; and 

an expression recognition Step of recognizing an expres 
Sion of the provided face image on the basis of the face 
feature. 

46. The facial expression recognition method as claimed 
in claim 45, wherein the expression recognition Step 
includes a Specific expression identification Step of identi 
fying a face image showing a specific expression as a 
recognition target from the provided face image, and 

at the Specific expression identification Step, whether the 
face feature extracted at the face feature extraction Step 
is the Specific expression or not is identified by a 
Support vector machine (SVM) using a Support vector 
that has been learned in advance. 

47. The facial expression recognition method as claimed 
in claim 45, wherein the expression recognition Step has a 
Specific expression identification Step of identifying a face 
image showing a Specific expression as a recognition target 
from the provided face image, and 

the Specific expression identification Step includes: 
an estimation result output Step of estimating whether the 

provided face image shows the Specific expression or 
not by each plural weak hypotheses on the basis of a 
feature quantity that has been learned in advance; and 

a discrimination Step of discriminating whether the pro 
vided face image shows the Specific expression on the 
basis of the result of estimation outputted from the 
estimation result output Step; 

wherein at the estimation result output Step, the product of 
the result of estimation of a weak hypothesis and 
reliability that has been learned on the basis of estima 
tion performance of the weak hypothesis is added every 
time one hypothesis outputs the result of estimation, 
and whether the face image shows the Specific expres 
Sion or not is discriminated on the basis of the result of 
addition. 

48. The facial expression recognition method as claimed 
in claim 45, wherein the expression recognition Step has a 
Specific expression identification Step of identifying a face 
image showing the Specific expression from the provided 
face image, 

the Specific expression identification Step is a Step of 
identifying whether the face feature extracted at the 
face feature extraction Step represents a face image 
showing the Specific expression or not by a Support 
vector machine (SVM) using a Support vector that has 
been learned in advance, and 

the Support vector has been learned in advance on the 
basis of a face feature extracted from an expression 
learning data Set including plural face images showing 
a specific expression as a recognition target and plural 
images showing expressions different from the Specific 
expression to extract a face feature from the expression 
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learning data Set, by using all Gabor filters Selected as 
weak hypotheses when repeatedly generating a weak 
hypothesis for estimating whether a provided face 
image shows the Specific expression or not on the basis 
of the result of filtering of one Gabor filter selected 
form plural Gabor filters. 

49. An autonomously acting robot apparatus comprising: 
an image pickup unit for picking up an image of its 

Surroundings, 
a cut-out unit for cutting out a window image of an 

arbitrary Size from the image picked up by the image 
pickup unit; and 

a detection apparatus for detecting whether the window 
image is an image representing a detection target or not, 

wherein the detection apparatus has 
an estimation result output unit including plural weak 

hypotheses, and 
a discrimination unit for discriminating whether the win 
dow image is an image representing a detection target 
or not on the basis of the result of estimation outputted 
from the estimation result output unit, and 

wherein the estimation result output unit estimates and 
outputs whether the provided data is a detection target 
or not for each weak hypothesis on the basis of a feature 
quantity that has been learned in advance, and 
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the discrimination unit has an abort unit for adding the 
product of the result of estimation of a weak hypothesis 
and reliability learned on the basis of estimation per 
formance of the weak hypothesis every time one weak 
hypothesis outputs the result of estimation, and decid 
ing whether or not to abort processing by the estimation 
result output unit on the basis of the result of addition. 

50. An autonomously acting robot apparatus comprising: 

an image pickup unit for picking up an image of its 
Surroundings, 

a face image detection apparatus for detecting a prede 
termined area as a face image from the image picked up 
by the image pickup unit; and 

a facial expression recognition apparatus for recognizing 
an expression of the face image, 

wherein the facial expression recognition apparatus has 

a face feature extraction unit for filtering the face image 
detected by the face image detection apparatus by using 
a Gabor filter and thus extracting a face feature, and 

an expression recognition unit for recognizing an expres 
Sion of the provided face image on the basis of the face 
feature. 


