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(57) ABSTRACT

A system that is adapted to route interactions to contact
center agents. More specifically, the system is adapted to
identify an interaction to be routed, and identify a group of
agents based on one or more constraints for generating one
or more candidate agents. The system is also adapted to
gather context data surrounding the candidate agents. For
each agent of the candidate agents, the system is adapted to
estimate an expected value to be obtained by routing the
interaction to the agent. The system is further adapted to
select a particular agent of the candidate agents based on the
estimates, and signal a routing device for routing the inter-
action to the particular agent.
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OPTIMIZED ROUTING OF INTERACTIONS
TO CONTACT CENTER AGENTS BASED ON
MACHINE LEARNING

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application is related to the following U.S.
applications entitled “OPTIMIZED ROUTING OF INTER-
ACTIONS TO CONTACT CENTER AGENTS BASED ON
AGENT PREFERENCES,” “SYSTEM AND METHOD
FOR GENERATING A NETWORK OF CONTACT CEN-
TER AGENTS AND CUSTOMERS FOR OPTIMIZED
ROUTING OF INTERACTIONS,” and “OPTIMIZED
ROUTING OF INTERACTIONS TO CONTACT CENTER
AGENTS BASED ON FORECAST AGENT AVAILABIL-
ITY AND CUSTOMER PATIENCE,” all filed on even date
herewith, the content of all of which are included herein by
reference.

BACKGROUND

[0002] An important aspect to effective contact center
operation lies in routing the right customer interactions to
the right contact center agent. Such interactions may consist
of'telephone calls, emails, text messages, chat messages, and
the like. Identifying the best agent helps to serve two
purposes: (i) provide good experience for the caller and (ii)
reduce cost and/or improve revenue for the business. Cus-
tomer contact centers (CC) traditionally employ skill-based
routing for routing customer interactions. In traditional
skill-based routing, the skill of an agent is one of the primary
factors considered for determining whether the agent is
equipped to deal with a particular interaction. The skill may
relate to an agent’s language proficiency, sales skill, certi-
fication, and the like. In this traditional approach to skill-
based routing, explicit skill models are generated for the
agents, and the skill models are used along with preset
routing strategies for mapping the interactions to the agents.
[0003] One drawback to traditional skill-based routing
using explicit skill models is that the models are often static
and do not dynamically adapt based on real-time changes to
the environment. Traditional skill-based matching also often
results in a relatively large pool of agents that are deemed to
have equivalent skills. Another drawback to traditional
skill-based models is that they require manual effort to
construct and maintain. Thus, the more refined the skill
model, the more costly it is. Accordingly, what is desired is
a system and method for matching customer interactions to
agents to make those connections more optimal than match-
ing based on traditional skill-based routing alone, where the
matching may be done using models that may be constructed
and/or maintained with minimized manual effort.

SUMMARY

[0004] According to one embodiment, the present inven-
tion is directed to a system that is adapted, via a processor
and memory that has stored therein instructions, to route
interactions to contact center agents. More specifically, the
system is adapted to identify an interaction to be routed, and
identify a group of agents based on one or more constraints
for generating one or more candidate agents. The system is
also adapted to gather context data surrounding the candi-
date agents. For each agent of the candidate agents, the
system is adapted to estimate an expected value to be

Apr. 20, 2017

obtained by routing the interaction to the agent. The system
is further adapted to select a particular agent of the candidate
agents based on the estimates, and signal a routing device for
routing the interaction to the particular agent.

[0005] According to one embodiment, the one or more
constraints are skills for handling the plurality of interac-
tions.

[0006] According to one embodiment, the expected value
is calculated based on profile of the candidate agents profile
of a customer associated with the interaction, and intent of
the interaction.

[0007] According to one embodiment, the profile of each
of the candidate agents includes a dynamically added skill.
The dynamically added skill may be ignored or mapped to
mother skill, for calculating the expected value.

[0008] According to one embodiment, a proficiency level
is associated with the skill. The proficiency level may be
adjusted based on analysis of call transfers for each of the
candidate agents.

[0009] According to one embodiment, the profile of the
candidate agents includes preference of each of the agents in
handling the interaction, and the system is adapted to
generate a routing offer to one or more of the candidate
agents based on the preference of the corresponding agents.

[0010] According to one embodiment, the candidate
agents and customers associated with a plurality of interac-
tions are modeled as a network of agents and customers. A
connection between a node representing one of the candidate
agents and a node representing one of the customers may be
indicative of a fit between the one of the candidate agents
and the one of the customers.

[0011] According to one embodiment, the system is fur-
ther adapted to determine how well a customer associated
with the interaction to be muted fits with the particular agent.
In determining fit, the system may be adapted to predict
sentiment to be expected during the interaction between the
customer and the particular agent.

[0012] According to one embodiment, the expected value
is modeled as a standard normal distribution with an upper
confidence bound, and the system is adapted to select an
agent associated with an expected value with the highest
upper confidence bound.

[0013] According to one embodiment, the selection of the
agent associated with the highest upper confidence bound
balances exploration and exploitation needs. According to
one embodiment, the exploration needs are satisfied by
selecting agents that are deemed sub-optimal, and exploita-
tion needs are satisfied by selecting agents that maximize
expected values.

[0014] According to one embodiment, in selecting the
particular agent, the system is adapted to concurrently
identify a plurality of interactions waiting to be routed,
wherein the plurality of interactions include the interaction
to be routed, and select contact center agents for the plurality
of interactions.

[0015] According to one embodiment, the system is
adapted to estimate the expected value to be obtained for
routing each of the plurality of interactions to each of the
contact center agents.

[0016] According to one embodiment, the system is
adapted to calculate a predicted wait time associated with
each of the contact center agents, wherein the expected value
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for a particular one of the contact center agents is a function
of the predicted wait time for the particular one of the
plurality of agents.

[0017] According to one embodiment, the interactions are
real-time interactions.

[0018] These and other features, aspects and advantages of
the present invention will be more fully understood when
considered with respect to the following detailed descrip-
tion, appended claims, and accompanying drawings. Of
course, the actual scope of the invention is defined by the
appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0019] FIG.1 is a schematic block diagram of a system for
supporting a contact center in providing contact center
services according to one exemplary embodiment of the
invention:

[0020] FIG. 2 is a more detailed block diagram of a
routing server of FIG. 1 according to one embodiment of the
invention;

[0021] FIG. 3 is a schematic layout diagram of a reward
maximization module of FIG. 2 according to one embodi-
ment of the invention;

[0022] FIGS. 4A and 4B are graphs of exemplary bell
curves modeling reward estimation according to one
embodiment of the invention;

[0023] FIG. 5 is a flow diagram of a process executed by
an adaptation module for dynamically adjusting contact
center operation based on detected changes in real-life
interactions according to one embodiment of the invention;
[0024] FIG. 6 is a conceptual layout diagram of a call
distribution table that may be populated by an adaptation
module according to one embodiment of the invention:
[0025] FIG. 7 is an exemplary call transfer graph accord-
ing to one embodiment of the invention;

[0026] FIG. 8 is a timing diagram showing a window of
opportunity that may be exploited by an alternate reward
maximization module for a better interaction-agent match-
mg;

[0027] FIG. 9 is schematic layout diagram of an agent
bidding module according to one embodiment of the inven-
tion;

[0028] FIG. 10 is a flow diagram of a process for finding
an optimal assignment of agents for multiple interactions at
the same time according to one embodiment of the inven-
tion;

[0029] FIG. 11A is a block diagram of a computing device
according to an embodiment of the present invention;
[0030] FIG. 11B is a block diagram of a computing device
according to an embodiment of the present invention;
[0031] FIG. 11C is a block diagram of a computing device
according to an embodiment of the present invention;
[0032] FIG. 11D is a block diagram of a computing device
according to an embodiment of the present invention; and
[0033] FIG. 11E is a block diagram of a network environ-
ment including several computing devices according to a
embodiment of the present invention.

DETAILED DESCRIPTION

[0034] In general terms, embodiments of the present
invention are directed to a system and method for optimized
muting of customer interactions (iXn) that is aimed to better
meet real-time needs or desires of the contact center, agents,

Apr. 20, 2017

and/or customers, than traditional skill-based outing alone.
Such optimized routing should help boost business value,
lower costs for the contact center, and/or lower efforts of
agents and customers in achieving a desired goal. The
optimized routing also brings about technical improvements
in the field of telecommunications by allowing more effi-
cient use of technical resources of the contact center such as,
for example, automated voice response systems, telecom-
munication ports, and the like. For example, the optimal
routing of customer interactions may increase first call
resolution that minimizes repeat calls that muse the technical
resources of the contact center.

[0035] According to one embodiment, optimized routing
of customer interactions takes into account one or more of
the customers profile, customer’s intent, agent profiles,
agent preferences, business goals, customer goals, current
interaction data, cross-channel interaction history, contact
center statistics, personalities and behaviors of agents and
customers, predicted sentiment of the customers, and/or
actual agent performance results, to optimally connect the
customers and the agents. As feedback is received after an
interaction is complete, the system engages in machine
learning to improve the routing of future interactions.
[0036] FIG. 1 is a schematic block diagram of a system for
supporting a contact center in providing contact center
services according to one exemplary embodiment of the
invention. The contact center may be an in-house facility to
a business or corporation for serving the enterprise in
performing the functions of sales and service relative to the
products and services available though the enterprise. In
another aspect, the contact center may be a third-party
service provider. The contact center may be deployed in
equipment dedicated to the enterprise or third-party service
provider, and/or deployed in a remote computing environ-
ment such as, for example, a private or public cloud envi-
ronment with infrastructure for supporting multiple contact
centers for multiple enterprises. The various components of
the contact center system may also be distributed across
various geographic locations and computing environments
and not necessarily contained in a single location, comput-
ing environment, or even computing device.

[0037] According to one exemplary embodiment, the con-
tact center system manages resources (e.g. personnel, com-
puters, and telecommunication equipment) to enable deliv-
ery of services via telephone or other communication
mechanisms. Such services may vary depending on the type
of contact center, and may range from customer service to
help desk, emergency response, telemarketing, order taking,
and the like.

[0038] Customers, potential customers, or other end users
(collectively referred to as customers) desiring to receive
services from the contact center may initiate inbound tele-
phony calls to the contact center via their end user devices
10a-10c¢ (collectively referenced as 10). Each of the end user
devices 10 may be a communication device conventional in
the art, such as, for example, a telephone, wireless phone,
smart phone, personal computer, electronic tablet, and/or the
like. Users operating the end user devices 10 may initiate,
manage, and respond to telephone calls, emails, chats, text
messaging, web-browsing sessions, and other multi-media
transactions.

[0039] Inbound and outbound telephony calls from and to
the end users devices 10 may traverse a telephone, cellular,
and/or data communication network 14 depending on the
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type of device that is being used. For example, the commu-
nications network 14 may include a private or public
switched telephone network (PSTN), local area network
(LAN), private wide area network (WAN), and/or public
wide area network such as, for example, the Internet. The
communications network 14 may also include a wireless
carrier network including a code division multiple access
(CDMA) network, global system for mobile communication
(GSM) network, or any wireless network/technology con-
ventional in the aut, including but to limited to 3G, 4G, LTE,
and the like.

[0040] According to one exemplary embodiment, the con-
tact center includes a switch/media gateway 12 coupled to
the communications network 14 for receiving and transmit-
ting telephony calls between end users and the contact
center. The switch/media gateway 12 may include a tele-
phony switch configured to function as a central switch for
agent level routing within the center. The switch may be a
hardware switching system or a soft switch implemented via
software. For example, the switch 12 may include an auto-
matic call distributor, a private branch exchange (PBX), an
IP-based software switch, and/or any other switch config-
ured to receive Internet-sourced calls and/or telephone net-
work-sourced calls from a customer, and route those calls to,
for example, an agent telephony device. In this example, the
switch/media gateway establishes a voice path (not shown)
between the calling customer and the agent telephony
device, by establishing, for example, a connection between
the customers telephone line and the agent’s telephone line.

[0041] According to one exemplary embodiment of the
invention, the switch is coupled to a call server 18 which
may, for example, serve as an adapter or interface between
the switch and the remainder of the routing, monitoring, and
other call-handling components of the contact center.

[0042] The call server 18 may be configured to process
PSTN calls, VoIP calls, and the like. For example, the call
server 18 may include a session initiation protocol (SIP)
server for processing SIP calls. According to some exem-
plary embodiments, the call server 18 may, for example,
extract data about the customer interaction such as the
caller’s telephone number, often known as the automatic
number identification (ANI) number, or the customer’s
internet protocol (IP) address, or email address, and com-
municate with other CC components and/or CC iXn server
25 in processing the call.

[0043] According to one exemplary embodiment of the
invention, the system further includes an interactive media
response (IMR) server 34, which may also be referred to as
a self-help system, virtual assistant, or the like. The IMR
server 34 may be similar to an interactive voice response
(IVR) server, except that the IMR server is not restricted to
voice, but may cover a variety of media channels including
voice. Taking voice as an example, however, the IMR server
may be configured with an IMR script for querying calling
customers on their needs. For example, a contact center for
a bank may tell callers, via the IMR script, to “press 17 if
they wish to get an account balance. If this is the case,
through continued interaction with the IMR, customers may
complete service without needing to speak with an agent.
The IMR server 34 may also ask an open ended question
such as, for example, “How can I help you?” and the
customer may speak or otherwise enter a reason for con-
tacting the contact center. The customer’s response may then
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be used by the routing server 20 to route the call to an
appropriate contact center resource.

[0044] Ifthe call is to be routed to an agent, the call server
18 interacts with a routing server 20 to find an appropriate
agent for processing the call. The selection of an appropriate
agent for routing an inbound call may be based, for example,
on a routing strategy employed by the routing server 20, and
further based on information about agent availability, skills,
and other routing parameters provided, for example, by a
statistics server 22.

[0045] In some embodiments, the routing server 20 may
query a customer database, which stores information about
existing clients, such as contact information, service level
agreement (SLA) requirements, nature of previous customer
contacts and actions taken by contact center to resolve any
customer issues, and the like. The database may be, for
example, Cassandra or any noSQL database, and may be
stored in a mass storage device 30. The database may also
be a SQL database and may be managed by any database
management system such as, for example, Oracle, IBM
DB2, Microsoft SQL server, Microsoft Access, PostgreSQL,
MySQL, FoxPro, and SQLite. The routing server 20 may
query the customer information from the customer database
via an ANI or any other information collected by the IMR
server 34.

[0046] Once an appropriate agent is available to handle a
call, a connection is made between the caller and the agent
device 38a-38¢ (collectively referenced as 38) of the iden-
tified agent. Collected information about the caller (e.g. via
interaction with the IMR server 34) and/or the caller’s
historical information may also be provided to the agent
device for aiding the agent in better servicing the call. In this
regard, each agent device 38 may include a telephone
adapted for regular telephone calls, VoIP calls, and the like.
The agent device 38 may also include a computer for
communicating with one or more servers of the contact
center and performing data processing associated with con-
tact center operations, and for interfacing with customers via
voice and other multimedia communication mechanisms.

[0047] The contact center system may also include a
multimedia/social media server 24 for engaging in media
interactions other than voice interactions with the end user
devices 10 and/or web servers 32. The media interactions
may be related, for example, to email, vmail (voice mail
through email), chat, video, text-messaging, web, social
media, co-browsing, and the like. The web servers 32 may
include, for example, social interaction site hosts for a
variety of known social interaction sites to which an end user
may subscribe such as, for example, Facebook, Twitter, and
the like. The web servers may also provide web pages for the
enterprise that is being supported by the contact center. End
users may browse the web pages and get information about
the enterprise’s products and services. The web pages may
also provide a mechanism for contacting the contact center,
via, for example, web chat, voice call. email, web real time
communication (WebRTC), or the like.

[0048] According to one exemplary embodiment of the
invention, in addition to real-time interactions, deferrable
(also referred to as back-office or offline) interaction/activi-
ties may also be routed to the contact center agents. Such
deferrable activities may include, for example, responding to
emails, responding to letters, attending training seminars, or
any other activity that does not entail real time communi-
cation with a customer. In this regard, an interaction server
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25 interacts with the muting server 20 for selecting a
appropriate agent to handle the activity. Once assigned to an
agent, the activity may be pushed to the agent, or may appear
in the agents workbin 26a-26¢ (collectively referenced as
26) as a task to be completed by the agent. The agent’s
workbin may be implemented via any data structure con-
ventional in the an, such as, for example, a linked list, array,
and/or the like. The workbin may be maintained, for
example, in buffer memory of each agent device 38.

[0049] According to one exemplary embodiment of the
invention, the mass storage device(s) 30 may store one or
more databases relating to agent data (e.g. agent profiles,
schedules, etc.), customer data (e.g. customer profiles),
interaction data (e.g. details of each interaction with a
customer, including reason for the interaction, disposition
data, time on hold, handle time, etc.), and the like. According
to one embodiment, some of the data (e.g. customer profile
data) may be maintained in a customer relations manage-
ment (CRM) database hosted in the mass storage device 30
or elsewhere. The mass storage device may take form of a
hard disk or disk array as is conventional in the art.

[0050] The contact center system may also include a
reporting server 28 configured to generate reports from data
aggregated by the statistics server 22. Such reports may
include near real-time reports or historical reports concern-
ing the state of resources, such as, for example, average
waiting time, abandonment rate, agent occupancy, and the
like. The reports may be generated automatically or in
response to specific requests from a requestor (e.g. agent/
administrator, contact center application, and/or the like).

[0051] The contact center system may further include a
configuration server 27 that provides configuration param-
eters for the various resources of the contact center system.
For example, agent profile data for a particular agent may be
retrieved from the configuration server 27 when the agent
logs into the system. The configuration server 27 may also
provide attribute values for other objects or processes used
by the contact center system as the objects or processes are
created, at system startup, or subsequently.

[0052] The various servers of FIG. 1 may each include one
or more processors executing computer program instruc-
tions and interacting with other system components for
performing the various functionalities described herein. The
computer program instructions are stored in a memory
implemented using a standard memory device, such as, for
example, a random access memory (RAM). The computer
program instructions may also be stored in other non-
transitory computer readable media such as, for example, a
CD-ROM, flash drive, or the like. Also, although the func-
tionality of each of the servers is described as being provided
by the particular server, a person of skill in the art should
recognize that the functionality of various servers may be
combined or integrated into a single server, or the function-
ality of a particular server may be distributed across one or
more other servers without departing from the scope of the
embodiments of the present invention.

[0053] In the various embodiments the term interaction is
used generally to refer to any real-time and non-real time
interaction that uses any communication channel including,
without limitation telephony calls (PSTN or VoIP calls),
emails, vmails (voice mail through email), video, chat,
screen-sharing, text messages, social media messages, web
real-time communication (e.g. WebRTC calls), and the like.
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[0054] FIG. 2 is a more detailed block diagram of the
routing server 20 according to one embodiment of the
invention. According to the embodiment of FIG. 2, the
finding of optimal agents for handling customer interactions
may be performed in two passes. During a first pass, an
agent filtering module 100 filters agents based on hard
constraints. A hard constraint may be one that an agent must
satisfy in order to be considered as a viable agent for a
current interaction. Hard constraints according to one
example include agent availability and agent skills. Accord-
ing to this example, an agent must be available and must
meet minimum required skills for dealing with the interac-
tion in order to be included as a viable agent. There may be
other hard constraints as will be apparent to a person of skill
in the art, such as, for example, certification requirements,
gender, language proficiency, labor requirements, trading/
licensing regulations, workforce management rules for uti-
lization, customer preferences such as “last agent routing,”
training on the job assignments, and the like.

[0055] During a second pass, one or more data-driven
optimization modules 102-108 further reduce the agents
identified during the first pass, for ultimately selecting one
or more agents that are to handle a pending interaction.
Exemplary data-driven optimization modules include but
are not limited to a reward maximization module 102, agent
bidding module 104, agent/customer social network module
106, and alternate reward maximization module 108. These
modules may be invoked by the routing strategy after the
initial set of agents is identified by the agent filtering module
100.

[0056] Although the block diagram of FIG. 2 assumes a
2-step approach in finding an optimal agent, a person of skill
in the art should recognize that the functionality of the agent
filtering module 100 may be combined into one or more of
the optimization modules 102-108, and/or the goal or results
of the agent filtering module 100 may be achieved by one or
more of the optimization modules via algorithms run by the
modules as will be apparent to a person of skill in the art. For
example, the hard constraints to be met in selecting agents
by the agent filtering module 100 may be considered as
another dimension to be met by the algorithms run by the
modules. According to such an embodiment agents may not
need to be statically segmented based on queues, service
types, and customer segments. Instead, according to this
embodiment, interactions are routed to agents that are adept
in handling a particular topic without being restricted to the
segments to which they would have traditionally been
rigidly assigned.

[0057] In a similar manner, the 2-step approach of FIG. 2
may further be extended to a 3 (or more) step approach
where one of the optimization modules 102-108 further filter
the list of candidate agents provided by the agent filtering
module 100 to provide a more refined list of candidate
agents to another one of the optimization modules 102-106.
[0058] According to the embodiment of FIG. 2, it is
possible that multiple interactions might be processed by the
system simultaneously, causing a selection of routing targets
from the same pool of agents. This might lead to race
conditions where an agent within the pool of filtered routing
targets for one process will be selected by another process as
the actual routing target. One way to mitigate this is to apply
advanced/intelligent agent reservation policies which tem-
porarily block other routing processes from considering an
agent which is in the pool of candidates for a given routing
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process. In one embodiment, the agent reservation policy
may be adapted to tolerate one process stealing an agent that
has been reserved. For example, the reservation policy may
be configured to rank the various processes so as to allow a
higher ranked process to steal an agent that is reserved for
a lower ranked process. Another option is an integrated
complex routing process for many-to-many interactions to
agents routing, where conflicts are resolved internally.
[0059] Also, although not shown in FIG. 2, an arbitration
module may be coupled to one or more of the data-driven
optimization modules 102-108 in order to resolve conflicts.
For example, although a particular agent may be deemed to
be an optimal agent at the end of the second pass the agent
may have a different (or even conflicting) preference, or it
may be desirable to select a second-best agent instead of the
optimal agent, such as, for example for training purposes, or
due to other criteria, such as agent occupancy and idle time.
That is, it may be desirable to route the interaction to the
second-best agent if the second-best agent has been idle for
a maximum amount of time, or if the occupancy of the
optimal agent is higher than a threshold value.

[0060] According to one embodiment, the agent filtering
module 100 is configured to run a traditional matching
algorithm to filter agents during the first pass based on the
identified constraints. For example, if the interaction is an
inbound interaction to a particular directory number asso-
ciated with a service type, the routing strategy for the
directory number is retrieved for determining how the
interaction should be handled. According to one embodi-
ment, the routing strategy is implemented via SCXML code.
[0061] The routing strategy for a telephony interaction
may indicate that the interaction is to be initially routed to
the IMR 34 for determining the customer intent (e.g. the
reason for the call) and/or other information about the caller.
Based on the gathered information, the routing strategy
identifies a desired set of skills for handling the interaction.
According to one embodiment, the desired set of skills may
be hard-coded into the routing strategy.

[0062] The routing server 20 interacts with the statistics
server 22 to identity, from a pool of agents who are currently
available (or will be soon available), a candidate set of
agents having the desired set of skills. The candidate agents
identified by the agent filtering module 100 during the first
pass are provided to the one or more data-driven optimiza-
tion modules 102-108 to find an optimal agent for handling
the interaction. An agent may be deemed to be optimal from
the perspective of the contact center, customer, agent, or
combinations thereof.

[0063] According to one embodiment, the reward maxi-
mization module 102 is configured, during the second pass,
to provide long term optimization of an objective function
that the contact center cares about. The objective function
may be represented as a weighted sum of desired business
outcomes, goals, rewards, or payoffs (collectively referred to
as “reward” or “expected value”). In general terms, the
reward maximization module 102 is configured to maximize
the objective function subject to constraints. Specifically,
according to one embodiment, the reward maximization
module 102 is configured to select agents for a particular
interaction so as to maximize the long term reward while
balancing exploration and exploitation needs. In this regard,
the reward maximization module 102 selects optimal agents
for a particular interaction based on contextual information
about agents, customers, and intent. Feedback is received at
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any time after completion of an interaction. For example, the
reward may be completion of a sale (which is noted by an
order management system), and may come at a later time
after the agent interaction has been completed. The feedback
is used by the reward maximization module 102 for rein-
forcement learning to adapt the agent selection strategy to
maximize the reward. The feedback may be the actual
reward that was achieved during the interaction.

[0064] According to one embodiment, the reinforcement
learning algorithm that is employed by the reward maximi-
zation module includes explicit policies that balance agent
selections for exploration versus exploitation. Exploitation
in the context of reinforcement learning may involve choos-
ing an agent (a known model) with the highest average
reward for a given intention while exploration may involve
choosing a new/random agent to possibly do better. Accord-
ing to one embodiment, the reinforcement learning algo-
rithm that is employed is LinUCB. LinUCB explicitly
models the reward estimation within a confidence bound,
and allows for selection of agents that might do better within
some tolerable limit, rather than the one with the best
expected reward.

[0065] The agent bidding module 104 is configured to take
into account preferences of agents in the routing determi-
nation during the second pass. In this regard, while the agent
filtering module 100 may be deemed to select interaction-
optimal agents due to the fact that the module takes into
account preferences/needs of callers and/or interactions in
selecting the agents, the agent bidding module may be
deemed to select agent-optimal interactions due to the fact
that the module takes into account preferences/needs of the
agents.

[0066] The agent/customer social network module 106
creates a match of agents to customers within a framework
of a social network of customers and agents during the
second pass. The routing of interactions is used as one
mechanism to connect agents and customers. Profiles and
other features of both agents and customers may also be used
for making the connection. According to one embodiment,
the connections are evaluated for determining a fit between
an agent and a customer, and an agent with the best fit is
selected for handling an interaction from the customer. The
determination of fit may be based on predictions as to
sentiment of a customer for each agent. Sentiment for the
current interaction may be predicted based on sentiment that
resulted in prior interactions that may have involved other
customers and other agents.

[0067] In another embodiment of reward maximization,
the alternate reward maximization module 108 is configured
to concurrently evaluate multiple interactions that are to be
routed over the candidate agents returned by the agent
filtering module 100 instead of considering a single inter-
action in a queue and routing that interaction to an agent
before proceeding to consider another interaction in the
queue. In doing so, the alternate reward maximization
module 108 is configured to select optimal agents that are
expected to maximize a total amount of reward achieved by
the assignment of the multiple interactions. In this regard,
the alternate reward maximization module 108 uses insight
on customer patience as well as forecasted availability of
agents that are currently unavailable to defer routing of one
or more interactions if the deferring will maximize the total
reward that is expected to be achieved for all of the inter-
actions. According to one embodiment, the expected value
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of the reward in assigning the interaction to an agent that is
not currently available is discounted by a discount factor that
is based on an amount of time that the customer would have
to wait to get assigned to that agent.

[0068] Although the various optimization modules 102-
108 are assumed to be separate functional units, a person of
skill in the art will recognize that the functionality of the
modules may be combined or integrated into a single
module, or further subdivided into further sub-modules,
without departing from the spirit of the invention. Also, the
various modules 102-108 may be invoked concurrently, in
parallel, or alternatively from one another. In addition,
although the various modules are indicated us being part of
the routing server 20, a person of skill in the art should
appreciate that one or more of the modules may be part of
other servers provided by the contact center system.
[0069] The two pass mechanism for selecting optimal
agents may not be a service that is provided to all customers.
Rather, the service may be selectively provided based on
factors such as customer segmentation. For example, the
service may be provided to gold customers but not to silver
or bronze customers. The two pass mechanism may also not
result in selection of agents in certain circumstances such as,
for example, when no agents are available. In this case, the
routing server might be configured to wait for a particular
amount of time and try again. If agents are still not available,
the routing server 20 may be configured to invoke an
overflow logic to expand the search criteria. The overtlow
logic may employ all or certain aspects of the optimization
modules 102-108.

[0070] Agent Assignment Based on Reward/Value Maxi-
mization
[0071] FIG. 3 is a schematic layout diagram of the reward

maximization module 102 according to one embodiment of
the invention. The reward (also referred to as value) maxi-
mization module 102 takes as input various observations
about the environment (also referred to as context), includ-
ing, but not limited to, global agent profile data 300 and
specific agent profile data 301 for agents selected by the
agent filtering module 100, customer profile data 302 for a
customer associated with the interaction to be routed, and
customer intent data 304. The various observations may be
represented as a multi-dimensional feature vector.

[0072] According to one embodiment, the gathered obser-
vations are input to a reward estimation function 306. The
reward estimation function estimates, for each of the can-
didate agents, a reward or expected value that is anticipated
to be obtained by routing the interaction to the agent, in this
regard, the reward estimation function 306 is configured to
take advantage of knowledge of how an agent’s performance
(reward) varies for different contexts in order to predict the
reward for an agent for a given context, and select agents
such that the total reward obtained by the system in the long
run is maximized. In the attempt to maximize value in the
long run, seemingly sub-optimal choices are made in the
short run, which is referred to as exploration. For example,
assume that there are two agents Al and A2 are shortlisted
for a given context, and the estimated reward for selecting
Al is 0.7 and the estimated reward for selecting A2 is 0.1.
If the system routes calls to only Al and never to A2 (i.e.
only ‘exploits’ what it knows), then another agent (e.g. a new
agent A3 that joins the team) may never be selected even
though there is a possibility that he might be a better choice
with a reward higher than that of A1. On the flip side, if the
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system always randomly selects an agent (referred to as
exploration) without making use of what we know from the
past, rewards may not be maximized. In order to overcome
this, the algorithm that is used according one embodiment of
the invention is aimed to balance both exploitation and
exploration needs. One such algorithm that may be used is
the LinUCB algorithm.

[0073] According to one embodiment, the problem of
agent selection for long term reward maximization may be
formulated as a reinforcement learning problem such as, for
example, the “contextual bandits” problem, or more specifi-
cally, a k-armed contextual bandit problem known by those
of skill in the art. The context or observation includes
information on customers, agents, and interactions; the
action is the selection of an agent to whom an interaction is
to be routed; and the reward is feedback from the environ-
ment on completion of the interaction (e.g. value of an
achieved goal).

[0074] An observation, O, may be represented as a tuple
((ep, ci, ap, a), r), where:

[0075] 1. cp represents the customer profile data 302
defined as a set of key/value pairs which is configured to
reflect features available about the customer that are inde-
pendent of the specific interaction. Exemplary customer
profile data include but are not limited to age, gender,
language, location, product purchases, affinities, contact info
(address, phone, email social ID), Klout score, business
relevant info (family status, hobbies, occupation, member-
ships, etc.), and the like.

[0076] 2. ci represents the customer intent data 304
defined as a set of key/value pairs. For example, an intent
key value pair may be represented as: intent="disputing bill’.
[0077] 3. ap represents the global agent profile 300 defined
as a set of key/value pairs which is configured to reflect
attributes of agents that may be shared by other agents
(hereinafter referred to as global attributes). Such global
attributes may include, for example, gender, age, language
skills proficiency, and the like. The key/value pair for a
gender attribute may be represented, for example, as:
gender="female.” In one embodiment, capturing global attri-
butes for specific agents allows the learned information to be
transferred across other agents for transfer learning. In this
regard, the reward maximization module 102 is configured
to build a global agent model for agents based on the global
attributes for learning patterns for agents that share the
global attributes. For example, the global agent model may
reflect a gender age inversion where interactions from older
man provide better results when handled by younger female
agents.

[0078] 4. a is an actual agent identifier for retrieving the
specific agent profile 301 which is configured to reflect
personal attributes for the agent that may not be explicitly
captured by their profile, but that may differentiate his
performance. Such personal attributes include, but are not
limited to patience, diplomacy, hobbies, and other attributes
that are not exposed by the system as the agent’s profile data.
In one embodiment, capturing personal attribute data for
specific agents allows the reward maximization module 102
to build a model for just the agent also referred to as a
disjoint agent model, for learning patterns for the specific
agent. For example, the model for a specific agent “Mary”
may indicate that she is better in handling one type of task
than another, or that she is better in handling certain types of
customers than other agents (e.g. irritated customers).
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[0079] 5. ris areward that is obtained as an explicit signal
from the environment, on completion of the interaction with
the customer. The reward may be, for example, fulfilling a
business goal including, but not limited to, achieving a
desired customer satisfaction, sales revenue, customer effort
score, agent effort score net promoter score (NPS), and/or
any other observable outcome obtained at the end of an
interaction. For example, the outcome might be provided as
part of a customer survey, sales data, and the like.

[0080] In general terms, a solution to the contextual bandit
problem has two parts:

[0081] 1. Learn the relationship between contexts and
rewards, for a specific agent (disjoint) or al the agents put
together (global); and

[0082] 2. A strategy for the exploitation vs. exploration
tradeoff.
[0083] Part 1 is a supervised learning problem which may

be solved via algorithms known in the art. In this regard, in
part 1 of the strategy, training data is analyzed to produce an
inferred function which may be used for mapping new data.
According to one embodiment, a linear regression algorithm
may be used for the supervised learning.

[0084] For Part 2, a reinforcement learning algorithm,
such as, for example, the Upper Confidence Bound (UCB)
algorithm may be used.

[0085] According to one embodiment, the algorithm that
is employed by the reward estimation function 306 is
referred to as LinUCB, which mathematically combines the
two algorithms (linear regression and UCB) and provides a
closed form solution that is easy to implement. Although
LinUCB is used as one example, a person of skill in the at
should appreciate that other algorithms may also be used
such as, for example, Randomized UCB, epsilon-greedy,
and the like, which are well known by those skilled in the art.
For example, if the epsilon-greedy algorithm is used, the
algorithm may exploit i.e. choose the best agent 90% of the
time, and explore i.e. choose a random agent remaining 10%
of the time.

[0086] In the embodiment where the reward estimation
function 306 is configured to run the LinUCB algorithm, the
reward distribution is modeled as a standard normal distri-
bution (also referred to as a bell curve) with upper and lower
confidence bounds. The upper confidence bound on the
reward may be estimated via the UCB algorithm which is
run as part of the LinUCB algorithm. In estimating the upper
confidence bound, the algorithm recognizes that the true
mean reward value for each agent is not known—only the
sample mean value from the rewards collected so far is
known. According to one embodiment, the UCB algorithm
calculates a confidence interval that captures the uncertainty
about the true mean estimate and provides a range of
possible values by providing lower and upper confidence
bounds.

[0087] FIGS. 4A and 4B are graphs of exemplary bell
curves modeling the reward estimation according to one
embodiment of the invention. The bell curve includes a
sample mean value 322' based on observations of rewards
obtained so far, and a standard deviation value (SD) that is
calculated according to conventional mechanisms. When the
standard deviation is large, the curve is short and wide, as
depicted in FIG. 4A; when the standard deviation is small
(after more observations are made), the curve is tall and
narrow, as depicted in FIG. 4B. The confidence interval 320
is the area under the curve. The upper confidence bound may
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be selected to be a single standard deviation or twice the
standard deviation. If twice the standard deviation is used,
the confidence interval is 95%, meaning that the interval
covers 95% of the area under the bell curve. In other words,
there is 95% chance that the true mean is within the range
326' and 326".

[0088] On seecing more and more samples (e.g. actual
reward values), the standard deviations become smaller and
smaller, as depicted in FIG. 4B; hence, the range that
encompasses the true mean becomes smaller and smaller.
Thus, in the context of reward estimation, by selecting the
agent corresponding to the highest upper confidence bound
(e.g. upper confidence bound 326') when compared to the
upper confidence bound corresponding to other agents for
whom reward is estimated, the algorithm selects the agent
for whom there is most uncertainty. For example this could
be a new agent for whom the observations are few. The
range of the reward estimate for such a new agent is large;
resulting in a high upper confidence bound. According to
one embodiment, the algorithm continues to select the new
agent with the high upper confidence bound until his upper
confidence bound is below the upper confidence bound of
the more established agents. By doing so, the algorithm
engages in exploration of new agents. Once the algorithm
has seen enough samples for each agent for whom rewards
have been collected, the upper confidence bound for each
such agent approaches the true mean value. At this point, by
selecting the agent with the maximum upper bound, the
algorithm engages in exploiting prior knowledge.

[0089] Referring again to FIG. 3, the reward estimation
function returns the calculated/estimated reward and the
upper confidence bound to an agent selection function 308.
According to one embodiment, the agent selection function
is configured to select the agent with the maximum upper
confidence bound, thereby exploiting prior knowledge. The
reward maximization module 108 then proceeds to send a
signal to, for example, the call server 18 which then may
signal the switch/media gateway 12, to route the interaction
to the agent device 38 corresponding to the selected agent.
According to one embodiment, the agent selection choice
may be over-ruled by some other arbitrating function. As a
person of skill in the art should appreciate, the use of the
upper confidence bounds automatically trades off between
exploitation and exploration. If there is a tie between two
agents, the tie is broken arbitrarily according to one embodi-
ment.

[0090] According to one embodiment, an outcome of the
interaction measured in terms of the reward that is actually
achieved by the interaction, is monitored by a monitoring
function 310. For example, if a sale resulted from the
interaction, the monitoring function captures information
surrounding the sale such as, for example, ales price, item,
time, and the like. The reward that is obtained is the sales
revenue resulting from the sale. The reward may also be a
customer satisfaction rating, NPS score, customer effort
score, and the like.

[0091] The actual reward from the interaction may be
provided to an updating faction 314 for updating, as needed,
the reward estimation function used for the reward estima-
tion. According to one embodiment, a linear regression
algorithm is used for learning the reward function based on
observed outcomes. The update of the reward function may
be done as soon as each outcome is observed or performed
in batch on a periodic basis.
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[0092] According to one embodiment, the configuration
server 27 provides a graphical user interface for access by a
contact center administrator for fine-tuning one or more
parameters of the reward maximization module 102. For
example, the administrator may select one or more rewards
to be optimized by the reward maximization module. In one
embodiment, the contact center administrator may want to
optimize for first call resolution instead of wait time. In this
example, customers may be kept waiting a longer time, but
are routed to better matching agents.

[0093] The parameters may also be automatically refined
on a per call basis based on various factors including, for
example, caller profile caller intent, time of day, and the like.
Some of the inputs may be pre-fixed and others may be
derived. For example, customer intent 304 may be derived
from running text analytics algorithms on text in either a
voice channel where it was converted to text, or in a text
channel. In another example, for a given customer profile,
the reward maximization module 102 may determine, based
on machine learning, that customers with that profile are
more patient, and hence, are willing to wait longer for an
agent before the call is abandoned. For example, it may be
learned that gold customers are more patient than silver
customers. If a particular interaction is thus from a gold
customer, the reward estimation function may seek to opti-
mize first call resolution instead of wait time, and route the
call to agents that will optimize first call resolution. Accord-
ing to one embodiment, this invokes a wider form of optimal
decision making where a pool of interactions and a pool of
agents are all evaluated together as discussed in more detail
below, where the interactions in the queue are interactions of
customers that can hold.

[0094] According to one embodiment, the observations
that are made by the reward maximization module for
estimating a reward are attributes that may change dynami-
cally as the contact center adapts to changes in the real-
world. For example, a particular topic (e.g. new iPhone
version) may be quite popular at one time but fade away
after some passage of time. While the topic is popular,
however, the contact center may experience an increase in
interactions relating to the popular topic (e.g. 80% of calls
relate to some aspect of the new iPhone version). For such
popular topics, it may be desirable to dynamically identify
sub-topics relating to the main topic in order to more
optimally route calls to agents to address specific sub-topics.
[0095] According to one embodiment, an adaptation mod-
ule that may be hosted in any server of the contact center
(e.g. configuration server 27, routing server 20, or the like)
is configured to observe contact center operations, learn
changes in real-life interactions, and dynamically adjust
contact center operation accordingly. The adjustment may
relate to criteria that is considered by the routing server 20
in finding optimal agents to handle interactions. The criteria
may relate, for example, to agent skills that are to be
considered for routing. As popularity of the topics wax and
wane, the adaptation module may be configured to dynami-
cally add and delete skills and sub-skills for one or more
agents (as represented in their global agent profile 300) for
dealing with those topics (or not).

[0096] In another example, the criteria may relate to
customer segmentation (gold, silver or bronze). According
to one embodiment, the adaptation module may communi-
cate with the reward maximization module 102 to dynami-
cally reassign to a customer, a particular customer segment
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that is stored as the customer profile data 302, based on
anticipated outcome of the given interaction, as is described
in U.S. application Ser. No. 14/450,194, entitled “System
And Method For Anticipatory Dynamic Customer Segmen-
tation For A Contact Center,” filed on Aug. 1, 2014, the
content of which is incorporated herein by reference. For
example, customer may be treated as a “gold” customer
based on anticipated outcome of the interaction even though
the current customer segment for that customer is “silver.”
[0097] Inaddition to updating agent skills and/or customer
profiles based on observed changes, other dynamic adjust-
ments to contact center operation may also be made based
on, for example, popularity of topics. For example, in
response to the routing server 20 detecting an influx of calls
on a particular topic, a dedicated telephone number that
customers may call to inquire about the popular topic may
be added for the contact center by the adaptation module,
and a routing strategy may be dynamically associated with
the route point In another example, a script run by the IMR
server 34 may be dynamically modified by the adaptation
module to add options or prompts directed to the popular
topic. The additional option may be to connect customers to
agents skilled to handle the specific topic as is further
described in U.S. application Ser. No. 14/068,959, entitled
“System and Method for Performance-Based Routing of
Interactions in a Contact Center,” filed on Oct. 31, 2013, the
content of which is incorporated herein by reference.
[0098] FIG. 5 is a flow diagram of a process executed by
the adaptation module for dynamically adjusting contact
center operation based on detected changes in real-life
interactions according to one embodiment of the invention.
In act 500, the adaptation module engages in observation of
interactions handled by the contact center. In this regard, the
module monitors various data that may be used to deduce
explicit or implicit intent of the interactions. Such data may
be provided by the IMR 34 upon a customer interacting with
the IMR, by a speech analytics engine upon review of
speech uttered during an interaction, analysis of text pro-
vided during non-voice interactions, and the like. The obser-
vations may be conducted in real time with the interactions,
after each interaction is complete, or a combination of both.
[0099] For example, the speech analytics engine may
contain instructions for analyzing audio of real-time or
recorded calls, and storing the analysis data in the mass
storage device 30. The analysis data may be, for example,
classification of calls into predefined categories based on
recognition of one or more phrases uttered by a customer.
For example, a call may be categorized as having a particu-
lar call topic such as, for example, “where is my stuff,” based
on recognition of phrases such as, for example, “I would like
to check the status of my order.”

[0100] In act 502, the adaptation module identifies the
interaction topics for the observed interactions and popu-
lates, for example, a call distribution table used to collect a
list of different interaction topics deduced from interactions
received by the contact center.

[0101] FIG. 6 is a conceptual layout diagram of a call
distribution table 600 that may be populated by the adapta-
tion module according to one embodiment of the invention.
The call distribution table 600 includes a list of interaction
topics/categories 602 inferred for the calls received by the
call center, a specific agent, a department, or group of agents,
during a particular time period. The categories relate to
specific interaction topics, such as, for example, billing
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issue, equipment issue, and the like. The call distribution
table 600 further includes a percentage of calls 604, total
number of calls 606, and average duration of the calls 608
detected for the particular time period. Other information
may also be maintained in the call distribution table, such as,
for example, a time period during which the listed call topics
where detected, identifiers of agents handling each category,
and the like. Also, in addition to main topics sub-topics for
a particular topic may also be identified

[0102] Referring again to FIG. 5, in act 504, a determi-
nation is a made as to whether any of the identified inter-
action topics are deemed to be trending or popular. Popu-
larity may be determined in my manner conventional in the
art, such as, for example, based on a percentage interactions
that are received at the contact center that relate to a
particular topic. If the percentage of those interactions is
higher than a threshold amount, the particular topic to which
they relate may be flagged as being popular.

[0103] If a particular topic is identified as being popular,
the module proceeds to identify sub-topics for the popular
topic in act 506. The identification of sub-topics helps to add
granularity to the skills that may be considered for routing
interactions to the appropriate agents. For example, certain
sub-topics dealing with a new iPhone version may relate to
bending of the phone, how to purchase the phone, battery
life, and the like. The generating and identifying of sub-
topics may be done via speech recognition and by analyzing
and extracting concepts from interactions as is further
described in U.S. Pat. No. 7,487,094 entitled “System and
Method of Call Classification with Context Modding,” and
U.S. application Ser. No. 13/952.,459, entitled “System and
Method for Discovering and Exploring Concepts,” the con-
tent of both of which are incorporated herein by reference.
[0104] Inact 508, sub-skills are identified and allocated to
agents in the corresponding agent profiles 300 for dealing
with the sub-topics. According to one embodiment, the
sub-skills may be automatically derived upon engaging in
text analysis of emails, chats, and the like, received at the
contact center, or analysis of text transcripts of recent voice
interactions. The sub-skills may also be suggested by an
agent for being added as a sub-skill based on topics that the
agent anticipates being relevant in the near future. According
to one embodiment, the identified sub-skills are not included
as part of the hard-coded routing strategy that is used by the
routing server 20 in routing a call. Instead, the sub-skills are
identified on the fly and considered by the routing strategy
upon invoking of the reward maximization module 102.
[0105] In act 510, the adaptation module determines
whether the topic has faded. This may be done, for example,
by monitoring the interactions and determining, for
example, a number of interactions relating to the topic. For
example, if no interactions have been received for a period
of time in regards to the topic, or if the percentage of
interactions relating to the topic fall below a threshold value,
it may be determined that the topic has faded.

[0106] If a particular topic has faded, the adaptation mod-
ule proceeds to delete or disable the sub-skills allocated to
the agents in act 512. According to one embodiment, the
addition and/or removal of sub-skills may be automatic. In
other embodiments, the addition and/or removal of the
sub-skills does not occur until verified and allowed by an
administrator.

[0107] The adaptation module may also provide other
fluid and de-centralized mechanisms for defining skills of an
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agent. For example, instead of, or in addition to, any static
skills that may be set by a contact center administrator, the
agent may also be free to assign skills to himself. In this
regard, the adaptation module provides a graphical user
interface that is accessible to the agent to view his profile,
and dynamically add to this profile, skills that he may want
to declare for himself. The declared skills may be reinforced
or contradicted based on the outcome of the interactions. For
example, if agent that has declared for himself a “mortgage”
skill set continuously fails to close mortgage deals, the
adaptation module may be configured to remove or decrease
a skill level value for the declared skill. If, however, the
agent has an average rate of closing of mortgage deals, but
other agents or customers to whom the agent has connec-
tions with endorse the agent for this particular task, the
adaptation module may increase the agent’s “mortgage”
skill level assuming, for example, receipt of at least a
threshold number of endorsements. In this regard, a cus-
tomer may have access to view information on the agents to
which he has had an interaction, including the skills of the
agents, ratings of the agent (e.g. on a per skill basis), and the
like. The information may be available as a social media
webpage provided by the adaptation module. In one
example, customers may endorse an agent’s skill via the
social media webpage. According to one embodiment, a first
agent may silently monitor a second agent to give the peer
endorsement that the second agent may need in order to get
an increase in a skill level.

[0108] In addition to popularity of call topics for gener-
ating or modifying agent skills, agent skills/sub-skills may
further be modified based on other learned events such as,
for example, call transfers from one agent to another. In this
regard, a bank may have a set of agents for handling calls
relating to credits cards. However, there are various sub-
topics relating to credits where one agent may prove to be
more proficient in certain sub-topics than another agent.
According to one embodiment, the adaptation module is
configured to monitor information surrounding the transfer
of calls from one agent to another. In this regard, the
adaptation module maintains a call transfer graph where the
nodes represent agents and edges represent the direction of
transfer as well as the interaction topic. The adaptation
module analyzes the call transfer graph from time to time to
modify skills for the agent based on the analysis. Any
appropriate algorithm used for graph theory may be invoked
by the adaptation module for analyzing the call transfer
graph and inferring sub-topics that an agent is proficient in
(based on calls with sub-topics transferred to the agent), as
well a sub-topics that the agent is not proficient in (based on
calls with sub-topics that the agent decides to transfer out).
The decision to transfer out a call may be given more or less
weight as being an indicator of proficiency depending on
context surrounding the transfer. For example, agent capac-
ity may be considered when the call was transferred to
mother agent. If the agent was close to maximum capacity,
the transfer may have been due to the agent being too busy,
and not necessarily because the agent is not proficient in the
topic. Also, the inference that an agent is proficient on a
particular sub-topic based on calls having the sub-topic that
are transferred-in to the agent may be given more or less
weight depending on the actual interaction result. For
example, although a particular agent often gets transfers of
calls relating to a particular sub-topic, if the agent does not
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handle those calls to the satisfaction of the customers
involved, the agent would not be deemed to be proficient in
that particular sub-topic.

[0109] FIG. 7 is an exemplary call transfer graph accord-
ing to one embodiment of the invention. In the illustrated
call transfer graph, an inference may be made, by analyzing
the graph, that Agent A is proficient with helping customers
to open new credit cards as 36 calls with this topic were
transferred to Agent A from other agents, but not as profi-
cient in dealing with the topics of credit limit increases and
balance transfers since Agent A decided to transfer interac-
tions dealing with these latter topics to respectively Agent C
and Agent B. On the other hand, Agent B may be deemed to
be proficient with the topic of new credit cards and Agent C
may be deemed to be proficient with the topic of credit limit
increases based on transferred-in calls dealing with these
topics.

[0110] According to one embodiment, another attribute of
the contact center that may change dynamically is the
reward itself. For example, instead of a contact center
administrator statically setting one or more desired KPI
values as the reward to be maximized, the desired KPI
values may change dynamically based on detecting one or
more trigger events at the contact center. The monitoring of
such trigger events for updating the desired KPI values may
occur on a daily basis, hourly basis, or even on an interaction
basis. For example, in response to detecting a particular
trigger event associated with a current interaction, such as,
for example, detecting that the current interaction is asso-
ciated with a particular customer attribute, determination
may be made that for this current interaction, a first KPI
value is more important to be achieved than a second KPI
value. Thus, in routing the current interaction, agents pre-
dicted to maximize the first KPI value are selected over
agent predicted to maximize the second KPI value. Accord-
ing to one embodiment, the reward that is desired to be
maximized is exposed to the agents so that the agents may
focus on achieving such a reward.

[0111] According to one embodiment, attributes of the
contact center that are changing may be viewed as fast-
changing or slow-changing dimensions. Such attributes may
relate to skills and other routing criteria, as well as service
types, customer profile, customer segmentation, and the like.
According to one embodiment, the attributes of the contact
center may be modeled using a contact center metamodel
akin to a common warehouse metamodel which will be
understood by a person of skill in the art. As with a common
warehouse metamodel, the management of the attributes
maintained in the contact center metamodel may differ
depending on whether the attributes are fast changing or
slow changing. For example, the maintaining of historical
information may differ depending on whether the attribute is
fast changing or slow changing. According to one embodi-
ment, fast changing attributes are removed from the table
storing the slowly changing ones into a separate table. In this
manner, the table does not get filled up too quickly with
historical information on skills that may have been tempo-
rarily generated for a popular topic but removed after the
popularity of the topic disappears.

[0112] Just as reporting is adjusted to fast or slowing
changing dimensions in data warehousing, routing may also
need to be adjusted. For example, an agent who has a set of
skills that have been defined in his agent profile may, over
time, acquire new skills, or old skills may become obsolete,
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causing his skill set to change. Service types may also
change over time. For example, a new service type (e.g.
“mortgage”) may be added for routing purposes in response
to the emerging of a new business segment for a company,
or two business segments of the company may be combined
into one, causing an old service type to become obsolete.
Agent preferences of what types of interactions they would
like to handle also change over time.

[0113] Taking agent skills as an example, as popularity of
topics wax and wane, and skills and sub-skills are dynami-
cally added and deleted from the profiles of one or more
agents, a current skill set for one of those agents that is
considered to predict a current reward may be different from
a prior skill set that was relevant in achieving prior rewards.
Different mechanisms may be employed to try to exploit the
learned correlations of the prior skill set to the achieved
rewards, while minimizing the skewing of the current
reward prediction. According to one embodiment, a sliding
time window may be employed so that, if a particular skill
is identified as being a fast changing skill, such fast changing
skills and the rewards correlated to such fast changing skills,
become obsolete if outside of the sliding time window. In
this regard, just as fast changing dimensions may be
removed from a table for reporting purposes, fast changing
agent skills and associated reward information may be
removed/overridden after a short period of time (e.g. after
popularity of the topic that caused the new skill or subskill
to be generated, fades).

[0114] In another embodiment, a fast changing skill that is
no longer relevant may be mapped to a skill that is current
and relevant In this regard, the adaptation module may be
configured to identify a fast changing skill as being in the
same family as another skill. For example, the adaptation
module may be configured to assume that an agent who got
high scores in supporting customers on questions related to
HDD storage solutions could serve also customers on SSD
technology. Thus, skills relating to HDD may be deemed to
be in the same family as skills related to SDD. The agent’s
track record for HDD may then be used to judge skills and
compute expected rewards of an agent for an interaction
relating to SSD.

[0115] Although skills is used as an example, a person of
skill in the art should recognize that the above mechanisms
may be extended to other fast changing attributes.

[0116] According to one embodiment, the adaptation mod-
ule of the configuration server 27 may further allow a
contact center administrator to specifically mark as ephem-
eral, certain fast changing attributes so that they are given
lower or shorter influence in predicting rewards that other
attributes. For example, if there is a recall of a particular
product X, the contact center administrator may anticipate
spikes on calls relating to product X. In order to avoid this
particular call intent overpowering other attributes that are
considered for predicting rewards, the contact center admin-
istrator may expressly signal the reward maximization mod-
ule 102 (e.g. via a graphical user interface), that this par-
ticular call intent is ephemeral. In the example of the recall
for product X, the contact center administrator may signal
the reward maximization module 102 that a call intent
relating to recall of product X should be ignored as being a
fast changing attribute that will not be relevant after the
recall period is over. The same may apply when there is a
campaign that runs for a particular period of time for sale of
product Y, and there is a spike of calls relating to product Y
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during the campaign period. The contact center administra-
tor may signal the reward maximization module 102 to
ignore the reward data associated with this call intent during
the campaign period.

[0117] On a similar token, the contact center administrator
may identify certain attributes as having stronger or longer
influence on reward prediction than other attributes. For
example, if the geographic location of agents is better
correlated to customer satisfaction, difficulty of the cus-
tomer, length of interactions, and/or the like, the contact
center administrator may signal the reward maximization
module 102 to consider this attribute for a longer period of
time (e.g. longer than a year) than other criteria, and/or to
give it a stronger weight.

[0118] According to one embodiment, a contact center
administrator may also want to experiment how separate
attributes/criteria affect routing. In this regard, the adapta-
tion module is configured to provide tools that are accessible
to the administrator to assign temporary weights to different
attributes and run routing in a controlled setting to observe
rewards that are achieved in such controlled setting. Accord-
ing to one a embodiment, such experiments allow the
contact center administrator judge relevance and/or sensi-
tivity of certain criteria. Criteria of no or low impact may be
gradually removed for simplification.

[0119] Agent Assignment Based on Forecast Agent Avail-
ability and Customer Patience

[0120] The alternate reward maximization module 108 is
configured to extend agent assignment based on maximizing
expected values so that instead of evaluating a single inter-
action over a set of agents, multiple interactions are evalu-
ated concurrently over the set of agents. In general terms,
advantage is taken of the insight that customers may be
prepared to hold in order to obtain better outcomes, and
agent’s future availability may be forecast based on prior
patterns of interaction, resulting in greater level of flexibility
in how interactions may be routed.

[0121] To understand the potential of optimization tech-
niques in routing, a toy example may be considered. In this
example, it is assumed that customers call for one of two
reasons: Enquire_Bill or Report_Fault. There are two agents
in the contact center: Al and A2. While each of them can
handle both call types, their performance under a metric (e.g.
NPS) varies. Table 1 shows exemplary average performance
scores for agents Al and A2, normalized in the range [0.0,
1.0], from analysis of historical interaction data. As seen in
this table, historical data indicates that A2 performs better
than Al for call reason Enquire_Bill while Al performs
better than A2 for call reason Report_Fault.

TABLE 1
Caller Intention Agent Al Agent A2
Enquire_ Bill 0.3 0.4
Report_ Fault 0.35 1.0

[0122] An assumption is also made for purposes of this
example, that the interaction queue currently contains two
interactions, one of each type, with the first one being for
call reason Enquire_Bill. In a typical skill based muting
setup, the interactions in the queue are processed one after
another (e.g. FIFO) by assigning each interaction to one of
the available agents qualified to handle the call. Traditional
routing schemes typically do not have the notion of “per-

Apr. 20, 2017

formance score” associated with an agent. Thus, in the toy
example, such a traditional routing scheme may assign the
interaction Enquire_Bill to A2 and Report_Fault to Al,
resulting in a total performance score of 0.75 (0.4+0.35).
[0123] If a greedy assignment strategy is employed,
instead of assigning to any one of available agents, the
strategy assigns the interaction to the agent who has the
highest performance score for the interaction type. Thus, in
assigning the Enquire_Bill interaction, the routing strategy
is configured to look at the performance scores of both the
agents and choose A2 with the higher score. Thereafter,
Report_Fault is assigned to Al, being the only agent avail-
able. As a result, the total score is again 0.75 (0.4+035).
[0124] According to one embodiment, the alternate reward
maximization module 108 is configured to use an assign-
ment strategy which, instead of identifying the best agent for
a single interaction, considers several (e.g. all) the interac-
tions in the queue and several (e.g. all) of the candidate
agents together as a whole, for maximizing the total
expected reward/value. In the above example, the optimi-
zation based approach used by the alternate reward maxi-
mization module looks at all the possible ways of assign-
ment ie. (Enquire_Bill-=Al, Report_Fault—=A2) and
(Enquire_Bill-—=A2, Report_Fault—=A1), and chooses the
one that results in the maximum expected reward. Thus, the
alternate reward maximization module chooses (Enquire_
Bill—+A1l, Report_Fault—=A2) as it fetches 1.3 as the total
reward, which is greater than 0.75 associated with the other
choice.

[0125] In maximizing the total expected reward for mul-
tiple interaction in the queue, the alternate reward maximi-
zation module 108 leverages information on customer
patience and forecast agent availability if certain agents are
not currently available to receive an interaction assignment.
Based on the information, the alternate reward maximization
module determines whether it should hold-off routing an
interaction to get a more optimal agent assignment. Accord-
ing to one embodiment, the customer patience value is for
particular intention type (call intent). The patience value
may be a value that is derived/calculated by the alternate
reward maximization module based on observed abandon-
ment rates, service times, NPS scores, and the like. For
example, information on the impact of caller wait time on
the final NPS score may be used to calculate the customer
patience number of a call intention type. In this regard, a
wait time threshold may be identified for each intention type
after which the NPS score drops. For instance, assume that
for one of the intention types, it is observed that its Average
Handling Time is 619 seconds and average caller Wait Time
is 40 seconds (with 70% of the calls answered in less than
1 seconds), and the NPS score drops sharply only after 190
seconds. The customer “patience number” for this intention
type may be set as 180 seconds. This example illustrates that
customers are prepared to wait (for some time) for the right
agent rather than settle for a lesser skilled agent. Therefore,
given reliable short term forecasts of agent availability, and
an estimate of customer’s patience or tolerance level for
waiting before abandoning or negatively impacting out-
comes, that time flexibility may be exploited to do a more
optimal interaction-agent match.

[0126] FIG. 8 is a timing diagram showing a window of
opportunity that may be exploited by the alternate reward
maximization module 108 for a better interaction-agent
matching. In the example of FIG. 8, although Agent-1 is
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available when the caller entered the queue, the interaction
is not assigned to Agent-1 due to a potential of a low reward
compared to the reward that may be achieved by assigning
the interaction to Agent 2, who is currently unavailable.
Instead, the alternate reward maximization module 108 is
configured to wait to assign the interaction to Agent-2 who
is expected to fetch higher reward. In the above toy example,
suppose Al is available, and A2 is not available, but would
be available in an acceptable time (e.g. within the caller’s
patience threshold). In that example, the alternate reward
maximization module chooses a more optimal assignment
with a total reward of 1.3, where the Enquire_Bill interac-
tion is assigned to Al, and the Report_Fault interaction is
assigned to A2.
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[0133] While the above reward function favors shorter
wait time, one may define the objective function such that
aspect like abandonments, agent idle time, etc. are factored
in.

[0134] In the above toy example, assume that agent A2 is
currently on a call, and the alternate reward maximization
module 108 predicts that he will be freed up in the next time
tick that is within the customer’s patience threshold. Such
prediction of when the agent is to become available may be
based, for example, on analysis of estimated handling times
for the call intent type. Other algorithms for forecasting
agent availability may also be invoked to predict when the
agent it to become available. In such a scenario, with A set
to 0.9, the assignment using availability forecast models
may be as shown in Table 2.

TABLE 2

Time-Discounted Reward Output of Optimal Assignment

Time Intention Agent Reward Available? (A =0.9) Algorithm Routing Decision
t=0 Enquire_Bill Al 0.3 Y 0.3 x0.9%=0.3 Enquire_ Bill—=Al Enquire_ Bill—=Al
A2 0.4 N 0.4 x 0.9' =0.36 Report_ Fault—A2
Report__Fault Al 0.35 Y 0.35 x 0.9° = 0.35
A2 1.0 N 1.0 x 0.9 =0.9
t=1 Report_Fault A2 1.0 Y 1.0x 0.9°=1.0 Report_ Fault—=A2 Report_ Fault—=A2

[0127] According to one embodiment, the algorithm for
assignment that may be employed by the alternate reward
maximization module 108 assigns higher rewards to agents
that are available sooner. According to such algorithm, let:
[0128] r, —Expected reward if interaction i is handled
by agent j (e.g. the upper confidence bound of the
expected reward)

[0129] A—Discount factor in the range [0.0, 1.0] that
may be preset by the contact center, gives more impor-
tance to sooner rewards than the later ones,

[0130] t—Predicted wait time based on agent’s current
status and caller’s patience level; ‘-1’ if interaction i is
likely to be abandoned before agent j becomes avail-
able

Then

[0131] Time-adjusted discounted reward based on fore-
cast is:

[0132] The reward that is calculated just based on agents’
current availability, i.e. without using any forecast/predic-
tive models, can be considered as a special case of the
generalized expression above:

1, r=0
B 0, otherwise
{ 0, r=-lorr>0

Tijs =0

[0135] As seen from Table 2, one may note that at -0.0,
while even though Al fetches more reward handling
Report_Fault, the algorithm assigns Enquire_Bill anticipat-
ing A2’s availability in the next time tick since A2 obtains
significantly greater reward handling Report_Fault.

[0136] FIG. 10 is a flow diagram of a process for finding
an optimal assignment of agents for multiple interactions at
the same time according to one embodiment of the inven-
tion. In this regard, assuming that the 2-step approach still
applies, the agent filtering module 100, in act 600, concur-
rently identifies two or more interactions that are waiting to
be routed (e.g. all interactions pending at time=0). In act
602, the agent filtering module 100 filters agents for the two
or more interactions based on hard constraints, and returns
a set of candidate agents to the alternate reward maximiza-
tion module 108. According to one embodiment, current
availability of an agent is not a hard constraint that needs to
be met by the filtering module in order to be considered as
a candidate agent. That is, an agent that possesses the skills
for handling one or more of the interactions may be returned
as a potential candidate even if that agent is not currently
available.

[0137] In act 604, the module 108 proceeds to calculate a
predicted wait time associated with each of the candidate
agents. According to one embodiment, the predicted wait
time is based on the agent’s current status and the threshold
customer patience for the identified interaction intent type.
The agent’s current status may include information on
whether the agent is available or not to handle the interac-
tion. If the agent is not currently available, the current status
may include information on the interaction that be is cur-
rently handling, such as interaction type, intent identified for
the interaction, handling time, and the like. According to one
embodiment, the wait time is set to be 0 if the agent is
currently available, and set to be -1 if the agent is currently
busy and not expected to be available until after a time that
the caller is predicted to abandon the interaction. For other
cases, the wait time is a function of the predicted availability
of the agent.
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[0138] In act 606, the module 108 calculates, for each
interaction and each candidate agent, a time-discounted
reward that is expected to be achieved by assigning the
interaction to the agent. According to one embodiment, the
time-discounted reward value is calculated using the algo-
rithms that are used by the reward maximization module
102. In one embodiment, the algorithm selects an upper
confidence bound of the expected reward. Unlike the reward
calculated by the reward maximization module 102, how-
ever, the alternate reward maximization module 108 dis-
counts the upper confidence bound of the expected reward
based on a discount factor. In this regard, the discount factor
gives more importance to rewards that are to be achieved
earlier rather than later in time. According to one embodi-
ment, the discount factor is a value that is computed as a
function of the wait time. For example, the smaller the wait
time, the smaller the discount factor value. If the agent is
immediately available, the expected reward computed for
that agent is not discounted. On the other hand, if the
interaction is likely to be abandoned before the agent
becomes available (e.g. the time the agent is predicted to
become available is longer than the time that the customer
is predicted to hold prior to abandoning the interaction, or in
other words, the wait time exceeds a predicted customer
patience threshold), the expected reward is calculated to be
0.

[0139] Inact 608, the module 108 finds an optimal assign-
ment for the interactions based on the time-discounted
rewards.

[0140] In act 610, the module 108 transmits signals to
cause, for example, the switch/media gateway 12, to route
the various interactions to the agent devices based on the
assignment in act 608.

[0141] Agent Preferences and Bidding

[0142] Referring again to FIG. 2, another data-driven
optimization module for finding an optimal match of an
interaction to an agent is the agent bidding module 104. The
agent bidding module 104 is configured to satisfy prefer-
ences of agents in routing interactions. According to one
embodiment, the bidding module 104 may take the set of
candidate agents provided by the agent filtering module 100,
and generate a routing offer to one or more of the candidate
agents based on matched preferences. The routing offer may
present a bidding opportunity to the offered agent. Each
offered agent may respond with a bid for handling the
interaction. One or more rounds of biddings may take place
until the call is successfully matched to a single agent.
[0143] FIG. 9 is schematic layout diagram of the agent
bidding module 104 according to one embodiment of the
invention. The agent bidding module 104 includes an agent
matching function for further reducing the candidate agents
produced by the agent filtering module 100. The matching
may be done, for example, based on agent preference data
400, agent state data 402, interaction data 404, and the like.
In this regard, the agent matching function 406 is configured
identify agents with preferences and states that match, or are
deemed to be suitable, for a particular type of interaction.
[0144] According to one embodiment, the suitability of a
match is based on the context of the interaction provided by
the interaction data 404. The interaction data 404 may be
gathered, for example, by the call server 18 or interaction
server 25. For example, when a telephony call arrives at the
switch/media gateway 12, the call server 18 proceeds to
generate a call object with details on the incoming call, such
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as, for example, the called number, calling number, wait
time, and the like. As the customer interacts with the system,
interaction details are tracked and added to the call object.
For example, data provided to the IMR 34 (e.g. reason for
the call) may be captured and stored in the call object. Other
interaction details that may be obtained from customer
profile records and/or interaction records stored, for
example, in the mass storage device 30. Such records may
provide additional data about the customer and his/her prior
interactions, such as, for example, customer segment data,
unresolved interactions, statistics of prior interactions, and
the like. According to one embodiment, where available, the
interaction details include the same or similar attributes that
may be made available to agents for being set as being
preferred by the agents.

[0145] According to one embodiment, similar to how
agents are labeled with attributes, the agent bidding module
104 may be further configured to extend the tagging of skills
and attributes to customers and customer interactions. For
example, attributes such as language fluency, agreeability, or
a combination of evaluations provided by a customer may
give indication to the bidding process and bidding agents on
the desirability of an interaction. In this regard, customers
may provide preferences of agents that they want via, for
example, during an IVR interaction, customer preference
profiles, and the like. The data may be provided explicitly or
implicitly. For example, preference of agents by the cus-
tomers may be inferred based on previous interactions that
the customers have had with the same or different agents.

[0146] The agent preferences 400 considered for matching
interactions to agents may be static and/or dynamic prefer-
ences. For example, the agent may mark a particular cus-
tomer intent (e.g. billing inquiry), agent skill (e.g. chat),
and/or any other attribute about the interaction or customer
(e.g. calls that have been waiting for a particular amount of
time), as being preferred. Agents may also indicate prefer-
ences for new criteria that already available in the system,
based on, for example, anticipation of the criteria being
relevant in the future. According to one embodiment, the
agent preferences are expressed with time bounds/limits that
indicate a time limit for which a particular marked attribute
is to remain as being preferred (e.g. next 30 minutes after
which the preference expires). Additional details on how
agent preferences may be taken into account to route dif-
ferent types of contact center activity is found in U.S.
application Ser. No. 13/681,420, filed on Nov. 19, 2012,
entitled “System and Method for Contact Center Activity
Routing based on Agent Preferences.” the content of which
is incorporated herein by reference.

[0147] According to one embodiment, agent preference
and/or state data is input via a graphical user interface
accessible to the agent via the agent device 38. For example,
in setting the agent’s preferences, the agent may invoke a
preset drop down list of attributes that may be selected by
the agent as being preferred. Selection of a particular attri-
bute by the agent may cause the particular attribute to be
marked (visually or otherwise), as being preferred. Accord-
ing to one embodiment, agents may mark a skill as being
preferred through self-assessment of his/her skill level. For
example, an agent may, after handling calls of a particular
call type/intent, believe that certain expertise has been
gained in the particular call type/intent and mark preference
for skills relating to the particular call type/intent.
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[0148] According to one embodiment, the ability of the
agent to mark a skill as preferred may be limited based on
validation from, for example other agents or supervisors.
The endorsements may also be used to add new skills to the
drop down list of attributes that the agent may select to mark
as being preferred. In some embodiments, a degree or level
of preference may also be set (e.g. a value from 1 to 5), along
with a time attribute indicative of the amount of time in
which the preference is to be set.

[0149] According to one embodiment, agent preferences
are stored statically as part of the agent profile in the mass
storage device 30. In this regard, the preference data is set
offline (e.g. when the agent is not scheduled to be working),
and stored as the agent profile for retrieval when the agent
is logged-in for work. The preferences may also be set
dynamically by the agent as the agent handles interactions
throughout a workday. For example, if an agent that is
currently handling interactions of a particular type would
like to handle interactions of a different type, the agent may
indicate preference for the other interaction type via the
agent device. The agent preference may be honored in real
time, such as, for example, for a next interaction to be routed
to the agent.

[0150] In regards to the agent state 402 which is also
considered by the bidding module 104 for matching inter-
actions to agents, biological/physiological characteristics of
the agent may be monitored for automatically setting the
agent state 402. For example, a device worn by the agent
may monitor certain physical/biological attributes of the
agent in real time to deduce the current physical or emo-
tional state of the agent. The wearable device may be a
watch, headset, or the like. The wearable device may be
configured to monitor the agent’s heartrate to determine
whether the agent is agitated, tired, and the like. The
wearable device may also be configured to monitor the
agent’s speech typing speed, and the like, to deduce physical
or emotional attributes of the user. In this regard, a speech
analytics engine may capture and analyze the agent’s voice
in real time to deduce the agent’s state relating to his/her
mood/emotion. For example, the speech analytics engine
may be configured to monitor for utterance of certain sounds
or words, monitor the number of words uttered per minute,
and/or the like, to assign an emotional and/or patience score
to the agent. In another example, a typing speed of the agent
captured and analyzed by a typing analytics engine may
indicate a typing speed of less than an average by a threshold
amount, leading to a conclusion that the agent is tired. Of
course, although the use of wearable devices have been
described, a person of skill in the at should recognize that
non-wearable devices may also be used to detect a current
agent state as will be appreciated by a person of skill in the
art.

[0151] The gathered data on the agent preference 400,
state 402, and interaction data 404 is input to the agent
matching function 406. According to one embodiment, the
agent matching function 406 is configured to filter out agents
output by the agent filtering module 100 that do not satisfy
a set match score. The match score may be based on the
number of attributes that are listed in the interaction data 404
that are deemed to be preferred by the agent. The match
score may also be based on the agent state 402 for filtering
out agents that are in a state that may be deemed to be
incompatible or detrimental for handling the current inter-
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action. According to one embodiment, all or only agents
with a certain match score are then output to a bidding
function 408.

[0152] According to one embodiment, an algorithm such
as the reward estimation algorithm of the reward estimation
module 306 is invoked for finding an agent with preferences
and states that match a particular interaction. In this regard,
additional inputs to be considered by the reward estimation
function 306 for running the algorithm include the agent
state 402 and agent preference 400. According to this
embodiment, the reward to be maximized by the algorithm
may be an agent satisfaction value. The more an interaction
matches a preference of an agent, the higher should the agent
satisfaction value be. In invoking the reward estimation
algorithm, the agent matching function 406 may be config-
ured to select several agents with rewards within a particular
threshold instead of a single agent with the highest upper
confidence bound.

[0153] Another way to incorporate the functionalities of
the reward maximization module 102 or the alternate reward
maximization module 108 with the agent bidding module
may be to have the list of candidate agents returned by the
filtering module 100 in the first step, to be further filtered
based on agent preferences and/or agent acceptance of bid
offers as discussed herein.

[0154] The bidding function 408 is configured to invite
one or more of the agents identified by the agent matching
function 406, to make a bid for the interaction. In this regard,
the bidding function 408 transmits a routing/bidding offer/
invitation to the one or more of the agents. The routing offer
includes information about the interaction for agents to
review and place their bids. The information may be all or
portion of the interaction data 404 such as, for example, data
relating to intent, customer category/segment, average wait
time (AWT), previous average handle time, and the like. The
bid may be placed by the agent in response to the received
routing/bidding offer. In this regard, the bidding function
408 may be configured to transmit the routing/bidding offer
to the agent device 38 for each matched agent. The offer may
be configured to be displayed on each agent device 38 for a
set period of time, such as, for example, as a pop-up
message. During this set period of time, the agent may place
a bid to handle the interaction by, for example, selecting an
option on the invitation (e.g. an “accept” button). If the agent
does not interact with the invitation to place a bid, the offer
is configured to expire and disappear.

[0155] According to one embodiment, the agent bidding
module 104 may be configured to further augment the
bidding process based on “currency” or “points” (collec-
tively referred to as points). In this regard, the bidding
function 408 may be configured to analyze and assign a
bidding point to the current interaction based on, for
example, a value or reward to be attained for handling the
interaction, complexity of the interaction, disposition of the
customer, and/or the like. For example, a first interaction that
may result in closing a bigger deal than a second interaction
may be assigned bidding points that may be bigger than the
bidding points assigned to the second interaction. In another
example, a fir interaction from a customer that provided a
low NPS score in the past may be assigned a bigger bidding
point than a second interaction because the first interaction
may be anticipated to be a difficult one. The actual accrual
of the bidding points may be based on how successfully the
interaction was handled by the agent. For example, a cus-
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tomer satisfaction score higher than a threshold score may
result in the agent accruing all bidding points.

[0156] According to one embodiment, agents may have a
limited amount of bidding points that may help them prevail
in the selection process. For example, the accumulated
bidding points may be used to win a bid for a particular type
of'interaction in case there is a tie with another agent bidding
for the same interaction. In this regard, in addition to
accumulating points based on prior interactions handled by
the agent, points may be given by, for example, a supervisor,
as an incentive or reward for the agent. The points may also
be awarded as an incentive based on agent seniority or call
closure rating in that each success (for example high satis-
faction rate) would yield a number of currency points. The
agent’s choices when given bid options, can be used to
further refine labeling of the attributes captured so far. This
input can be used as a static input in the future with some
expiration horizon.

[0157] Acceptances of routing/bidding offers/invitations
are forwarded to an agent selection function 410 for select-
ing a single agent to which the current interaction is to be
routed. In this regard, an agent to first submit a bid is
selected as the agent to whom the interaction is to be routed.
In another embodiment, the selection may be based on
optimization across concurrent assignments of multiple
interactions to a group of agents, as is described in U.S.
application Ser. No. 13/681,417, filed on Nov. 19, 2012,
entitled “Best Match Interaction Set Routing,” the content of
which is incorporated herein by reference.

[0158] In the event of a bidding tie where two or more
agents concurrently place a bid, the agent selection function
408 may include an algorithm for breaking the tie. For
example, the algorithm may be configured to consider
pre-set optimization criteria such as, for example, training
goals, cost, and the like. According to one embodiment, an
optimization algorithm, such as, for example, the Hungarian
algorithm described in more detail in http://en.wikipedia.
org/wiki/Hungarian_algorithm, the content of which is
incorporated herein by reference, may be used to optimize
the routing of a particular interaction to concurrently bidding
agents based on set optimization criteria. For example, the
algorithm may choose the agent that needs more real-life
training on a particular topic in the event of a tie with another
agent who has a lesser need for such training. Tie breakers
may also be based on points accumulated by agents. For
example, an agent with a higher number of accumulated
points may win the bid over an agent with a lower number
of points.

[0159] According to one embodiment, if the current bid-
ding round does not result in a selection of an agent, another
round of bidding may be initiated by the bidding module
408. In one example, the number of agents to whom bid
offers are sent may be expanded to include agents that may
be below an initial threshold match score.

[0160] Agent/Customer Social Network

[0161] Referring again to FIG. 2, a yet further data-driven
optimization module for finding an optimal match of an
interaction with an agent is the agent/customer social net-
work module 106. In this regard, the matching of agents to
customers may be put in a framework of a social network of
customers and agents. The agents and customers are nodes
or vertices of the network. A connection may be made
between an agent and a customer when an interaction for the
customer is routed to the agent. In one embodiment, a
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connection is also made based on knowledge of agent and/or
customer preferences as described in further detail in U.S.
application Ser. No. 12/910,179, entitled “System for Rating
Agents and Customers for Use in Profile Compatibility
Routing,” filed on Oct. 22, 2010, the content of which is
incorporated herein by reference. For example, a connection
may be made between a customer and an agent in response
to the customer providing a positive rating of a prior
interaction with the agent. According to one embodiment,
social and behavioral profiles (also referred to as features) of
both agents and customers are used for making the connec-
tion. The connections are represented via edges or links in
the network. The profiles may be maintained in association
with the nodes.

[0162] The nodes may be assigned different attributes,
such as, for example, social and behavioral attributes, which
may be stored in the corresponding profiles. In addition, the
edges themselves may have values or weights that may
capture information about the nature of the relationship
between the nodes they connect. For example, the edge
between a customer and each agent node may be formed if
there is a certain level of “fit” between the customer and
each agent. Such “fit” determination may be based on, for
example, the customer’s interactions with the IMR server
34, the customer’s interactions with the enterprises’ website,
social media interactions of the customer, feedback received
after the customer interacts with an agent (e.g. customer
survey responses, NPS scores, agent ratings, etc.), interac-
tion outcome, customer/agent preference information, fea-
tures of the customers/agents, and the like. The features of
the customers/agents that may be considered for determining
“fit” may be similar to the customer profile (cp) and agent
profile (ap and/or a) considered by the reward maximization
module 102. Analysis of such profile data may indicate a
level of compatibility between the customer associated with
the interaction that is to be routed and each candidate agent.
For example, an assumption may be made that the more the
profile of an agent overlaps with the profile of a customer,
the better the match or fit between the customer and the
agent. The mount of overlap may be determined based on
which and how many attributes are shared by the customer
and the agent (e.g. the agent and the customer went to the
same school, live in the same area, have same hobbies, have
the same nationality, have same kind of pets, etc.). Certain
attributes may be weighed higher than other attributes in
calculating the amount of overlap.

[0163] Other features of the customer and candidate
agents that may be considered for determining fit during the
second pass may relate to their behavioral profile. The
behavioral profile may be, for example, real time behavioral
status of the agents and customer that may be captured in a
way similar to the way agent state 402 is captured by the
agent bidding module 104 (e.g. via a speech analytics
module). For example, a customer that is sensed to be upset
may be deemed to be a better fit for an agent identified to
have a high patience score. In this regard, when it comes to
behavioral profile, the module 106 may not always look for
shared behaviors, but instead, look for compatible behav-
iors. The compatibility of behaviors may be based on preset
rules accessible to the module 106. For example, upset
behavior of a customer may be deemed to be compatible
with a high patience score of an agent.

[0164] One or more of the factors considered for deter-
mining “fit” may each be represented as a separate edge the
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connects the customer node to the corresponding agent
node. For example, a separate “agent rating” link may be
provided to connect a particular customer to a particular
agent to represent an average of all ratings received by the
agent after an interaction with the customer. Such value may
be obtained via a post contact survey upon completion of
each interaction. In addition, if there is no express survey,
but the agent indicates to the system that the interaction was
overall positive, a “customer satisfaction” link may be
updated with a value that depicts positive customer satis-
faction from the particular customer. Other edges and asso-
ciated values/weights may also be maintained and updated
for a particular customer/agent pair, such as, for example, a
“rewards” link that provides an average of all reward values
achieved during interactions between the agent and the
customer, a “profile match” link that provides a value
indicative of how well the agent’s profile matches the
customer’s profile, and other links that may considered to
determine a general “fit” between the agent and the cus-
tomer.

[0165] As a new customer interacts with the contact center
for the first time, there may be no initial preference for any
particular agent aside from, for example, preference data
gathered by the reward maximization module 102 and/or
agent bidding module 104. That is, the new customer may
not be represented initially in the network of agents and
customers. Even if a customer is not new, in a large contact
center where a customer interacts with a limited number of
agents, there may be no data on past interactions with a
majority of the agents in the contact center. Hence the
value/weight of an edge from the customer node to any agent
node may be the same (e.g. all have a value of 1). In many
situations, however, preference information may be deduced
based on feature information on the customer that may be
extracted prior to the customer being routed to an agent.
Certain customer features may be extracted, for example,
based on the customers current location, responses to
prompts provided by the IMR server 34, audio emotion
analysis, intent analysis, and the like. A fit between the
customer and each agent may then be predicted based on the
extracted customer’s features, and an agent predicted to be
the best fit selected for routing the customer to the agent.
According to one embodiment, the predicted fit is based on
an expected reward to be achieved during the interaction.
The expected reward may be calculated, for example, by the
reward maximization module 102.

[0166] In one example, the module 106 may even tap into
information derived from public social networks for deter-
mining the fit between an agent and a customer. Such public
social networks may be general (e.g. Facebook) or special-
ized (e.g. network for biking enthusiasts). If there is a strong
link between an agent and a particular customer in the
agent-customer social network (e.g. they are immediate
friends on Facebook, or within 2 or 3 degrees of separation),
an assumption may be made that the agent is also close to
persons who are close to this customer in other social
networks.

[0167] According to one embodiment, a fit between the
customer and each agent may be predicted based on pre-
dicting the sentiment that is likely to result if an interaction
from the customer were to be routed to the agent. In this
regard, the agent/customer social network module 106 may
be configured to analyze audio recordings, text transcripts,
emails, SMS messages, chat transcripts, and the like, of pest
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interactions for all customers, for identifying key phrases
such as “thank you, you’ve helped me very much,” “you
have been a great help,” and other words that express desired
or undesired states or qualities of the interaction, as explicit
sentiment information. Sentiment information may also be
obtained from post-interaction surveys where customers
provide explicit ratings such as, for example, agent ratings.
NPS scores, survey scores, and the like. Even without an
explicit survey score, if the customer explicitly signals that
he likes a particular agent (e.g. the customer marks an agent
as “favorite”), this may be taken as an explicit indication of
positive sentiment for the agent, as is s described in further
detail in U.S. application Ser. No. 14/201,648 filed on Mar.
7, 2014, entitled “Conversation Assistant.” the content of
which is incorporated herein by reference.

[0168] According to one embodiment, the agent/customer
social network module 106 is configured to take the gathered
data (e.g. indications and ratings) from the past interactions
for all customers, and conduct sentiment analysis for each
interaction. In this regard, the module 106 is configured to
run a sentiment analysis algorithm for determining senti-
ment for each of the past interactions from the gathered data.
The algorithm may include instructions for part of speech
tagging, extracting text relevant to opinions expressed by the
customer on desired or undesired states or qualities of the
interaction, and the like. The module 106 may then apply
supervised learning techniques conventional in the art to
classify the interactions as having, for example positive or
negative sentiment in this regard, the algorithm may be
configured to tag the interaction with a sentiment tag based
on the sentiment analysis. The tag may be, for example, a
numeric value, graphical depiction (stars, thumbs up or
down), or any other label (e.g. “good” or “bad”) indicative
of positive or negative sentiment, and/or a level of such
sentiment. For example, if a numeric value is used, a value
of “1” may indicate that the customer disliked interacting
with the agent, while a value of “5” may indicate that the
customer really liked interacting with the agent.

[0169] Once the prior interactions have been analyzed for
sentiment, the agent/customer social network module 106
may generalize or extend the analysis to predict a sentiment
for a current interaction between a particular customer and
a particular agent. The generalization may utilize collabora-
tive filtering or deep neural network. For collaborative
filtering, the module 106 seeks to find other customers that
are like-minded (e.g. share similar attributes) and have
similar taste in agents as the current customer for whom
sentiment is to be predicted. For deep neural network, the
input to the network may be features that represent customer
properties and agent properties, and the output is a predicted
sentiment. According to one embodiment the deep neural
network is trained based on customer and agent properties in
past interactions that resulted in particular sentiments. In
general terms, the customer and agent properties are corre-
lated to particular sentiments during the training/learning
stage. The learned properties of the agents and customers
may then be extended to the current interaction to predict
sentiment for the current interaction. The customer attributes
that may be considered include but are not limited to age,
gender, education level, income level, location, and the like.
The agent attributes that may be considered include but are
not limited to age, gender, education level, years on the job,
and location.
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[0170] As the customer interacts with a particular agent,
and that interaction results in a positive or negative experi-
ence, the weight of the edge(s) may be modified from the
learned experience. According to one embodiment, the
weight of the general “ft” edge (and/or a more specific
“customer experience” edge) between the customer node
and the agent node is increased if the interaction results in
a positive experience, but decreased if the interaction results
in a negative experience. The amount of the increase or
decrease may be based, for example, on the actual reward
achieved during the interaction. The amount of increase or
decrease may also be based on values provided by the
customer during a post-interaction survey, and/or other
feedback received from the customer or agent after the
interaction.

[0171] According to one embodiment, instead or in addi-
tion to weights assigned to the edges connecting an agent
and a customer, a distance between the particular customer
node and the particular agent node may be manipulated so
that the better fit between an gent and a customer, the closer
the nodes will appear in the graph that is displayed to
visualize the social network, while the worse the fit, the
further the nodes will appear.

[0172] According to one embodiment, in determining
which one of various candidate agents provided by the agent
filtering module should be selected as the optimal agent, the
agent/customer social network module 106 considers the
features of the particular customer, the profile of the candi-
date agents, and/or weights or distances of edges between
the particular customer node and the candidate agent nodes.
According to one embodiment, the agent/customer social
network module 106 executes a classification algorithm for
recommending one or more of the candidate agents for
handling the current interaction based on analysis of the
agent/customer social network. According to one embodi-
ment, the recommended candidate agents are predicted to
have the best fit with the customer.

[0173] According to one embodiment, agents that are
believed to be a good fit with the particular customer may be
prioritized for selection during the second pass a opposed to
other candidate agents.

[0174] According to one embodiment, a customer’s pref-
erence for a particular agent may be exposed to other
customers in the social network allowing those other cus-
tomers to follow suit and also express preference for the
particular agent. In this regard, the agent/customer social
network module provides a graphical user interface acces-
sible to customers for exposing their preference data to other
customers. For example, a particular customer may share or
expose preference for a particular agent (e.g. via a thumbs up
indicator or an assigned rank value), to the customer’s
friends on a social network (e.g. the customer’s Facebook™
friends). In yet another example, even if the particular
customer has not expressly exposed his preference for a
particular agent, the agent/customer social network module
may be configured to take into account such preference data
in selecting agents for a friend of the particular customer.

[0175] In embodiments where the age/customer social
network module 106 is used in conjunction with other
optimization modules such as, for example, the reward
maximization module 102 and/or agent bidding module 104,
the determination of fit between agents and customers may
be done before or after selection of optimal agents by these
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other modules to find overlapping agents that are deemed
optimal by module 106 as well as one or more of the other
modules.

[0176] In one embodiment, each of the various servers,
controllers, switches, gateways, engines, and/or modules
(collectively referred to as servers) in the afore-described
figures are implemented via hardware or firmware (e.g.
ASIC) as will be appreciated by a person of skill in the art.
[0177] In one embodiment, each of the various servers,
controllers, switches, gateways, engines, and/or modules
(collectively referred to as servers) in the afore-described
figures is a process or thread, running on one or more
processors, in one or more computing devices 1500 (e.g.,
FIG. 9A, FIG. 9B), executing computer program instruc-
tions and interacting with other system components for
performing the various functionalities described herein. The
computer program instructions are stored in a memory
which may be implemented in a computing device using a
standard memory device, such as, for example, a random
access memory (RAM). The computer program instructions
may also be stored in other non-transitory computer readable
media such as, for example, a CD-ROM, flash drive, or the
like. Also, a person of ski in the art should recognize that a
computing device may be implemented via firmware (e.g. an
application-specific integrated circuit), hardware, or a com-
bination of software, firmware, and hardware. A person of
skill in the art should also recognize that the functionality of
various computing devices may be combined or integrated
into a single computing device, or the functionality of a
particular computing device may be distributed across one
or more other computing devices without departing from the
scope of the exemplary embodiments of the present inven-
tion. A server may be a software module, which may also
simply be referred to as a module. The set of modules in the
contact center may include servers and other modules.
[0178] The various servers may be located on a computing
device on-site at the same physical location as the agents of
the contact center or may be located off-site (or in the cloud)
in a geographically different location, e.g., in a remote data
center, connected to the contact center via a network such as
the Internet. In addition, some of the servers may be located
in a computing device on-site at the contact center while
others may be located in a computing device off-site, or
servers providing redundant functionality may be provided
both via on-site and off-site computing devices to provide
greater fault tolerance. In some embodiments of the present
invention, functionality provided by servers located on
computing devices off-site may be accessed and provided
over a virtual private network (VPN) as if such servers were
on-site, or the functionality may be provided using a soft-
ware as a service (SaaS) to provide functionality over the
internet using various protocols, such as by exchanging data
using encoded in extensible markup language (XML) or
JavaScript Object notation (JSON).

[0179] FIG. 11A and FIG. 11B depict block diagrams of a
computing device 1500 as may be employed in exemplary
embodiments of the present invention. Each computing
device 1500 includes a central processing unit 1521 and a
main memory unit 1522. As shown in FIG. 11A, the com-
puting device 1500 may also include a storage device 1528,
aremovable media interface 1516, a network interface 1518,
an input/output (I/O) controller 1523, one or more display
devices 1530¢, a keyboard 1530a and a pointing device
15305, such as a mouse. The storage device 1528 may
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include, without limitation, storage for an operating system
and software. As shown in FIG. 11B, each computing device
1500 may also include additional optional elements, such as
a memory port 1503, a bridge 1570, one or more additional
input/output devices 1530d, 1530¢ and a cache memory
1540 in communication with the central processing unit
1521. The input/output devices 1530a, 15305, 15304, and
1530e may collectively be referred to herein using reference
numeral 1530.

[0180] The central processing unit 1521 is any logic
circuitry that responds to and processes instructions fetched
from the main memory unit 1522. It may be implemented,
for example, in an integrated circuit, in the form of a
microprocessor, microcontroller, or graphics processing unit
(GPU), or in a field-programmable gate array (FPGA) or
application-specific integrated circuit (ASIC). The main
memory unit 1522 may be one or more memory chips
capable of storing data and allowing any storage location to
be directly accessed by the central processing unit 1521. As
shown in FIG. 11A, the central processing unit 1521 com-
municates with the main memory 1522 via a system bus
1550. As shown in FIG. 11B, the central processing unit
1521 may also communicate directly with the main memory
1522 via a memory port 1503.

[0181] FIG. 11B depicts an embodiment in which the
central processing unit 1521 communicates directly with
cache memory 1540 via a secondary bus, sometimes referred
to as a backside bus. In other embodiments, the central
processing unit 1521 communicates with the cache memory
1540 using the system bus 1550. The cache memory 1540
typically has a faster response time than main memory 1522.
As shown in FIG. 11A, the central processing unit 1521
communicates with various I/O devices 1530 via the local
system bus 1550. Various buses may be used as the local
system bus 1550, including a Video Electronics Standards
Association (VESA) Local bus (VLB), an Industry Standard
Architecture (ISA) bus, an Extended Industry Standard
Architecture (EISA) bus, a MicroChannel Architecture
(MCA) bus, a Peripheral Component Interconnect (PCI)
bus, a PCI Extended (PCI-X) bus, a PCI-Express bus, or a
NuBus. For embodiments in which an I/O device is a display
device 1530c, the central processing unit 1521 may com-
municate with the display device 1530¢ through an
Advanced Graphics Port (AGP). FIG. 11B depicts an
embodiment of a computer 1500 in which the central
processing unit 1521 communicates directly with I/O device
1530e¢. FIG. 11B also depicts an embodiment in which local
busses and direct communication are mixed: the central
processing unit 1521 communicates with /O device 15304
using a local system bus 1550 while communicating with
1/0 device 1530c¢ directly.

[0182] A wide variety of I/O devices 1530 may be present
in the computing device 1500. Input devices include one or
more keyboards 1530a, mice, trackpads, trackballs, micro-
phones, and drawing tablets. Output devices include video
display devices 1530c, speakers, and printers. An I/O con-
troller 1523, as shown in FIG. 11A, may control the I/O
devices. The I/O controller may control one or more /O
devices such as a keyboard 1530a and a pointing device
15305, e.g., a mouse or optical pen.

[0183] Referring again to FIG. 11A, the computing device
1500 may support one or more removable media interfaces
1516, such as a floppy disk drive, a CD-ROM drive, a
DVD-ROM drive, tape drives of various formats, a USB
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port, a Secure Digital or COMPACT FLASH™ memory
card port, or any other device suitable for reading data from
read-only media, or for reading data from, or writing data to,
read-write media. An /O device 1530 may be a bridge
between the system bus 1550 and a removable media
interface 1516.

[0184] The removable media interface 1516 may for
example be used for installing software and programs. The
computing device 1500 may further comprise a storage
device 1528, such as one or more hard disk drives or hard
disk drive arrays, for storing an operating system and other
related software, and for storing application software pro-
grams. Optionally, a removable media interface 1516 may
also be used as the storage device. For example, the oper-
ating system and the software may be run from a bootable
medium, for example, a bootable CD.

[0185] In some embodiments, the computing device 1500
may comprise or be connected to multiple display devices
1530¢, which each may be of the same or different type
and/or form. As such, any of the /O devices 1530 and/or the
1/O controller 1523 may comprise any type and/or form of
suitable hardware, software, or combination of hardware and
software to support, enable or provide for the connection to,
and use of multiple display devices 1530c¢ by the computing
device 1500. For example, the computing device 1500 may
include any type and/or form of video adapter, video card,
driver, and/or library to interface, communicate, connect or
otherwise use the display devices 1530c. In one embodi-
ment, a video adapter may comprise multiple connectors to
interface to multiple display devices 1530c. In other
embodiments, the computing device 1500 may include
multiple video adapters, with each video adapter connected
to one or more of the display devices 1530¢. In some
embodiments any portion of the operating system of the
computing device 1500 may be configured for using mul-
tiple display devices 1530c. In other embodiments, one or
more of the display devices 1530¢ may be provided by one
or more other computing devices, connected, for example, to
the computing device 1500 via a network. These embodi-
ments may include any type of software designed and
constructed to use the display device of another computing
device as a second display device 1530c¢ for the computing
device 1500. One of ordinary skill in the art will recognize
and appreciate the various ways and embodiments that a
computing device 1500 may be configured to have multiple
display devices 1530c.

[0186] A computing device 1500 of the sort depicted in
FIG. 11 A and FIG. 11B may operate under the control of an
operating system, which controls scheduling of tasks and
access to system resources. The computing device 1500 may
be running any operating system, any embedded operating
system, any real-time operating system, any open source
operating system, any proprietary operating system, any
operating systems for mobile computing devices, or any
other operating system capable of running on the computing
device and performing the operations described herein.
[0187] The computing device 1500 may be any worksta-
tion, desktop computer, laptop or notebook computer, server
machine, handheld computer, mobile telephone or other
portable telecommunication device, media playing device,
gaming system, mobile computing device, or any other type
and/or form of computing, telecommunications or media
device that is capable of communication and that has suf-
ficient processor power and memory capacity to perform the
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operations described herein. In some embodiments, the
computing device 1500 may have different processors, oper-
ating systems and input devices consistent with the device.
[0188] In other embodiments the computing device 1500
is a mobile device, such as a Java-enabled cellular telephone
or personal digital assistant (PDA), a smart phone, a digital
audio player, or a portable media player. In some embodi-
ments, the computing device 1500 comprises a combination
of devices, such as a mobile phone combined with a digital
audio player or portable media player.

[0189] As shown in FIG. 11C, the central processing unit
1521 may comprise multiple processors P1, P2, P3, P4, and
may provide functionality for simultaneous execution of
instructions or for simultaneous execution of one instruction
on more than one piece of data. In some embodiments, the
computing device 1500 may comprise a parallel processor
with one or more cores. In one of these embodiments the
computing device 1500 is a shared memory parallel device,
with multiple processors and/or multiple processor cores,
accessing all available memory as a single global address
space. In another of these embodiments, the computing
device 1500 is a distributed memory parallel device with
multiple processors each accessing local memory only. In
still another of these embodiments, the computing device
1500 has both some memory which is shared and some
memory which may only be accessed by particular proces-
sors or subsets of processors. In still even another of these
embodiments, the central processing unit 1521 comprises a
multicore microprocessor, which combines two or more
independent processors into a single package. e.g., into a
single integrated circuit (IC). In one exemplary embodiment,
depicted in FIG. 11D, the computing device 1500 includes
at least one central processing unit 1521 and at least one
graphics processing unit 1521'.

[0190] In some embodiments, a central processing unit
1521 provides single instruction, multiple data (SIMD)
functionality, e.g., execution of a single instruction simul-
taneously on multiple pieces of data. In other embodiments,
several processors in the central processing unit 1521 may
provide functionality for execution of multiple instructions
simultaneously on multiple pieces of data (MIMD). In still
other embodiments, the central processing unit 1521 may
use any combination of SIMD and MIMD cores in a single
device.

[0191] A computing device may be one of a plurality of
machines connected by a network, or it may comprise a
plurality of machines so connected. FIG. 11E shows an
exemplary network environment. The network environment
comprises one or more local machines 1502a, 150256 (also
generally referred to as local machine(s) 1502, client(s)
1502, client node(s) 1502, client machine(s) 1502, client
computer(s) 1502, client device(s) 1502, endpoint(s) 1502,
or endpoint node(s) 1502) in communication with one or
more remote machines 15064, 15065. 1506¢ (also generally
referred to as server machine(s) 1506 or remote machine(s)
1506) via one or more networks 1504. In some embodi-
ments, a local machine 1502 has the capacity to function as
both a client node seeking access to resources provided by
a server machine and as a server machine providing access
to hosted resources for other clients 1502a, 15025. Although
only two clients 1502 and three server machines 1506 are
illustrated in FIG. 11E, there may, in general, be an arbitrary
number of each. The network 1504 may be a local-area
network (LAN), e.g., a private network such as a company
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Intranet, a metropolitan area network (MAN), or a wide area
network (WAN), such as the Internet, or another public
network, or a combination thereof.

[0192] The computing device 1500 may include a network
interface 1518 to interface to the network 1504 through a
variety of connections including, but not limited to, standard
telephone lines, local-area network (LAN), or wide area
network (WAN) links, broadband connections, wireless con-
nections, or a combination of any or all of the above.
Connections may be established using a variety of commu-
nication protocols. In one embodiment, the computing
device 1500 communicates with other computing devices
1500 via any type end/or form of gateway or tunneling
protocol such as Secure Socket Layer (SSL) or Transport
Layer Security (TLS). The network interface 1518 may
comprise a built-in network adapter, such as a network
interface card, suitable for interfacing the computing device
1500 to any type of network capable of communication and
performing the operations described herein. An I/O device
1530 may be a bridge between the system bus 1550 and an
external communication bus.

[0193] According to one embodiment, the network envi-
ronment of FIG. 11E may be a virtual network environment
where the various components of the network are virtual-
ized. For example, the various machines 1502 may be virtual
machines implemented as a software-based computer run-
ning on a physical machine. The virtual machines may share
the same operating system. In other embodiments different
operating system may be run on each virtual machine
instance. According to one embodiment, a “hypervisor” type
of virtualization is implemented where multiple virtual
machines run on the same host physical machine, each
acting as if it has its own dedicated box. Of course, the
virtual machines may also run on different host physical
machines.

[0194] Other types of virtualization is also contemplated,
such as, for example, the network (e.g. via Software Defined
Networking (SDN)). Functions, such as functions of the
session border controller and other types of functions, may
also be virtualized, such as, for example, via Network
Functions Virtualization (NFV).

[0195] Although this invention has been described in
certain specific embodiments, those skilled in the art will
have no difficulty devising variations to the described
embodiments which in no way depart from the scope and
spirit of the present invention. For example, instead of
routing of a single interaction to a single agent in a sequen-
tial manner, the embodiments could be extended to concur-
rent routing/assignment of multiple interactions to multiple
agents. Furthermore, to those skilled in the various arts, the
invention itself herein will suggest solutions to other tasks
and adaptations for other applications. For example,
although the above embodiments have mainly been
described in term of routing inbound interactions, a person
of skill in the art should appreciate that the embodiments
may also be applied during an outbound campaign to select
outbound calls/customers to which an agent is to be
assigned. Thus, for example, the reward maximization mod-
ule 102 may rate customers based on their profiles and
assign a specific agent to one of the calls/customers that is
expected to maximize a reward (e.g. sales). Thus, the present
embodiments of the invention should be considered in all
respects as illustrative and not restrictive.
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1. A system for routing interactions to contact center
agents, the system comprising:

a processor; and

a memory, wherein the memory has stored therein instruc-

tions that, when executed by the processor, cause the

processor to:

identify an interaction to be routed;

identify a group of agents based on one or more
constraints for generating one or more candidate
agents;

gather context data surrounding the candidate agents;

for each agent of the candidate agents, estimate an
expected value to be obtained by routing the inter-
action to the agent;

select, based on the estimates, a particular agent of the
candidate agents that does not have a highest
expected value from among the candidate agents;
and

signal a routing device for routing the interaction to the
particular agent.

2. The system of claim 1, wherein the one or more
constraints are skills for handing the plurality of interac-
tions.

3. The system of claim 1, wherein the expected value is
calculated based on profile of the candidate agents, profile of
a customer associated with the interaction, and intent of the
interaction.

4. The system of claim 3, wherein the profile of each of
the candidate agents includes a dynamically added skill,
wherein the dynamically added skill is ignored or mapped to
another skill, for calculating the expected value.

5. The system of claim 3, wherein a proficiency level is
associated with a skill, wherein the proficiency level is
adjusted based on analysis of call transfers for each of the
candidate agents.

6. The system of claim 3, wherein the profile of the
candidate agents includes preference of each of the agents in
handing the interaction, wherein the instructions further
cause the processor to:

generate a routing offer to one or more of the candidate

agents based on the preference of the corresponding
agents.

7. The system of claim 6, wherein the candidate agents
and customers associated with a plurality of interactions are
modeled as a network of agents and customers, wherein a
connection between a node representing one of the candidate
agents and a node representing one of the customers is
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indicative of a fit between the one of the candidate agents
and the one of the customers.

8. The system of claim 7, wherein the instructions that
cause the processor to select the particular agent further
include instructions that cause the processor to determine
how well a customer associated with the interaction to be
routed fits with the particular agent.

9. The system of claim 8, wherein the instructions that
cause the processor to determine how well the customer fits
with the particular agent further include instructions that
cause the processor to predict sentiment to be expected
during the interaction between the customer and the par-
ticular agent.

10. The system of claim 1, wherein the expected value is
modeled as a standard normal distribution with an upper
confidence bound, and the instructions that cause the pro-
cessor to select the particular agent cause the processor to
select an agent associated with an expected value with a
highest upper confidence bound.

11. The system of claim 10, wherein the selection of the
agent associated with the highest upper confidence bound
balances exploration and exploitation needs.

12. The system of claim 11, wherein the exploration needs
are satisfied by selecting agents that are deemed sub-opti-
mal, and exploitation needs are satisfied by selecting agents
that maximize expected values.

13. The system of claim 1, wherein the instructions that
cause the processor to select the particular agent include
instructions that cause the processor to:

concurrently identify a plurality of interactions waiting to

be routed, wherein the plurality of interactions include
the interaction to be routed; and

select contact center agents for the plurality of interac-

tions.

14. The system of claim 13 further comprising:

estimate the expected value to be obtained for routing

each of the plurality of interactions to each of the
contact center agents.

15. The system of claim 14 further comprising:

calculate a predicted wait time associated with each of the

contact center agents, wherein the expected value for a
particular one of the contact center agents is a function
of the predicted wait time for the particular one of the
plurality of agents.

16. The system of claim 1, wherein the interactions are
real-time interactions.
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