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IMPROVED ANTENNA ARRANGEMENT FOR DISTRIBUTED MASSIVE
MIMO

Technical Field

The present invention relates generally to the field of wireless communication.
More particularly, it relates to an improved antenna arrangement for use in massive
MIMO (multiple-input and multiple-output) systems, more particularly distributed
massive MIMO systems (D-maMIMO or distributed maMIMO).

Background

Massive MIMO is one example of Multi-user MIMO (MU-MIMO) which is a
set of multiple-input and multiple-output technologies for wireless communication, in
which a set of users or wireless terminals, each with one or more antennas,
communicate with each other. In contrast, single-user MIMO considers a single multi-
antenna transmitter communicating with a single multi-antenna receiver. In a similar
way that OFDMA adds multiple access (multi-user) capabilities to OFDM, MU-MIMO
adds multiple access (multi-user) capabilities to MIMO. MU-MIMO has been
investigated since the beginning of research into multi-antenna communication,
including work by Telatar on the capacity of the MU-MIMO uplink. Multiple-antenna
(MIMO) technology is becoming mature for wireless communications and has been
incorporated into wireless broadband standards like LTE and Wi-Fi. Basically, the more
antennas the transmitter/receiver is equipped with, the more the possible signal paths
and the better the performance in terms of data rate and link reliability. The price to pay
is increased complexity of the hardware (number of RF amplifier frontends) and the
complexity and energy consumption of the signal processing at both ends.

Massive MIMO (also known as large-scale antenna systems and very large
MIMO) is thus, as stated above, a multi-user MIMO technology where each base station
(BS) is equipped with a large number of antenna elements (at least 50), which are being
used to serve many terminals that share the same time and frequency band and are
separated in the spatial domain. A key assumption is that there are many more BS

antennas than terminals; at least twice as many, but ideally as many as possible.
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Massive MIMO offers many benefits over conventional multi-user MIMO. First,
conventional multi-user MIMO is not a scalable technology, since it has been designed
to support systems with roughly equal numbers of service antennas and terminals, and
practical implementations typically relies on frequency-division duplex (FDD)
operation. By contrast, in massive MIMO, the large excess of service antennas over
active terminals TDD operation brings large improvements in throughput and radiated
energy efficiency. These benefits result from the strong spatial multiplexing achieved by
appropriately shaping the signals sent out and received by the base station antennas. By
applying precoding to all antennas the base station can ensure constructive interference
among signals at the locations of the intended terminals, and destructive almost
everywhere else. Furthermore, as the number of antennas increases, the energy can be
focused with extreme precision into small regions in space. Other benefits of massive
MIMO include use of simple low-power components since it relies on simple signal
processing techniques, reduced latency, and robustness against intentional jamming.

By operating in TDD mode, massive MIMO exploits the channel reciprocity
property, according to which the channel responses are the same in both uplink and
downlink. Channel reciprocity allows the BSs to acquire channel state information
(CSI) from pilot sequences transmitted by the terminals in the uplink, and this CSI is
then useful for both the uplink and the downlink. By virtue of the law of large numbers,
the effective scalar channel gain seen by each terminal is close to a deterministic
constant. This is called channel hardening. Thanks to the channel hardening, the
terminals can reliably decode the downlink data using only long-term statistical CSI,
making most of the physical layer control signaling redundant, i.e. low-cost CSI
acquisition. This renders the conventional resource allocation concepts unnecessary and
results in a simplification of the MAC layer. These benefits explain why massive
MIMO has a central position in preliminary 5G discussions.

However, massive MIMO system performances are affected by some limiting
factors: Channel reciprocity requires hardware calibration. In addition, the so called
pilot contamination effect is a basic phenomenon which profoundly limits the
performance of massive MIMO systems. Theoretically, every terminal in a massive

MIMO system could be assigned an orthogonal uplink pilot sequence. However, the



WO 2018/103897 PCT/EP2017/051669

10

15

20

25

30

maximum number of orthogonal pilot sequences that can exist is upper-bounded by the
size of the coherence interval, which is the product of the coherence time and coherence
bandwidth. Hence, adopting orthogonal pilots leads to inefficient resource allocation as
the number of the terminals increases or it is not physically possible to perform when
the coherence interval is too short. As a consequence, pilots must be reused across cells,
or even within the home cell (for higher cell density). This inevitably causes
interference among terminals which share the same pilot. Pilot contamination does not
vanish as the number of BS antennas grows large, and so it is the one impairment that
remains asymptotically.

To implement massive MIMO in wireless networks, two different architectures
can be adopted:

Centralized (C-maMIMO) 101, where all the antennas 110 are co-located in a
compact area at both the BS 120 and user sides, UEs 115, as shown in Figure 1. It
represents the conventional massive MIMO system.

Distributed (D-maMIMO) 102, where BS antennas, herein named as access
points (APs) 135, are geographically spread out over a large area, in a well-planned or
random fashion, as shown in Figure 2. Antennas 135 are connected together and to a
central processing unit (CPU) 130 through high-capacity backhaul links 140 (e.g. fiber-
optic cables). It is also known as cell-free massive MIMO system.

The inventors believe that D-maMIMO architecture is one important enabler of
network MIMO in future standards. Network MIMO is a terminology that is used for a
cell-free wireless network, where all the BSs that are deployed over the coverage area
act as a single BS with distributed antennas. This can be considered the ideal network
infrastructure from a performance perspective, since the network has great abilities to
spatially multiplex users and exactly control the interference that is caused to everyone.

The distinction between D-maMIMO and conventional distributed MIMO is
the number of antennas involved in coherently serving a given user. In D-maMIMO,
every antenna serves every user. Compared to C-maMIMO, D-maMIMO has the
potential to improve both the network coverage and the energy efficiency, due to
increased macro-diversity gain. This comes at the price of higher backhaul requirements

and the need for distributed signal processing. In D-maMIMO, the information



WO 2018/103897 PCT/EP2017/051669

10

15

20

25

30

regarding payload data, and power control coefficients, is exchanged via the backhaul
network between the APs and the CPU. There is no exchange of instantaneous CSI
among the APs or the central unit, that is CSI acquisition can be performed locally at
each AP.

Due to network topology, D-maMIMO suffers from different degrees of path
losses caused by different access distances to different distributed antennas, and very
different shadowing phenomena that are not necessarily better (antennas deployed at the
street level are more easily blocked by buildings than antennas deployed at elevated
locations). Moreover, since the location of antennas in D-maMIMO has a significant
effect on the system performance, optimization of the antenna locations is crucial. In
addition, D-maMIMO potentially system suffers a low degree of channel hardening. As
mentioned earlier, the channel hardening property is key in massive MIMO to suppress
small-scale fading, and derives from the huge number of antennas involved in a
coherent transmission. In D-maMIMO, APs are distributed over a wide area, and many
APs are very far from a given user. Therefore, each user is effectively served by a
smaller number of APs. As a result, channel hardening might be less pronounced. This
would considerably affect the system performance.

The performance of any wireless network is clearly the availability of good
enough CSI to facilitate phase-coherent processing at multiple antennas. Intuitively,
acquiring high quality CSI should be easier with a C-maMIMO than in a D-maMIMO
where the antennas are distributed over a large geographical arca. Nevertheless, the
macro-diversity gain has a dominant importance and leads to improved coverage and
energy efficiency.

A problem with a massive MIMO deployment is that a large number of
antennas generate a large amount of data. This implies that with traditional radio to
antenna interfaces very large capacity fiber network are needed to shuffle this data
around. Fiber is both expensive and needs skilled personal for installation. Both of
which limit the deployment scenarios for massive MIMO. There is also a scalability
issue as different size base-band units are needed to handle different array sizes, e.g. one

to handle 32 antennas one other for 128 antennas etc.
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From a practical point of view, C-maMIMO solution where all antenna
clements (i.e., APs) are placed close together has a number of drawbacks compared to
D-maMIMO solution where the antenna elements are distributed over a larger area.
These are e.g.

—  Very large service variations: UEs that happen to be located close to the
central massive MIMO node will experience very good service quality while for UEs
further away the service quality will degrade rapidly.

- Sensitive to blocking: On high frequency bands in particular the signal is
easily blocked by obstacles that obscures the line-of-sight between the UE and the C-
maMIMO node. In D-maMIMO a number of antenna elements may be blocked but it
requires much larger obstacles to block all antenna elements

- High heat concentration: Due to heat concentration it is difficult to make
C-maMIMO nodes very small. In D-ma MIMO each antenna element (and its
associated processing) generates only a small amount of heat and this simplifies
miniaturization.

- Large and visible installations: C-maMIMO installations can become
large, especially on lower frequency bands. D-maMIMO installations are actually even
larger, but the visual impact can be made almost negligible.

- Installation requires personnel with “radio skills”: Installing a complex
piece of hardware in a single location requires planning and most probably also proper
installation by certified personnel. In a D-maMIMO installation it is less crucial that
each and every one of the very many antenna elements are installed in a very good
location. It is sufficient that the majority of the elements are installed in good enough
locations. The requirements on installation can be significantly relaxed with a D-
maMIMO deployment.

— Power limited by regulations (e.g. specific absorption rate SAR): If the
antenna elements are located close together there will be an area close to the installation
where electromagnetic wave safety rules applies. This is likely to put limits on the total
radiated radio frequency power in many installations. In a D-maMIMO installation a
user may come close to a small number of antenna elements but it is impossible to be

physically close to many elements that are distributed over a large area.
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maMIMO. But the cabling and internal communication between antenna elements in a
D-maMIMO is prohibiting in state-of-the art solutions. It is not economically feasible to
connect a separate cable between each antenna element and a central processing unit
(e.g. in a star topology) in a D-maMIMO installation. Both a arbitrary and a optimal AP
topology on their own may lead to a prohibitive cost for the backhaul component, as
well as installation cost for distributing processing and settings.

There is thus a need to provide a distributed maMIMO system that is easy and
cheaper to install.

There is also a need for an improved processing and internal communication
between individual antenna elements and a central processing unit in any MIMO
installation, i.e., regardless if it is centralized or distributed and regardless if the number

of antenna elements in the MIMO installation is large or small.

Summary

It should be emphasized that the term “comprises/comprising” when used in
this specification is taken to specify the presence of stated features, integers, steps, or
components, but does not preclude the presence or addition of one or more other
features, integers, steps, components, or groups thercof.

It is an object of some embodiments to solve or mitigate at least some of the
above or other disadvantages.

This is generally achieved by providing a base station (BS) base station
characterized by that antenna elements and the associated antenna processing hardware
are located inside the same cable that provides data transfer and power supply to said
antenna elements and processing hardware.

According to a first aspect, this is achieved by an antenna arrangement for a
base station to be used in a Distributed maMIMO system comprising a body comprising
a plurality of antenna devices, the antenna arrangement being characterized in that the

body having a flexible structure and an elongated shape.
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In some embodiments, the antenna arrangement may further comprise a
connector (700) for connecting the antenna arrangement to a central unit (610), acting as
a base station.

In some embodiments, the antenna arrangement may further comprise a bus
portion and a power supply line for transmitting data to and from the plurality of
antenna devices and/or to/from the central unit.

In one embodiment the bus portion and the power supply line are the same
connection.

In some embodiments each antenna device comprises a controller and an
antenna element, wherein said controller is configured for performing per element
processing, the antenna arrangement thus being arranged for distributed processing
utilizing the controllers of the antenna devices.

In some embodiments, the antenna arrangement may further comprise or may
be arranged to be connected to a connector for connecting the antenna arrangement to at
least one other antenna arrangement.

In some embodiments, the antenna arrangement may further comprise or may
be arranged to be connected to a power unit.

In some embodiments the antenna devices are arranged in one row.

In some embodiments a majority of the antenna devices, such as all, are
arranged to face the same direction.

In some embodiments the antenna devices are arranged in a cover or sheath of
said body. In some embodiments the body is a cable.

In some embodiments the body is an elongated strip.

In some embodiments the body is a film.

In some embodiments, additional devices such as additional sensors may be
integrated in the antenna arrangement: for example. Temperature sensor, Pressure
sensor, Light sensor, Proximity sensor, Vibration sensor, Microphones, Camera sensors,
Malfunction detection or alarms, such as e.g. burglar alarm.

According to a second aspect there is provided distributed massive MIMO
(Multiple Input Multiple Output System) comprising a central unit arranged to act as a

base station and at least one antenna arrangement according to above.
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An advantage of some embodiments is that a cost efficient building practice for
distributed Ma-MIMO base stations is provided.

The present invention also provides for simple and accurate positioning.

The present invention also removes the requirement of an advanced timing or

angular estimation for positioning of terminals.

Brief Description of the Drawings

Further objects, features and advantages will appear from the following
detailed description of embodiments, with reference being made to the accompanying
drawings, in which:

Figure 1 is a schematic drawing illustrating an example prior art centralized
maMIMO system;

Figure 2 is a schematic drawing illustrating an example prior art distributed
maMIMO system;

Figure 3 is a schematic illustration of an antenna arrangement according to one
embodiment of the present invention;

Figure 4A shows a schematic side view of a variation of an antenna
arrangement according to an embodiment of the present invention;

Figure 4B shows a schematic side view of a variation of an antenna
arrangement according to an embodiment of the present invention;

Figures SA to 5C show various examples of placements of antenna
arrangements;

Figure 6 shows an example of a system configured to utilize antenna
arrangements according to embodiment of the present invention;

Figure 7 shows a general concept of connecting several antenna arrangements
in series and in parallel;

Figure 8 shows a schematic view of an example embodiment of the present
invention;

Figure 9 shows a schematic view of a UE communicating with antenna devices

according to an example embodiment of the present invention;
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Figure 10 shows a general method for executing the processing illustrated in
figure 9 according to an example embodiment of the present invention;

Figure 11 shows a serialized transmission TX interface of Massive-MIMO
transmission according to an example embodiment of the present invention;

Figure 12 shows a serialized reception RX interface for Massive-MIMO
reception according to an example embodiment of the present invention;

Figure 13 shows a flowchart for performing the method of performing per-
element processing according to an example embodiment of the present invention;

Figure 14 shows an example of batch receiver processing according to an
example embodiment of the present invention;

Figure 15, shows an example of a configuration of reference signal for
reciprocity based transmission according to an example embodiment of the present
invention;

Figure 16 shows an example of a configuration of reception of an UL
transmission according to an example embodiment of the present invention;

Figure 17 shows the 10th percentile, median and 90th percentile of the per-user
achievable downlink rates, for different values of o according to an example
embodiment of the present invention;

Figure 18 shows an example embodiment of the present invention indicating
that the communication inside the antenna arrangement may consist of both analogue
(e.g. short range) and digital (e.g. long range) communication; and

Figure 19 shows an example embodiment of the present invention indicating
that a distributed time synchronization arrangement can be used to enable the required

time and frequency accuracy required for distributed coherent beamforming.

Detailed Description

In the following, embodiments will be described where an antenna
arrangement being flexible is used to provide a distributed maMIMO system 100.

Figure 3 is a schematic illustration of an antenna arrangement according to one
embodiment of the present invention. The antenna arrangement 300 comprises a cable

301 having a sheath or cover 305 encompassing a centre core 310. As would be
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understood by a skilled person, the cover or sheath may comprise a jacket and/or an
insulating shield, being a metallic shicld or a dielectric insulator depending on the type
of core. Such elements are not shown to maintain the schematic illustration uncluttered
and easily understandable. Such elements are taken to be comprised in the cover.

As can be seen in the figure, the antenna arrangement 300 comprises a plurality
of antenna devices 315. The number of antenna devices 315 in one antenna arrangement
varies with the intended frequency and the length of the antenna arrangement 300, but
one example is a 100 meter long cable 301 housing 400 antenna devices 315.

In one embodiment, the antenna devices 315 are encased in the cover 305. In
one embodiment, the antenna devices 315 are housed in the cover 305. As a skilled
person would understand, there exist several options of how to provide the antenna
devices 315 in the cover 305 of the antenna arrangement 300, housing or encasing being
but two options.

In one embodiment, the core 310 comprises a bus portion 311 for transmitting
information and data. In one embodiment, the bus portion 311 comprises a metal-based
cable 311 for transmitting information and data. No difference will be made between
data and information for the purposes of this application and they will both be referred
to as information or data interchangably. In one embodiment, the bus portion 311
comprises an optical fibre for transmitting information and data between the antenna
devices 315 and a processing unit (not shown in figure 3).

The antenna device 315 comprises a data port 313 for transmitting information
and data to/from other antenna devices 315 and/or the processing unit through the bus
portion 311.

In one embodiment, the core 310 also comprises a power supply line 312 for
providing the antenna devices 315 with power. The antenna device 315 comprises a
coupling 314 for receiving power from the power supply line 312.

In one embodiment, each antenna device 315 requires 2 W of power for
handling all processing and providing 0.1 W Radio Frequency output power. IN an
antenna arrangement with 100 elements, this results in a radio output of 10 W for a total

power consumption of 200 W.
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As larger number of antenna devices are most likely needed, the overall needed
power will grow and placing all antennas in close proximity to one another, as in prior
art systems provides for problems when it comes to heat dissipation. But, by arranging
all elements in stripes as per the present invention, the antenna devices are spread over a
larger area and at a larger distance from one another, thus solving the problem of heat
dissipation.

In one embodiment, where the bus portion 311 is capable of transmitting
power, the bus portion 311 and the power supply line 312 may be one and the same
element 311/312. In one such embodiment, the power coupling 314 and the data port
313 may be the same connection 313/314.

In one such embodiment, the data is transmitted along with the power by
superimposing the information on the current.

As can be seen in figure 3, one antenna device is shown in an enlarged
schematic view, showing some components of the antenna device 315. The antenna
device 315 comprises a controller such as a processor or Central Processing Unit, CPU
with accompanying memory (not explicitly shown, but taken to be comprised in the
controller, even if different from the processor) for storing instructions and data.

The antenna device also comprises a Power Unit (PU) arranged to receive and
distribute power as needed by the various components. The Power Unit (PU) may also
act as the data port for receiving data being transmitted along with the power.

The antenna device 315 also comprise at least one antenna element ANT. The
size of the antenna element depends on the frequency that the antenna is designed to
operate at. The size of each antenna element is proportional to half of the wavelength
(A/2) and the dependency of wavelength versus carrier frequency (f) equals A =c/ f
where c is the speed of light. For example, a frequency of 60 GHz requires that the
antenna element is at least 2.5 mm, 30 GHz requires that the antenna element is at least
5 mm; 15 GHz requires that the antenna element is at least 10 mm and 2 GHz requires
that the antenna element is at least 75 mm.

As can be seen in figure 3, the antenna arrangement 300 is housed in a cable
301 having a round form. However, this is only an example embodiment, and several

other options exist, as will be shown in figures 4A and 4B.
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Figure 4A shows a schematic side view of a variation of an antenna
arrangement according to an embodiment of the present invention. As can be seen in
figure 4A, the antenna arrangement comprises an elongated body 301 comprising a
cover 305 housing a plurality of antenna devices 315 (only one seen) which are
connected to a power supply line 312 through a coupling 314 and a bus portion 311
through a data port 313.

The elongated body 301 has a length that far exceeds the width at least by a
factor of 50. In one embodiment the length exceeds the width by a factor 100. In one
embodiment the length exceeds the width by a factor 500. In one embodiment the length
exceeds the width by a factor 1000. The width thus, in some embodiments, practically
being negligible compared to the length.

The height of the body 301 is considered to be in the same order as the width,
or smaller than the width, in some embodiments practically being negligible compared
to the length.

The antenna arrangement may comprise an adhesive layer 306 for simplifying
the mounting of the antenna arrangement 300 to a structure such as a wall or ceiling or
roof.

Figure 4B shows a schematic side view of a variation of an antenna
arrangement according to an embodiment of the present invention. As can be seen in
figure 4B, the antenna arrangement comprises a wide elongated body 301, such as a
film comprising a cover 305 housing a plurality of antenna devices 315a, 315b and
315¢c. In figure 4B only three antenna devices are shown, but it should be noted that as
this is a side view, the shown antenna devices 315a-c represent rows of antenna devices.
The antenna devices 315 in a row may be supplied by a designated (designated for that
row) power supply line 312 and bus portion 311 as for antenna device 315a. The
antenna devices 315 in a row may alternatively or additionally be supplied by a shared
power supply line 312 and bus portion 311 as for antenna devices 315b and 3 1cb.

The antenna arrangement may comprise an adhesive layer 306 for simplifying
the mounting of the antenna arrangement 300 to a structure such as a wall or ceiling or

roof.
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The exact shape of the antenna arrangement is not at the core of the present
invention, but that the antenna arrangement has an elongated form is as this provides for
a distributed placing of antenna device 315.

The antenna arrangement 300 is preferably flexible, at least in the manner that
it is able to be rolled on a spool. In one embodiment the antenna arrangement 300 is
flexible in the manner that it can be bent in at least one degree of freedom (such as
up/down with reference to figure 4). In one embodiment the antenna arrangement 300 is
flexible in the manner that it can be bent in at least two degrees of freedom (such as
up/down and left/right with reference to figure 4).

This may be accomplished by constructing the cover 305 of the antenna
arrangement 300 of a flexible material and by spacing the antenna device 315
sufficiently for allowing a degree of bending. The exact spacing required depends on the
size of the antenna device 315 and the desired degree of flexibility, and also the shape
of the sheath 305.

By providing an elongated and flexible antenna arrangement several benefits
are achieved.

One benefit is that the antennas may be distributed in a more free manner by
simply deploying the antenna arrangement 300. As the data bus and the power supply is
included in the arrangement, there is no need for difficult installation procedures
requiring knowledge in radio technology.

Another benefit is that the antenna arrangement becomes apparently smaller as
it may be distributed in a more clever manner, such as by following contours of a
building instead of being placed as a large panel on the top of the building.

Another benefit is that the antenna arrangement may be arranged or placed
around corners of a building thereby avoiding many so called blocking issues that may
arise in urban installations where buildings (even the one the antenna is placed on) may
block the radio waves sent or received by the antenna(s). By providing a flexible
antenna arrangement, the antenna arrangement may be draped around corners thereby
receiving a free field of view for transmitting signals.

As the antenna arrangement may be placed in an irregular manner and over a

larger area, the likelihood that all possible fields of view are covered increases
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dramatically, and the entire view around the antenna arrangement (or most of it) may be
serviced by at least some antennas. This provides for a reduced requirement for
precision installations, and again, the antenna arrangement is much easier to install.

The embodiments of figure 3 and 4A show antenna arrangements where all
antenna devices are connected in a row, for example in series, but parallel connections
may also be used, as long as the antenna devices are arranged substantially in a row.
The row does not need to be a straight line, but a general row will suffice for providing
additional flexibility in all directions. Such embodiments are also casy to install as they
are highly flexible to work with unlike broad and/or rigid arrangements, as in the prior
art.

The embodiments of figure 3, 4A and 4B show antenna arrangements where all
antenna devices are arranged to face the same general direction. However, it is possible
to arrange the antenna devices also facing different directions (to simplify installing as
the installer does not need to place the antenna arrangement in any particular direction,
the embodiment where all or most antenna elements face the same general direction
(assuming the strip is placed in a straight line) carries the benefit that all antenna
devices are put to use, it will be easy to install as the direction of the antenna devices
can easily be marked and all antenna devices are facing the same direction thereby
ensuring that one knows which area is covered. Should more or additional areas/angles
want to be covered this is easily achieved by the antenna arrangement being arranged in
a different shape, the antenna arrangement being flexible thus allowing this.

In one such embodiment, the antenna devices are arranged to be cross-
polarized. For high frequencies, the antenna clements are smaller than the antenna
arrangement (stripe) thickness and one may arrange two antenna elements as a cross
inside the antenna arrangement (stripe) as opposed to if the element size is larger than
the stripe thickness, when the elements must be placed along the stripe
direction.Additionally, the flexibility also allows for a high precision installation as the
antenna arrangement may be formed (to a degree) to fit the surroundings. Figures 5A to
5C show various examples of placements of antenna arrangements 300, the antenna
arrangements 300 being indicated by dotted lines. In Figure SA an example of placing

the antenna arrangements according to herein along structure lines of a shopping mall is
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shown. This will enable all customers, staff and also (stationary) equipment in the
shopping mall to be serviced efficiently in all areas/corners of the shopping mall in
manner where the actual antennas are hidden or at least not given a prominent position
so that the visitors might not even notice the massive arrangement of antennas.

In Figure 5B an example of placing the antenna arrangements according to
herein along structure lines of an airport is shown. This will enable all travelers, staff
and also (stationary) equipment in the airport to be serviced efficiently in all
arcas/corners of the airport in manner where the actual antennas are hidden or at least
not given a prominent position so that the visitors might not even notice the massive
arrangement of antennas. As this is in an airport assumingly receiving a lot of foreign
user equipments, this also allows for placing additional antenna arrangements should
such be needed to provide service for users having foreign or unusual
telecommunication needs, such as operating under different frequencies. This would not
be possible using large panels as the panels would simply take too much space, space
which is needed for information or advertising purposes.

In Figure 5C an example of placing the antenna arrangements according to
herein along structure lines of a sports stadium is shown. This will enable all visitors
and also stationary equipment in the sports stadium to be serviced efficiently in all
arcas/corners of the sports stadium in manner where the actual antennas are hidden or at
least not given a prominent position so that the visitors might not even notice the
massive arrangement of antennas. This also allows for placing a large number of
antennas servicing an assumingly large number of visitors (over 40.000 visitors is not
uncommon and some stadiums may even house over 100.000 visitors, with some
examples having been known of over 200.000 visitors — Strahov Stadium) in one small
arca. This would not be possible using large panels as the large panels would require too
much space, special mountings which may be too heavy for existing structures, and
might even block the view of the sports field.

Figure 6 shows an example of a system 600 configured to utilize antenna
arrangements 300 according to embodiment(s) disclosed herein.

A central (processing) unit 610 is connected to a plurality of antenna

arrangements 300 each comprising a plurality of antenna elements (not referenced but
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indicated by the dots). The central unit 610 or base station, is thus enabled to service a
plurality of user equipments (UEs) 115.

As can be seen in figure 6, the antenna arrangements may be placed in straight
lines to provide for a structured arrangement. The antenna arrangements may also or
alternatively be placed in curved lines to provide for a flexible arrangement, such as
around a house or other building or structure.

As can also be seen in figure 6, the central unit 610 may also be connected to
an access point or antenna panel 620. The antenna arrangement according to herein is
thus possible to combine with prior art antenna panels.

The antenna arrangement 300 naturally comprise a connector at one end for
being connected to the central unit. However, the antenna arrangement may also
comprise two connectors, one at each end for connecting to further antenna
arrangements. This enables for placing the antenna arrangements in series. As can also
be seen in figure 6, the antenna arrangement may also be spliced or connected in
parallel through the connectors, possibly through a multiple way connector.

The exact structure of such connectors depend on the type of bus portion,
power supply line and shape of the antenna arrangement, but as connectors are generally
known, no specific details will be given as to the structure of the connector. However,
figure 7 shows the general concept of connecting several antenna arrangements in series
and in parallel. The upper portion of figure 7 shows a serial connection between a first
antenna arrangement 300a, a second antenna arrangement 300b and a third antenna
arrangement 300c through a connector 700a. The lower portion of figure 7 shows a
serial connection between a first antenna arrangement 300a and a second antenna
arrangement 300b through a connector 700b.

To provide enough power for all antenna elements 300, it may be necessary to
include intermediate power units that are to be connected in series (or parallel) with the
antenna arrangements 300. In one embodiment a connector 700 may comprise a power
unit 710. The power unit 710 may be battery powered, arranged to be connected to a

power outlet, or be solar powered.
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This allows for many antenna arrangements to be connected, which in turn
provides for each antenna arrangement to be of a small size, thereby being easier to
transport and handle to and at an installation site.

In one embodiment, as shown in figure 8 showing a schematic view of an
example embodiment of the present invention, the antenna arrangement 300 is further
arranged to comprise at least one additional device 810. In the example of figure 8, two
such sensors 810a, 810b are shown as being interspersed between the antenna devices
315, but it should be noted that the number of additional devices 810 and their
placement relative the antenna devices may vary from embodiment to embodiment.

The additional devices 810 may be alarms, error detection devices and/or
sensors such as temperature sensors, microphones, pressure sensors, vibration sensors,
optical sensors, such as ambient light sensors or cameras, to mention a few examples.

The sensors 810 may be connected to the power supply line 312 and the bus
portion 311 as are the antenna devices 315. This provides for a wide array of sensors or
other devices to be distributed over an area, wherein their power supply and the
communication with the devices are already handled by the antenna arrangement 300.

Examples of how to use such additional devices may be to employ vibration
sensors for collecting vibration information over a large area, which vibration
information may be used for proactively detecting a beginning earth quake.

Temperature and light sensors may be used to provide accurate weather
information, and also to control smart buildings in the area.

Light sensors may be used to control street lights and other lights in a
neighborhood.

In one embodiment the additional devices 810 may comprise LEDs (Light
Emitting Diodes) for possible ornamentation of a structure.

In the following the operation of antenna arrangements according to herein will
be discussed.

An important realization that the inventor have made is that both the
transmitter and receiver processing can be distributed under certain assumptions, such
as that of figure 9 showing a schematic view of a UE 115 communicating with antenna

devices 315. A general method for executing the processing illustrated in figure 9 is
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shown in figure 10 to which simultaneous reference is given. As seen in figure 9A a
user equipment 115 sends 1010 a pilot transmission. In response thereto a data signal to
user UE 115 is transmitted 1020 carrying the conjugate for the beam forming as seen in
figure 9B, which enables the processing required to be performed per antenna device
315.

The invention also teaches a method of performing per-antenna element
processing in a multi-antenna transmitter (Figure 11) and receiver (Figure 12). Figure
13 shows a flowchart for performing the method of performing per-element processing.

Referring to Figure 11 showing a serialized transmission TX interface of
Massive-MIMO transmission, where we note that the transmit weight calculations is
performed in a first step 1310. This can be done by instructing each UE transmit one or
more pilots that are used to determine the transmitter side channel state information
(CSI-T) required for weight calculations. For example, the transmit weights may be
selected as the conjugate of the channel estimation from the pilot transmissions.
Transmit-weight calculations can be performed in many ways and they are not the
primary focus of this invention. In some embodiments the transmit weight calculations
are done “per element” (e.g. as the maximum ratio transmission, MRT, weight
calculation discussed above).

On the transmitter side, see Figure 12 showing a serialized reception RX
interface for Massive-MIMO reception, the data to transmit is transmitted 1320 on a
shared data bus. Each antenna clement process unit receives 1330 up to K streams of
data (either one data stream per user or one user with K data stream, or some other
combination of users and data stream resulting in K data streams in total) from the
shared data bus.

In each antenna element the data streams are scaled 1340 with the pre-
calculated antenna weights and the sum-signal is transmitted over a radio channel to the
receiver(s).

On the receiver side each antenna element processing unit receives 1350 the
data corresponding to the different data streams on a shared data bus. The received
antenna signal is multiplied with the reception weights corresponding to the different

data streams (said reception weights are calculated in a previous training phase). The
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processed data streams are combined 1360 with the received data streams from the
neighboring antenna element processor unit and the resulting data streams are encoded
and transmitted 1370 on said data bus to the next antenna processing unit.

This invention relates to making single antenna modules (possible dual-
polarized) or models with smaller number of antennas elements. We will denote the
antennas on antenna unit m as antenna element m. Each such antenna unit implements
channel estimation and suitable base-band processing, e.g. could for multiple antennas
contain advances receivers such as IRC and possible advanced transmitters such a zero-
forcing etc. One such radio unit contains an input from a previous radio unit and an
output to a next radio unit.

The input contains incoming data from a previous antenna unit m-1, said
incoming data contains combined signals from one or multiple previous antenna units 1,
..., m-1 for one or more UEs. In reception the antenna unit use its SINR and channel
estimate for each of said UEs to scale and phase rotate its antenna signal from antenna
element m (possible from multiple antennas) and add said antenna signal to the
incoming combined signals received for each of the UEs. This combined signal is then
outputted to a next antenna unit m+1.

In transmission the radio unit receives the input data for one or multiple UEs,
for each of said UEs the radio unit scales and phase rotates the input data according to a
channel estimate that the antenna unit has performed previously and adds said signals
together or form a transmission signal transmitted on antenna element m. The input data
is forwarded to the next radio unit.

Observe that this creates a chain of such antenna units, the sequence is started
by an input that is empty, and it is ended by outputting the total sum signal to a unit
configured to decoded the sum signal, or otherwise continue the processing of the
signal.

The reception as well as the transmitter processing may be performed in
parallel. In the receiver processing the results for each data stream need to be added to
the processing result from the previous antenna element in the chain. The combining
step is a simple per-stream addition operation and can be performed in a few batch steps

as depicted in Figure 14 showing an example of batch receiver processing. Note that
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antenna elements in a batch processing implementation may be located in e.g. a two
dimensional or a one-dimensional array.

In order to reduce the delay of the receiver processing it is possible to start the
processing at multiple antenna elements in parallel and do the processing over several
batches, as depicted in Figure 14. The intermediate result from each batch processing
step may then be combined by a simple addition operation. Since most of the per-
antenna element processing can be performed without any input from other elements it
is possible to perform almost all processing in parallel. It is also possible to do the batch
processing in several steps, i.e. by processing batches of batches (not shown in Figure
14).

Below an example embodiment of how configuration and channel estimation
may be achieved in a system as per the present invention.

In the practical implementation of the described invention, the radio units need
to obtain knowledge about the UE for which the radio unit is supposed to do processing.
Hence the radio unit needs to be aware about the timing of reference signal
transmissions and the timing when data is supposed to be transmitted. The clock
interface as depicted in Figure 11 and Figure 12 is important to achieve coherent
reciprocity as this enables the units to synchronize to a common clock. In the
configuration steps we can schematically see the order among the events needed for
transmission in Figure 15, showing an example of a configuration of reference signal
for reciprocity based transmission, and reception in Figure 16 showing an example of a
configuration of reception of an UL transmission. The schematics should be viewed as
an example, for example, the channel estimation could be performed after the reception
of the configuration of the transmission of sk in Figure 15. Observe that the signaling
from the control unit to a radio unit is typically relayed through a set of other radio
units, in the same principal as when the transmit signal is relayed by forwarding the
configuration data packet.

It should be noted that since figures 15 and 16 show a time line or time
diagram, they may be regarded as flowcharts for illustrating a method.

Below an example embodiment of how weighted conjugate beamforming may

be achieved according to an invention disclosed herein. It should be noted that even
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though the manner is taught with refrence4 to be used in a distributed massive MIMO
system 600 as disclosed herein it may be used with antenna arrangements 300 as
disclosed herein, but also with traditional antenna arrangements.

As mentioned in the background section, channel hardening property is less
pronounced in D-maMIMO because of its network topology, resulting in worse system
capacity. Therefore, within this invention, we also propose a proper precoding technique
to boost the channel hardening at the user side in such a scenario, named as weighted
conjugate beamforming (WCB). Compared to the conventional precoding scheme
adopted for D-maMIMO, that is conjugate beamforming scheme (CB), also known as
maximum ratio transmission (MRT), WCB precoding technique performs a weighted
phase-shift of the transmitted signal. Analytically speaking, let M, K be the number of
APs and UEs respectively, q_k be the data symbol intended for the k-th UE, and g_mk
be the channel coefficient between the m-th AP and the k-th UE, then the transmitted

data signal from the m-th AP to all the UEs can be written as

k=1
where the superscript ()* stands for conjugate, o is defined as beamforming

weight, and 0>0. The ratio (g_mk"*)/|g_mk [*a represents the so called precoding
factor, for the WCB scheme. By contrast, for CB the precoding factor is g mk”*.
Therefore, CB is a special case of WCB, i.e., when a = 0.

By increasing a value, the farther an AP from a given user is, the more power it
transmits to that given user. Therefore, the number of APs effectively involved in
coherently serving a given user increases, resulting in higher degree of channel
hardening. On the other hand, from the AP perspective, increasing the number of UE to
be served leads to sparser power allocation and, as a consequence, lower per-user SINR,
since the overall transmit power is shared among more active users. This represents a
trade-off and the optimal value of the beamforming weight o, that maximizes system
performance in terms of per-user achievable downlink rate, can be computed by solving

the following optimization problem,
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max R, =log,[1 + SINR, (a)]
04
s.t. a 20,

where R_k is the achievable DL rate of the k-th UE, and SINR _k is the
effective SINR at the k-th UE, which depends also from .

Next, we introduce a simple example to show the benefits provided by our
solution with respect the state-of-the-art. Let us consider a D-maMIMO system where a
BS equipped by M APs simultaneously serves K single-antenna UEs (M>K), in the
same frequency band, by operating in TDD mode. Simulations aim to compare the
performance, in terms of per-user achievable DL rate, obtained by using our solution
and the existing solution of the state-of-the-art. The main simulation parameters are

listed below.

PARAMETER VALUE
M 100
K 20
Simulation area 1 km?
Coherence Interval 200 symbols
Carrier Frequency 2 GHz
Bandwidth 20 MHz
Sma”';cjc;‘;fading Block Rayleigh fading with i.i.d realizations
Large-scale fading three-slope pathloss model + uncorrelated shadow fading with
model standard deviation 8 dB
Antenna height 5 m UE antenna height 1.65 m
Radiated power 200 mW DL, 100 mW UL.

Figure 17 shows the 10th percentile, median and 90th percentile of the per-user
achievable downlink rates, for different values of o, where it can be seen that When
a=0, WCB corresponds to CB. The rates provided by the reference scheme (CB),
corresponding to a=0, are equal to 1.3, 1.83, 2.34 bits/s/Hz respectively. As we can see,
this rates can be further improved by adopting the proposed scheme (WCB), i.e., taking
a >0. Moreover, the concave shape of the curve highlights the trade-off mentioned
earlier: the more APs are involved in a coherent transmission, the better the channel
hardening is, but the worse the per-user SINR is. By adopting WCB with a=0.8, the

maximum 10th percentile per-user DL rate can be achieved by the system, i.e., 1.57
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bits/s/Hz, corresponding to an improvement of about 21% over the CB scheme.
Similarly, by adopting WCB with 0=1.2, the maximum median per-user DL rate
achieved by the system is 2.58 bits/s/Hz, corresponding to an improvement of about
41% over the CB scheme. In terms of 90th percentile rate, the gain over the reference
scheme is about 53%, by choosing o=1.4.

Finally, we proved that WCB can outperform the CB scheme by properly
choose the beamforming weight a. The WCB precoding scheme hardens the effective
channel gains at the users, and, as a consequence, reduces the so-called user
beamforming uncertainty gain, which comes from the user’ lack of the short-term CSI
knowledge. Therefore, the users can reliably decode the downlink data using only long-
term statistical CSI. This potentially makes downlink training unnecessary, resulting in
better system sum-capacity, resource allocation and system scalability.

Figure 18 shows an example where a long range interface is used to connect
one or more antenna arrangements to a base station. Using a combination of long range
interfaces and short range interfaces has the benefit of enabling for a larger data speed
over larger distances using cheaper material. One example, is to use fiber optics or 10
GB Ethernet for the long range interface and electrical and analogue components for the
short range interface.

Figure 18 also shows how antenna arrangements can be divided into sub
arrangements each having a distributed processing central (DPU) for performing some
of the computations for the sub arrangement, such as collating partial processing results
from or to the antenna devices.

Figure 19 shows an example embodiment of the present invention wherein a
series of antenna sub arrangements are shown having distributed processing units 1903.

In order to maintain an exact synchronization, each sub antenna arrangement
may comprise a local clock oscillator 1902 as transmitting many different signals with
perfect phase alignment requires very accurate time synchronization.

This can be achieved by the distributed local clock circuits (oscillators) along
the length of the antenna arrangement, each local clock being synchronized to a central

clock reference.
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When deriving a time reference for distributed processing in a distributed
processing unit the time delay (phase shift) between the elements (caused by signal
propagation delay in the cable) may be calibrated and compensated for.

Reference has been made herein to various embodiments. However, a person
skilled in the art would recognize numerous variations to the described embodiments
that would still fall within the scope of the claims. For example, the method
embodiments described herein describes example methods through method steps being
performed in a certain order. However, it is recognized that these sequences of events
may take place in another order without departing from the scope of the claims.
Furthermore, some method steps may be performed in parallel even though they have
been described as being performed in sequence.

In the same manner, it should be noted that in the description of embodiments,
the partition of functional blocks into particular units is by no means limiting.
Contrarily, these partitions are merely examples. Functional blocks described herein as
one unit may be split into two or more units. In the same manner, functional blocks that
are described herein as being implemented as two or more units may be implemented as
a single unit without departing from the scope of the claims.

Hence, it should be understood that the details of the described embodiments
are merely for illustrative purpose and by no means limiting. Instead, all variations that

fall within the range of the claims are intended to be embraced therein.
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CLAIMS

1. An antenna arrangement (300) comprising a body (301) comprising a
plurality of antenna devices (315), the antenna arrangement being characterized in that

the body (301) having a flexible structure and an elongated shape.

2. The antenna arrangement according to claim 1, further comprising a
connector (700) for connecting the antenna arrangement to a central unit (610), acting as

a base station.

3. The antenna arrangement according to claim 2, further comprising a bus
portion (311) and a power supply line (312) for transmitting data to and from the

plurality of antenna devices (315) and/or to/from the central unit(610).

4. The antenna arrangement according to claim 3, wherein the bus portion

(311) and the power supply line (312) are the same connection (311/312).

5. The antenna arrangement according to any preceding claim, wherein each
antenna device (315) comprises a controller (CPU) and an antenna element (ANT),
wherein said controller (CPU) is configured for performing per element processing, the
antenna arrangement thus being arranged for distributed processing utilizing the

controllers (CPU) of the antenna devices (315).

6. The antenna arrangement according to any preceding claim, further
comprising or being arranged to be connected to a connector (700) for connecting the

antenna arrangement (300) to at least one other antenna arrangement (300).

7. The antenna arrangement according to claim 6, further comprising or being

arranged to be connected to a power unit (710).
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8. The antenna arrangement according to any preceding claim, wherein the

antenna devices are arranged in one row.

9. The antenna arrangement according to any preceding claim, wherein a

majority of the antenna devices, such as all, are arranged to face the same direction.

10. The antenna arrangement according to any of claim 1 to 8, wherein a
portion of the antenna devices, are arranged to face different directions, such as being

cross polarized

11. The antenna arrangement according to any preceding claim, further

comprising at least one additional device (810).

12. The antenna arrangement according to any preceding claim, wherein the

antenna devices (315) are arranged in a cover or sheath (305) of said body (301).

13. The antenna arrangement according to any preceding claim, wherein said

body is a cable.

14. The antenna arrangement according to any of claims 1 to 12, wherein said

body is an elongated strip.

15. The antenna arrangement according to any of claims 1 to 12, wherein said

body is a film.

16. A distributed massive MIMO (Multiple Input Multiple Output System)
(600) comprising a central unit (610) arranged to act as a base station and at least one

antenna arrangement according to any preceding claim.

17. The distributed massive MIMO system of claim 16 further comprising an

antenna panel.

PCT/EP2017/051669
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