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(57) Abstract: Recommending analytic tasks based on similarity of datasets is disclosed. One example is a system including a data
processor, a matching module, and a recommendation module. The data processor receives an incoming dataset via a processing sys -
tem, and generates a feature vector for the incoming dataset. The matching module determines similarity measures between the gen -
erated feature vector and representative feature vectors for a plurality of datasets in a data repository, and selects at least one dataset
of the plurality of datasets based on the similarity measures. The recommendation module identifies at least one analytic task associ -
ated with the selected dataset, and recommends, to a computing device via the processing system, the at least one analytic task to be
performed on the incoming dataset.
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RECOMMENDING ANALYTIC TASKS BASED
ON SIMILARITY OF DATASETS

Background
189611 A variety of analytic tasks may be performed on datasels. Similar datasels

may be generally amenable {o similar analytic tasks.

Brief Description of the Drawings
16662 Figure 1 is a functional block diagram illustrating one exampie of a system
for recommending analytic tasks based on similarily of datasets.
10663] Figure 2 is a block diagram iHustraling one example of a computer
readable medium for recommending analytic tasks based on similarily of
datasets,
16064] Figure 3 is a flow diagram illustrating one example of a method for

recommending analytic tasks based on similarity of datasels.

Detailed Description

[6605] Big data analylics have enabled data scientists to unlock strategic insights
fromn vast troves of data by employing statistics, computer science, and
engineering knowledge. Business analysts, domain experts, scientists like
ornithologists, botanists, and so forth, routinely ulilize data science {oolkits.
However, such data science toolkils are not generally eguipped to recommend
which technigue fo employ on a given dataset to maximize a retum on
information. For example, a financial analyst may not know whether to employ
regression analysis or a classification algorithm {o make stock market predictions.
While an optimal choice may be dependent on a variety of factors such as user's
objective, application domain, size and type of dala, input of the algorithm, eic,,
the present disclosure provides preliminary guidance to such users.

[08066] Some existing technologies generally integrate heterogeneous geospatial
data sources by determining semantic similarity belween geospatial data sources
that may typically involve matching attributes and attribute values between tables
using a semantic similarity measure. Such techniques are generally limited o

handling geographic data sources having geographic instance properties, and
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may not account for data characteristics like distribution, topic, content, and
application domain. QOther existing methods match datasets with similar content
but that are al different resolutions. Such an approach is generally limited to
geographical datasets, and uses similarily measures based on lopology,
geometlry, and semantics. Clustering technigues are generally limited o dala
glements within a specific dataset, as opposead (o a clusiering of datasels.

168671 As disclosed herein, a repository of dalasets may be partitioned based on
data characteristics such as dala type, size, distribution, attributes, topic, conlent,
and application domain. When a new datasetl is received, it may be maltched o
one or more of existing datasets in the repository.  Algorithms that are known to
have successiully analyzed such datasets {for example, based on historical log
information) may be recommended for the new datasel. Consequently, users
may rapidly conduct big dala analylics in an analytics platform without having o
analyze and/or apply the underlying technical and mathematical details of the
analylics tasks.

1086068] For example, a data repository may include a group A of structured
spatio-temporal earth science datasets such as: (i} World Daily Air Temperature
from 2001-2010 by Latitude-Longitude, (i) US Monthly Precipitation from 1801-
2000 by Zipcode, and {iil) California Forest Fire from 1991-2010 by Region. The
data reposilory may also include another group B of time-series datasels such
as: {iv} New York Stock Exchange daily closing price from 1851-2000, {v} Euro
daily foreign exchange rate from 2001-2014, and (vi} US Bank real esiate
monthiy loan from 1971-2000. A new dalaset may be received, where the
dataset relates to data on El Nino in the Pacific between 1980 and 1880, The
new dataset may be maiched o one or more datasels in group A because of
spatio-temporal data type, earth science topic, and seasonal pattern in data
distribution. Analylics tasks performed on the datasets in group A may be
identified. For example, tasks such as predicting the temperature, precipitalion,
forest fire of a location at a fulure timestamp, and so forth may be identified.
Based on a similarily comparison, it may be determined that such tasks may be
applicable to the dataset relaled to &l Nino data as well. Also, for example, the

size, L.e., the number of instances and the number of altribules of the datasels,
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may be a good indicator of which leaming algorithm may be employed on the El
Nino dataset. Accordingly, analvtics tasks and machine learning algorithms may
be automalically recommended to a user, such as, for example, a geoscientist,
who may wani to exiract meaningful patterns from the El Nino data.

166691 As described in various examples herein, a recommendation system
based on a similarity of datasels is disclosed. One example is a systemn including
a data processor, a matching module, and a recommendation module. The data
Drocessor recgives an incoming dataset via a processing system, and generales
a feature vector for the incoming datasel. The maiching module determines
similarity measures between the generated fealure veclor and represenialive
fealure vectors for a plurality of datasets in a data repository, and selects at least
one dataset of the plurality of datasets based on the similarity measures. The
recommendation module identifies al least one analvlic task associated with the
selected dataset, and recommends, 1o a computing device via the processing
system, the at least one analytic task to be performed on the incoming dataset.
16618} In  the following detailed description, reference is made o the
accompanying drawings which form a part hereof, and in which is shown by way
of illustration specific examples in which the disclosure may be pracliced. His io
be understond that other examples may be utilized, and structural or logical
changes may be made without departing from the scope of the present
disclosure. The following detailed description, therefore, is not {o be taken in a
imiting sense, and the scope of the present disclosure is defined by the
appended claims. lt is o be undersicod that feaiures of the varicus examples
described herein may be combined, in part or whole, with each other, unless
specificaily noted otherwise.

16811 Figure 1 is a functional block diagram illusirating one example of a system
100 for recommending analytic tasks based on similarity of datasets. System
100 includes a dala processor 104, a matching module 106, and =
recommendation module 110. The data processor 104 may receive an incoming
dataset 102 via a processing system. In some exampies, the data processor 104
may be communicatively linked to a source of data. For example, data processor

104 may receive incoming dataset 102 that is input via a computing device. Also,
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for example, data processor 104 may receive incoming dataset 102 from &
publicly available source such as a weather data center, a nulrilion database, a
scientific database, and so forth. The received incoming dataset 102 may include
information related o weather, food, drugs, natural phenomena, health, and so
forth. For example, the received incoming dataset 102 may include weather data
related o Ei Nino.

168121 The term “datasel”, as used herein, generally refers {0 a collection of data.
Generaily, the datasel may be in structured form. For example, the datasel may
be a linked database, a tabular array, a matrix, an excel worksheet, and so forth.
In some exampleas, the datasel may be unstructured, and may be converted (o a
structured datasel. In some examples, the dataset may be in semi-structured
form. For example, the dataset may be a collection of log messages, snippels
fromn text messages, messages from social networking platforms, and so forth.
The term "data elements” as used herein generally refers {o any data included in
a dataset. For example, the dataset may be a matrix, and the dala elements may
be rows or columns of the matrix. Likewise, the dataset may be a collection of
vectors, and the dala slements may be the individual vectors.

18613} In some examples, the data elements may also be any metadata related to
a dataset, For example, the data slements may be timestamp data related to log
messages in a collection of log messages. As ancther example, the dataset may
be a matrix, and the data elemenis may be high-dimensional veclors
representative of weather-related data. In some examples, the dataset may be a
stream of data, and the daia elements may be data in the stream of data. For
example, the dataset may be a stream of real-time data from a live ftraffic
database. Generally, data elements may be in a variety of different data formals.
For example, the data may be texiual dala, including numeric and/or non-numeric
data, video data, image data, audio data, and/or data in mixed format.

10814} In some examples, the data processor 104 may generate a feature vector
for the incoming datasel 102. Generally, a feature vector for a dataset is
representative of salient fealures of an entire datasel. The feature vector for a
dataset is different from a feature veclor for a data element. For example, if the

data set is represented in malrbx form, the feature vector of the matrix may be a
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vector with components represeniative of features of the matrix. On the other
hand, a feature vector for a data element in the maltrix may be a feature vector for
a given column in the matrix.

19815} In some examples, the feature vector of the matrix may be a vector with
components including features such as, topic, data type, a number of column
groups, a column group header, a column group type, data characteristic, data
distribution, a number of rows, a number of columns, and so forth. In some
examples, the topic may be earth science, finance, nutrition, and so forth. In
some examples, the dala type may be mullivariale or univariate. In some
gxamples, each column group may be associated with a column group header
such as, for example, time, location, temperalure vaiues, stock price values,
forest fire values, and so forth. In some examples, each column group may be
associated with a column group data lype such as, for example, discrete,
continuous, integer, binary, and so forth. In some examples, the data
characleristic may be spatio-lempaoral, spatial, temporal, and so forth. In some
axamples, the data distribution may be a probability distribution for the data,
for example, distributions such as normal,

including, pareto, Gaussian,

hypergeometric, and so forth.

Feature Vecior for
a dataset for
World Daily Alr

Feature Vecior
for a dataset for
US Monthly

Feature Vector
for a dataset

for California

Feature Vector
for a dataset for
New York Stock

Temperature from | Precipifation Forest Fire Exchangs daily
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Latitude- by Zipcode by Region from 1951.2008
Longitude

Topic Earth Scisnce Earth Science Earth Science Finance
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Time Time Time Time
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Column 2 Forest Fire
) Location Location ) Stock Values
Group Header Values
Column 2
Group Dalta Discrete Discrete Continuous integer
Type
Coluimn 3 Temperature Pracipitation
Group Header | Values Values
Column 2
Group Data Continuous Continuous
Type
Data ) )
o Spatio-temporal Spatio-temporal Temporal Temporal
Characteristic
Data
o Normal Normal Normal Parsio
Distribution
No. of Rows 3 3 3 2
No. of
620000 40000 1000 100000000
columns

Table 1. Example Feature Veclors for Example Datasels

[6616] Table 1 iHustrates example feature vectors for example datasets. For
example, the dataset may be related to World Dailly Air Temperature from 2001-
2010 by Latitude-Longitude.

representative feature veclor may be generated as illusirated in the second

Accordingly, an example fealure vector andfor
column in Table 1. For example the feature veclor may be <earth science,
multivariate, 3, time, discrete, location, discrele, temperalure values, continuous,
spatio-temporal, normal, 3, 650000>.

10817 As ancother example, the dataset may be related to US Monthly
Precipitation from 1801-2000 by Jipcode.

vecior andfor representative fealure vector may be generated as #llustrated in the

Accordingly, an example feature

third column in Table 1. For example the feature vector may be <earth science,
multivariate, 3, lime, discrete, location, discrete, precipilation values, continuous,
spatio-temporal, normal, 3, 40000>.

10618} Also, for example, the dataset may be related o California Forest Fire

from 1991-2010 by Region. Accordingly, an example feature vector andior

&
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representalive feature vector may be generated as illusirated in the fourth column
in Table 1. For example the feature vector may be <earth science, multivariate,
2, time, discrete, forest fire values, continuous, temporal, normal, 3, 1000>.
10819 As another example, the dataset may be related to New York Stock
Exchange daily closing price from 1851-2000. Accordingly, an example feature
vecior andfor representative feature vector may be generated as illustrated in the
fifth column in Table 1. For example the fealure vecltor may be <finance,
univariate, 2, time, discrete, stock values, integer, temporal, pareto, 2,
100000000>.

[6628] In some examples, the dala processor 104 may pre-process a given
datasel of the plurality of datasets in the dala reposifory 108 based on
information theory concepts to group similar data elements in the given datasst.
In some examples, the data processor 104 may employ such dala pre-processing
techniques to group similar columns in 2 datasel together and/or o reduce
clutter. For example, the dala processor 104 may compute mutual information
for pairs of columins in a8 matrix representation of a dataset. The data processor
104 may group columns that have a high mutual information.

[8621] In some examples, the data processor 104 may apply one of text mining
and natural language processing to exiract properties of the datasets o generate
representative features of datasets in the data repository 108, In some
examples, the data processor 104 may associate a dataset in the data repository
108 with 2 feature vector representation based on techniques described herein.
Table 1 Hllustrates example representative feature vactors for example dalasets.
[6622] In some examples, datasels may be clustered based on similar column
data types. For example, for ‘spatio-temporal’ type, there may be al least one
column for time, and al least one column for location, and at least one column for
numeric, categorical, and/or Boolean values. In some examples, datasets may
be clustered based on similar column value distributions. For example, a dataset
on yearly temperature and yearly precipitation may exhibit seasonal patterns that
may be captured via similar data distributions. In some examples, datasels may
be clustered based on similar data size. For example, datasets with the same

number of rows and/or columns may be clustered together.
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[0623] In some examples, the data processor 104 may apply such clustering
technigues sequentially. For example, the dalasets may be first clustered based
on a general topic of content, followed by a clustering based on concepts in
column headers, followed by a clustering based on taxonomy terms in column
headers, followed by a clustering based on dala distributions of columns,
followed by a clustering based on data lypes, and followed by a clustering based
on data size.

18024] In some examples, the dala processor 104 may process the dala objects
and generate structured data from unstructured data. For example, the data
processor 104 may receive a collection of log messages, extract information
including timestamp data, source data, keywords and/or key phrases, n-grams,
video clips, audio dips, etc. from the collection, and generate a siructured dala
set, for example, a matrix that includes such extracted information.

[6625] In some examples, the dala processor 104 may apply one of text mining
and natural language processing to exiract properties of the datasets o generate
representative features of datasets in the data repository 108, In some
examples, the data processor 104 may associate a dalaset in the data repository
108 with a feature vector representation.

[0626] The matching module 106 may determing similarity measures between the
generated feature vecltor and representative feature vectors for a plurality of
datasets in the data repository 108. The similarity measure for a pair of vectors is
a measure of a degree of similarity of the two vectors. In some examples, the
similarity measure may be a comparison of a number of overlaps between
components of the vectors. In some examples, the similarity measure may be a
semantic comparison of components of the two vectors. In some examples, the
similarity measures may be based on at least one of data type, data size, data
distribution, data atiribules, lopic, content, and application domain.

[6627] In some examples, the data processor 104 may be communicatively linked
to the data repository 108 andior to the matching module 106. In some
examples, the data processor 104 may cluster the plurality of datasets in the data
repository 108 based on the similarity measure. In some examples, datasels

may be clustered based on a similar general lopic of content. For example,
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datasels relaled to earth sciences may be clustered together. In some examples,
datasels may be clustered based on similar column header {opics. For example,
for topic ‘time’, column headers may be year, month, elc, and dalasels may be
clustered based on similar years {and/or range of years}). Also, Tor example, for
topic ‘location’, column headers may be zip code, city name, eic., and dalasels
may be clustered based on similar zip code, city name, etc. In some examples,
the data processor 104 may associate a cluster of datasets in the data repository
108 with a feature veclor reprasentation.

10628} In some examples, the matching module 106 may select at least one
datasel of the plurality of datasets based on the similarity measures. In some
examples, the matching module 106 may select at least one cluster of dataseis
based on similarity measures between the generated feature veclor and the
representative feature vectors. For example, as described herein, the data
processor 104 may provide a fealure veclor representation for the incoming
datasetl 102 to the matching module 108, Also, for example, the data processor
104 may provide fealure vector representations for clusters of datasets in the
data repository 108 to the matching module 108. In some examples, the
matching module 106 may retrieve the feature vector representations for datasetls
from the dala repository 108.

168281 in some examples, the maiching module 106 may perform a course-
grained malching by comparing the feature vector representation for the incoming
dataset 102 with the feature vector representations for clusters of datasets and/or
fealure vector representations for datasets in a cluster, to select the at least one
cluster based on similarity measures.

16938] In some examples, the malching module 106 may select the at least one
dataset from the selected at least one cluster based on the similarity measures
between the generated feature vector and the representative fealure vectors of
datasels in the selected at least one cluster. For example, afler a course-grained
matching identifies the at least one cluster, the matching module 106 may apply a
fine-grained malching based on a comparison of the fealure vecior
representation for the incoming dataset 102 with the feature vector

representations for datasets in the selecled at least one cluster.  Accordingly,
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whereas the course-grained matching identifies a group of similar datasets in the
data repository 108, the fine-grained matching identifies a similar dataset within
the identified group.

198311 In some examples, based on dala attributes, the course-grained matching
may be sufficient to identify the at least one dataset similar to the incoming
dataset 102. Accordingly, a fine-grained malching may not be performed. For
axample, the data repository 108 may include datasets related to spatio-temporal
garth sciences data. Data allributes may include location, latitude, longitude,
zipcode, timestamp, and so forth. The incoming dataset 102 may include soil
moisture dala for various locations in the United States. Based on the technigues
described herein, a course-grained similarity maich based on a numerical
comparison may be performed to identify a cluster of datasets that include data
related to temperature, rainfall, and humidity for various locations in the United
States.  Accordingly, & course-grained matching may be sufficient for the
incoming soil data. In some examples, based on dala attributes, the course-
grained matching may be identical to the fine-grained malching.

16832] However, in some examples, the incoming dataset 102 may include more
cateqorical data such as country name, cily name, region, type of vegetation, etc.
In such a situation, the course-grained matching based on numerical data may
not be sufficient, and a fine-grained maiching may be needed o account for the
categorical data. For example, the data relaled o zip codes may have been
used as a numerical dala in the course-grained matching. However, the
categorical nature of the incoming dataset 102 may suggest that the data related
to zip codes may be utilized as a categorical data. In some examples, semantic
comparisons may be performed for such calegorical data.

18833} In some examples, the recommendation module 110 may identify al least
one anabytic task associated with the selected dalasel. For example, the
recommendation module 110 may be communicalively linked to the data
repository 108. In addition to the plurality of datasets, the data repository 108
may also include dala related (o analylic tasks performed on the datasets. For
example, the data repository 108 may be a linked database where a dataset may

be linked o an analytic task that has been performed on the dataset.

10
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10634} For example, a first dataset may relate o financial data, and the data
repository 108 may also include a link o a regression analysis technigue
associated with the first dataset.  Also, for example, a second dataset may
include census data related o housing and education, based on age, gender,
house vaiue, population data, number of cars, and so forth, and the dala
repository 108 may include a link to analytic tasks performed on the second
datasel. For example, the link may indicate that regression analyses have been
performed on the second dataset based on house value with respect to a number
of residents, house value with respect to local climate, house value with respect
to a level of education of the owner, and so forth.

[6635] In some examples, the at least one analytic task may include one of a
machine learning algorithm and an analytics algorithm. The machine leamning
algorithm may be supervised learning, unsupervised learning, andfor semi-
supervised leamning. For example, a dataset may include image daia for a
plurality of human faces, and a machine learmning algorithm may have been
amployed o exiract one or more features associated with the dataset. The
analytics algorithm may be any algorithm thal analyzes a given datasst. For
example, the analvlics algorithm may be a patlern processing algorithm, an
anomaly detection algorithm, and so forth.

168361 In some examples, the recommendation module 110 may recommend, o
a computing device 112 via the processing system, the at least one analytic task
to be performed on the incoming dataset 102. For example, the incoming dataset
102 may be new census data. Based on the technigues described herein, the
matching module may identify that the new census data is similar to the second
dataset described herein. Accordingly, the recommendation module 110 may
recommend that a regression analysis may be performed on the new census
data. For example, the recommendation module 110 may recommend that a
regression analysis may be performed on the new census data for education with
respect to a number of cars in the household.

188371 In some examples, the recommendation module 110 may recommend the
at least one ansalylic task based on log information. Log information may

generally be log dala related to analytic tasks that may be performed on datasets.

11
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in some examples, the log information may be historical log information. As
described herein, such log data may be stored via a link in a linked database, and
associated with a datasetl in the data repository 108, In some examples, log
information may be extracted from a cloud-based analylics platform system. In
some examples, log information may be extracted from a stack overflow.

0638} In some examples, the recommendation module 110 may recommend an
analytic task that may be inferred from analytic tasks that were performed in the
past.  For example, the recommendation module 110 may recommend an
analytic task that may be inferred from historical log information. For example, if
past analyses on the second dalaset included regression analyses for education
cost with respect to local temperature, then the recommendation module 110
may recommend that a regression analysis be performed on the new census
data based on housing value with respect (o local temperature.

10639} in some examples, the recommendation module 110 may provide the at
least one analytic task to a2 computing device via an interaclive graphical user
interface.  For example, the recommendation meodule 110 may provide a
message indicative of the analytic task to be performed. In some examples, the
recornmendation module 110 may provide a selectable icon to accept andior
reject the recommended analylic task. For example, a user may identify that the
recommendead analytic task is not appropriate for the incoming dataset 102, and
may reject the recommended analytic task. In some examples, ancther
recommended analytic task may be provided to the user.

[0848] In some examples, the recommendation module 110 may slore an
association between the at least one analytic task and the selected dalaset in the
data repository 108, Such a stored association may be ulilized later fo
recommend analytic tasks to additional incoming datasets.

10841] The componenis of system 100 may be compuling resources, each
including a suitable combination of a physical compuling device, a virtual
computing device, a nelwork, software, a cloud infrastructure, a hybrid cloud
infrastructure that may include a first cloud infrastructure and a second cloud
infrastructure that is different from the first cloud infrastruciure, and so forth. The

components of system 100 may be a combination of hardware and programming

12
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for performing & designated visualization function. In some instances, each
component may include a processor and a memory, while programming code is
stored on that memory and executable by a processor to perform a designated
function.

18642] For example, the maiching module 106 may be a combination of hardware
and programming to malch the incoming dataset 102 {o similar datasets of the
plurality of datasets. Also, for example, the malching module 106 may include
software programming o determine similarity measures. The malching maodule
106 may include hardware to physically store, for example, such determined
guantities, and/or maintain a dynamically updated database that stores the
similarity measures.

16943] Likewise, the recommendsation module 110 may be a combination of
hardware and programming o identify and recommend analytic tasks. Also, for
gxample, the recommendation moduie 110 may include programming o provide
the recommended analytic task to a computing device. The recommendation
module 110 may include hardware to physically store, for example, an
association of the incoming datasel 102 with a recommended analytic task. Alsg,
for example, the recommendation module 110 may include software
programming (o dynamically interact with the other components of system 100,
[6844] Generally, the components of system 100 may include programming
andfor physical networks o be communicatively linked to other components of
system 100. In some instances, the components of system 100 may include a
processor and a memaory, while programming code is stored and on that memory
and executable by a processor o perform designated functions.

188451 A computing device, as used herein, may be, for example, a web-based
server, a local area network server, a cloud-based server, a notebook computer,
a desktop computer, an all-in-one system, a tablet computing device, a mobile
phone, an electronic book reader, or any other electronic device suitable for
provisioning a computing resource to perform a unified visuslization interface.
The computing device may include a processor and a compuler-readable storage

medium.
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10632] Figure 2 is a block diagram illustraling one example of a computer
readable medium for recommending analvtic tasks based on similarity of
datasets. Processing system 200 includes a processor 202, a compuler readable
medium 208, input devices 204, and oufput devices 206. Processor 202,
computer readable medium 208, input devices 204, and output devices 206 are
coupled to each other through a communicalion link {e.g., a bus).

[6633] Processor 202 execules instructions included in the computer readable
medium 208. Computer readable medium 208 includes incoming dataset recaipt
instructions 210 to receive an incoming datasel via the processor 202.

[0634] Computer readable medium 208 includes feature vector generation
instructions 212 to generate a feature vector for the incoming dataset.

18835] Computer readable medium 208 includes representative fealure vecior
identification instructions 214 to malch, via the processor 202, representative
fealure vectors for a plurality of datasets in a data repository.

[0836] Computer readable medium 208 includes similarity measure determination
instructions 216 fo determine, via the processor 202, similarity measures
betwesen the generated fealure vector and the representative feature vectors for
the plurality of datasets.

[6637] Computer readable medium 208 includes datasst selection instructions
218 1o select at least one dalaset of the plurality of datasels based on the
similarity measures.

19038] Computer readable medium 208 includes anaiytic task identification
instructions 220 to ideniify, via the processor 202, at least one analylic task
associated with the selected dataset, wherein the at least one analytic task
includes one of a machine leamning algorithm and an anailytics algorithm.

198391 Computer readable medium 208 includes analylic task recommendation
instructions 222 o recommend, o a computing device via the processor 202, the
at least one analylic task to be performed on the incoming dataset.

168481 In some examples, the similarity measure determination instructions 216
include instructions to determine the similarity measures based on a comparison
of at least one of data type, dala size, dats distribution, data atiributes, topic,

content, and application domain.
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10841} input devices 204 include a keyboard, mouse, dala ports, and/or other
suitable devices for inputting information into processing system 200. In some
examples, input devices 204, such as a computing device, are used 1o receive
the incoming dataset. OQutput devices 206 include a monilor, speakers, data
ports, andfor other suitable devices for outputting information from processing
system 200, In some examples, oulput devices 206 are used (o recommend the
at least one analylic task to be performed on the incoming dataset.

160421 As used herein, a “computer readable medium” may be any slectronic,
magnetic, optical, or other physical slorage appsraius o conlain or slore
information such as executable instruclions, data, and the like. For example, any
computer readable storage medium described herein may be any of Random
Access Memory (RAM), volatile memory, non-volatile memory, flash memory, a
storage drive {e.g., a hard drive}, a solid state drive, and the like, or a
combination thergof. For example, the compuler readable medium 208 can
include one of or muiliple different forms of memory including semiconductor
memory devices such as dynamic or static random access memories (DRAMs or
SRAMs), erasable and programmable read-only memories (EPROMs),
electrically erasable and programmable read-only memories (EEPROMs) and
flash memories; magnetic disks such as fixed, floppy and removable disks; other
magnetic media including tape; optical media such as compact disks {(CDs) or
digital video disks (DVDs); or other types of storage devices.

108431 As described herein, various components of the processing system 200
are identified and refer to & combination of hardware and programming
configured to perform a designated visualization function. As illustrated in Figure
2, the programming may be processor executable instructions stored on tangible
computer readable medium 208, and the hardware may include processor 202
for execuling those instructions. Thus, computer readable medium 208 may slore
program instructions that, when executed by processor 202, implement the
various components of the processing system 200.

18844 Such computer readable storage medium or media is {are) considered o
be part of an article {(or article of manuifacture). An arlicle or article of

manufacture can refer to any manufactured single component or multiple
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components. The storage medium or media can be located either in the machine
running the machine-readable instructions, or located at a remote site from which
magchine-readable instructions can be downloaded over a network for execution.
18845] Computer readable medium 208 may be any of a number of memory
components capable of storing instructions that can be executed by Processor
202. Compuler readable meadium 208 may be non-transitory in the sense that it
does not encompass a transitory signal but instead is made up of one or more
memory components configured to store the relevant instructions.  Computer
readable medium 208 may be implemented in a single device or distributed
across devices. Likewise, processor 202 represents any number of processors
capable of execuling instructions stored by computer readable medium 208,
Processor 202 may be integrated in a single device or distribuled across devices.
Further, computer readable medium 208 may be fully or partially integrated in the
same device as processor 202 {as illustrated), or it may be separate bul
accessibie o that device and processor 202, In some examples, computer
readable medium 208 may be a machine-readable storage medium.

16046] Figure 3 is a flow diagram illustrating one example of a method for
recommending analytic tasks based on similarity of datasets. In some examples,
such an example method may be implemented by a system such as, for
axample, systern 100 of Figure 1.

168471 At 300, an incoming datasel may be received via a processing sysiem. In
some examples, the process at 300 may be implemenied by the data processor
104 of system 100 described with reference to Figure 1.

[6648] Al 302, a fealure veclor for the incoming dataset may be generated. In
some examples, the process at 302 may be implemented by the data processor
104 of system 100 described with reference to Figure 1.

10649] At 304, representative fealure veclors may be identified for a plurality of
datasels in a data repository.  In some examples, the process at 304 may be
implemented by the matching module 106 of system 100 described with
reference to Figure 1.

18636] At 306, at least one cluster of datasets of the plurality of dataseis may be

selected based on similarity measures belween the generated fealure vecior and
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the represeniative fealure veciors. In some examples, the process at 306 may
be implemented by the matching module 106 of system 100 described with
reference to Figure 1.

108511 At 308, at least one dataset from the selected at least one cluster may be
selected based on similarity measures between the generated feature vector and
the representative fealure vectors of dalasets in the selected at least one cluster.
In some examples, the process at 308 may be implemented by the matching
module 106 of system 100 described with reference to Figure 1.

106521 At 310, at least one analviic task associated with the selected dataset may
be identified. In some examples, the process at 310 may be implemented by the
recommendation module 110 of system 100 described with reference to Figure 1.
180831 At 312, the al least one analylic task may be recommended o be
performed on the incoming datasel. In some examples, the process at 312 may
be implemented by the recommendation module 110 of system 100 described
with reference to Figure 1.

[6854] in some examples, the at least one analytic task may include at least one
of & maching learning aigorithm and an analytics algorithm.

[8635] In some examples, identitying the at least one analvtic {ask may be based
on log information.

[16856] In some examples, the method may further include generating the clusters
of datasets of the plurality of datasets based on similarity measures, and wherein
the similarity measures are based on a comparison of at least one of data type,
data size, dala distribution, data atiribules, topic, content, and application
domain.

16857] Examples of the disclosure provide a generalized system for
recommending analytic tasks based on similarity of dalasels. The generalized
system automatically recommends an analylics fask and/or machine learning
algorithm to be performed on an incoming dataset, based on a similarity belween
the incoming dataset and an existing dataset that was amenable to such an
analytic task and/or machine learning algorithm in the past.  The similarity

measures compare a wide range of features of the data. Also, a course-grained
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matching identifies a cluster of similar datasets, while a fine-grained maitching
identifies a dataset from the cluster of similar datasets.

180588] Although specific examples have been Hllustrated and described herein, a
variety of alternate and/or equivaient implementations may be substituted for the
specitic examples shown and described without departing from the scope of the
present disclosure.  This application is intended to cover any adaptations or
variations of the specific examples discussed herein. Therefore, it is intended

that this disclosure be limited oniy by the claims and the eguivalents thereof.
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1.

CLAIMS

A system comprising:
a data processor to:
receive an incoming dataset via a processing systemn, and
generate a feature vector for the incoming dataset;
a matching module to:
determine similarity measures between the generated
feature vecior and representalive feature vectors for a plurality of datasels
in a data repository, and
select at least one dataset of the plurality of dalasets based
on the similarity measures; and
a recommendation module {o:
identify at least one analylic task associated with the
selected dalaset, and
recommend, to a computing device via the processing
system, the al least one analytic task to be performed on the incoming

datasel.

The systemn of claim 1, wherein the at least one analylic task includes at

least one of 8 machine learning algorithm and an analylics algorithm.

The system of claim 1, wherein the recommendation module is to

recommend the at least one analylic {ask based on log information.

. The system of claim 1, wherein the data processor is to further cluster the

plurality of datasets in the data repository based on similarity measures,
and wherein the similarity measures are based on at least one of dala
type, data size, data distribution, data sitribules, topic, content, and

application domain.
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5. The system of claim 4, wherein the matching module is 1o select at least
one cluster of datasets based on similarity measures between the

generated fealure vector and the representative feature veclors,

8. The system of claim 5, wherein the data processor is to further apply at
least one of text mining and natural language processing to exiract
properties of the dalasets {0 generate the representative features of the

datasels.

7. The system of claim 5, wherein the maiching module is to further select
the at least one dataset from the selected at least one cluster based on
similarity measures between the genersted feature vecltor and the
representative feature vectors of datasets in the selecled at least one

clusier.

8. The system of claim 1, wherein the dala processor is o further pre-
process a given dataset of the plurality of datasets based on information

theory concepts to group similar data elemenis in the given datasel.

8. The systern of claim 1, wherein the data processor is to generate the
feature vector for the incoming dataset based on st least one of topic, data
type, number of column groups, column group header, column group data
type, data characieristic, data distribution, number of rows, and number of

columns.

10.A method comprising:
receiving an incoming dataset via a processing system;
generating a feature veclor for the incoming dataset;
identifying representative feature vectors for a plurality of datasels
in a data repository;
selecting at least one cluster of datasets of the plurality of datasets
based on similarity measures between the generated feature vector and

the represeniative feature vectors;
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selecting at least one dataset from the selected at least one cluster
based on similarity measures between the generated feature vector and
the represeniative feature vectors of datasets in the selected at least one
cluster;

identitying at least one analytic task associated with the selected
dataset; and

recommending, to a compuling device via the processing sysiem,

the at least one analytic lask o be performed on the incoming datasst.

11. The method of claim 10, wherein the at least one analytic task includes at

least one of 2 machine learning algorithm and an analytics algorithm.

12.The method of claim 10, wherein identifying the at least one analytic task

is based on log information.

13.The method of claim 10, further comprising generating the clusters of
datasets of the plurality of datasets based on similarity measures, and
wherein the similarity measures are based on a comparison of at least one
of data type, dala size, data distribution, dala atiributes, topic, conlent, and

application domain.

14.A non-transitory compuler readable medium comprising executable

nstructions {o:

receive an incoming dataset via a processor;

generate a fealure vector for the incoming dataset;

identify, via the processor, representative feature vectors for a
plurality of datasets in a data repository;

determine, via the processor, similarity measures between the
generated feature vector and the representative feature vectors for the
plurality of datasels;

select at least one datasel of the plurality of datasets based on the

similarity measures;

21



WO 2016/209213 PCT/US2015/037206

identify, via the processor, at least one analytic {ask associated with
the selected dataset, wherein the at least one analytic task includes one of
a machine learning algorithm and an anailylics algorithm; and

recommend, o a computing device via the processor, the af least

one analytic task to be performed on the incoming dataset.

15. The computer readable medium of claim 14, wherein the similarity
measures are based on a comparison of at least one of data lype, dala
size, data distribution, data aftributes, topic, content, and application

dormnain.
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