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(57)摘要

一种可以在诸如分布式数据网格之类的计

算环境中支持队列处理的系统和方法。线程可以

与计算环境中的队列关联，其中线程在支持中央

处理单元(CPU)的一个或多个微处理器上运行。

当一个或多个任务到达队列时，系统可以使用线

程来处理所述一个或多个任务。此外，当队列中

不存在任务时，系统可以自适应地将线程配置为

处于睡眠状态和空闲状态之一。
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1.一种用于在计算环境中支持队列处理的方法，包括：

将单个线程与计算环境中的队列关联，其中所述线程在一个或多个微处理器上运行；

如果所述队列不为空，使用所述线程来处理来自所述队列的下一个任务；

如果所述队列为空，等待将被所述队列接收的下一个任务；以及

响应于所述队列的工作负荷，在等待期间自适应地将所述线程配置为处于睡眠状态和

空闲状态之一。

2.如权利要求1所述的方法，其中：

所述一个或多个微处理器支持一个或多个中央处理单元CPU。

3.如权利要求2所述的方法，还包括：

当所述线程处于睡眠状态时，允许所述一个或多个CPU切换到另一个线程，以及

当任务到达队列时，将所述线程从睡眠状态唤醒。

4.如权利要求2或3所述的方法，还包括：

基于操作系统OS函数，获得用于将所述线程置于睡眠状态以及将所述线程从睡眠状态

唤醒的总成本。

5.如权利要求2或3所述的方法，还包括：

当所述线程处于空闲状态时，允许所述线程使所述一个或多个CPU自旋。

6.如权利要求2或3所述的方法，还包括：

基于队列上的工作负荷，获得用于将所述线程置于空闲状态的成本。

7.如权利要求1-3中任何一项所述的方法，还包括：

比较用于将所述线程置于睡眠状态和将所述线程从睡眠状态唤醒的总成本与用于将

所述线程置于空闲状态的成本。

8.如权利要求7所述的方法，还包括：

如果用于将所述线程置于睡眠状态的总成本小于用于将所述线程置于空闲状态的成

本，则将所述线程配置为处于睡眠状态；以及

如果相反的情况，则将所述线程配置为处于空闲状态。

9.如权利要求1-3中任何一项所述的方法，还包括：

提供线程池，其中所述线程池包括在一个或多个微处理器上运行的多个线程。

10.如权利要求9所述的方法，还包括：

允许每个所述线程独立地确定它应当处于睡眠状态还是处于空闲状态。

11.一种用于在计算环境中支持队列处理的装置，包括用于执行如权利要求1-10中任

何一项所述的方法的各个步骤的单元。

12.一种具有存储在其上的指令的非暂时性机器可读存储介质，当指令被执行时，使系

统执行如权利要求1至10中的任何一项所述的方法的步骤。

13.一种用于在分布式数据网格中支持任务处理的系统，该系统包括：

包括一个或多个微处理器和存储器的计算机系统；

在所述存储器中的队列；

线程，所述线程在所述一个或多个微处理器上运行，其中所述线程与计算环境中的所

述队列关联，其中所述线程被配置为：

如果所述队列不为空，处理来自所述队列的下一个任务；
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如果所述队列为空，等待将被所述队列接收的下一个任务；以及

在等待下一个任务的同时进入睡眠状态和空闲状态之一，其中，睡眠状态和空闲状态

之间的选择是响应于所述队列的工作负荷而执行的。

14.如权利要求13所述的系统，其中：

所述一个或多个微处理器支持一个或多个中央处理单元CPU。

15.如权利要求14所述的系统，其中：

当所述线程处于睡眠状态时，所述一个或多个CPU被允许切换到另一个线程，以及

当任务到达队列时，所述线程从睡眠状态被唤醒。

16.如权利要求14或15所述的系统，其中：

所述线程操作以基于操作系统OS函数获得用于将所述线程置于睡眠状态和将所述线

程从睡眠状态唤醒的总成本。

17.如权利要求14或15所述的系统，其中：

当所述线程处于空闲状态时，所述线程操作以使得所述一个或多个CPU自旋。

18.如权利要求14或15所述的系统，其中：

所述线程操作以基于队列上的工作负荷获得用于将所述线程置于空闲状态的成本。

19.如权利要求13至15中任何一项所述的系统，其中：

所述线程操作以比较用于将所述线程置于睡眠状态和将所述线程从睡眠状态唤醒的

总成本与用于将所述线程置于空闲状态的成本。

20.如权利要求19所述的系统，其中：

当用于将所述线程置于睡眠状态的总成本小于用于将所述线程置于空闲状态的成本

时，所述线程被配置为处于睡眠状态；以及

如果相反的情况，则所述线程被配置为处于空闲状态。

21.如权利要求13至15中任何一项所述的系统，还包括：

线程池，其中所述线程池包括在所述一个或多个微处理器上运行的多个线程，并且其

中每个所述线程被允许独立地确定它应当处于睡眠状态还是处于空闲状态。

权　利　要　求　书 2/2 页

3

CN 105830029 B

3



用于在计算环境中支持自适应忙等待的系统和方法

[0001] 版权通知

[0002] 本专利文档的公开内容的一部分包含受版权保护的材料。版权所有者不反对任何

人对专利文档或专利公开内容按照在专利商标局的专利文件或记录中出现的那样进行复

制再现，但是无论如何在其他方面保留全部的版权权利。

技术领域

[0003] 本发明一般涉及计算机系统，并且特别地涉及计算环境中的线程管理。

背景技术

[0004] 现代计算系统(尤其是较大的组织和企业所采用的那些现代计算系统)继续在规

模和复杂度上增加。特别地，在诸如因特网应用之类的领域中，存在着数百万的用户应当能

够同时访问该应用的期望，这实际上导致由用户生成和消费的内容量以及涉及这些内容的

事务呈指数增长。这样的活动还导致对数据库和元数据存储库的事务调用的数量的相应增

加，而数据库和元数据存储库具有有限的容量来适应那种需求。

[0005] 这是本发明的实施例旨在应对的一般领域。

发明内容

[0006] 本文描述的是可以在诸如分布式数据网格之类的计算环境中支持队列处理的系

统和方法。线程可以与计算环境中的队列关联，其中线程在支持中央处理单元(CPU)的一个

或多个微处理器上运行。当一个或多个任务到达队列时，系统可以使用该线程来处理所述

一个或多个任务。此外，当队列中不存在任务时，系统可以自适应地将线程配置为处于睡眠

状态和空闲状态之一。

附图说明

[0007] 图1是根据本发明的各种实施例的数据网格集群的图示。

[0008] 图2示出了根据本发明的实施例的在计算环境中支持队列处理的图示。

[0009] 图3示出了根据本发明的实施例的利用自适应忙等待方法来管理计算环境中的线

程的图示。

[0010] 图4示出了根据本发明的实施例的利用线程池在计算环境中支持队列处理的图

示。

[0011] 图5示出了根据本发明的实施例的用于使用自适应忙等待方法来管理计算环境中

的线程的示例性流程图。

[0012] 图6示出了本发明的实施例的功能性配置。

[0013] 图7示出了可以在其上实现本发明的实施例的计算机系统。
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具体实施方式

[0014] 本文描述的是可以在计算环境中支持队列处理的系统和方法。

[0015] 分布式数据网格

[0016] 根据实施例，在本文中提到的“数据网格集群”或“数据网格”是包括多个计算机服

务器的系统，该多个计算机服务器一起工作来管理分布式或集群环境内的信息和诸如计算

之类的相关操作。可以使用数据网格集群来管理跨服务器共享的应用对象和数据。优选地，

数据网格集群应当具有低响应时间、高吞吐量、可预测的可缩放性、连续的可用性和信息可

靠性。作为这些能力的结果，数据网格集群非常适于在计算密集、有状态的中间层应用中使

用。数据网格集群的一些例子(例如，Oracle  Coherence数据网格集群)可以将信息存储在

存储器中以实现较高的性能，并且可以在使该信息的副本跨多个服务器保持同步时采用冗

余，从而在服务器故障的情况下确保系统的弹性以及数据的可用性。例如，Oracle 

Coherence数据网格集群在可靠的、高度可缩放的对等集群协议之上提供重复式并且分布

式的(分区的)数据管理和高速缓存服务。

[0017] 存储器中(in-memory)数据网格可以通过将数据分布在多个一起工作的服务器上

来提供数据存储和管理能力。数据网格可以是与应用服务器在同一层中运行或者在应用服

务器内运行的中间件。它可以提供数据的管理和处理，并且还可以将处理推送到网格中数

据所处的地方。此外，当服务器变得不可操作或从网络断开连接时，存储器中数据网格可以

通过自动地和透明地故障转移以及重新分配其集群的数据管理服务来消除各单一故障点。

当新的服务器被添加时，或者当故障的服务器被重新启动时，它可以自动地加入集群，并且

服务可以被恢复给它，从而透明地重新分布集群负荷。数据网格还可以包括网络级容错特

征和透明的软重启能力。

[0018] 根据实施例，数据网格集群的功能是基于使用不同的集群服务。集群服务可以包

括根集群服务、分区的高速缓存服务和代理服务。在数据网格集群内，在提供集群服务和消

费集群服务两个方面，每个集群节点可以参与多个集群服务。每个集群服务具有服务名称

和服务类型，其中服务名称唯一地标识在数据网格集群内的服务，服务类型定义集群服务

可以做什么。除了在数据网格集群中的每个集群节点上运行的根集群服务之外，可以存在

每种服务类型的多个命名实例。服务可以或者由用户配置，或者由数据网格集群提供作为

默认的服务集合。

[0019] 图1是根据本发明的各种实施例的数据网格集群的图示。如在图1中所示，例如

Oracle  Coherence数据网格集群的数据网格集群100包括多个集群节点101-106，该多个集

群节点101-106具有在其上运行的各种集群服务111-116。此外，可以使用高速缓存配置文

件110来配置该数据网格集群100。

[0020] 队列处理等待

[0021] 图2示出了根据本发明的实施例的在计算环境中支持队列处理的图示。如图2中所

示，诸如分布式数据网格之类的计算环境200可以使用一个或多个线程(例如，线程211)来

支持队列处理。线程211可以负责处理到达队列201的各种任务，例如，以便支持基于分布式

数据网格的消息传送总线。

[0022] 此外，当队列201中不存在任务时，系统允许线程211等待直到下一个任务(例如，

任务203)到达队列201。在等待任务203到达的时候，线程211可被配置为处于不同的状态
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(即，使用不同的策略)。

[0023] 根据本发明的实施例，线程211可以被配置为处于空闲状态，其中系统可以使CPU 

202自旋(即，CPU不会被切换成运行另一个线程)。通过在等待的时候使CPU  202自旋，新任

务203一到达队列201，系统就可以使用线程211来处理任务203。因此，系统可以实现低延迟

时间和高性能。

[0024] 作为折衷，当线程211处于空闲状态时，CPU时间会被浪费，因为当CPU  202自旋时，

CPU  202不会被切换成运行其它线程。因此，当工作负荷重并且两个连续任务之间的间隔时

间趋于短时，这种方法是有利的。

[0025] 作为替代，线程211可以被置于睡眠状态，在这种情况下，CPU202被允许切换成运

行另一个线程，直到例如当任务203到达队列101时，线程211被唤醒。

[0026] 另一方面，利用这第二种方法，系统需要执行两个操作(即，将线程211置为睡眠的

第一操作以及将线程211唤醒的第二操作)以便使用线程211进行队列处理。

[0027] 因此，当两个连续任务之间的间隔时间长于系统将线程211置为睡眠以及随后当

下一个任务203到达时唤醒它所花费的总CPU时间时，该方法是有利的。

[0028] 此外，系统可以利用高性能网络，诸如由Coherence数据网格集群使用的

InfiniBand(IB)网络。其结果是，总的延迟时间可以显著地减小。在这种情况下，执行这两

个操作所花费的CPU时间可以贡献总延迟时间中的很大的一部分。

[0029] 自适应忙等待

[0030] 图3示出了根据本发明的实施例的利用自适应忙等待方法来管理计算环境中的线

程的图示。如图3中所示，线程311可以用于在计算环境300中处理队列301。

[0031] 当队列301为空时，系统可以使用自适应忙等待方法来确定应当使用哪种策略来

配置在等待新任务到达队列301的时候的线程311(即，决定是将线程311置为睡眠还是使

CPU  302自旋)。

[0032] 利用自适应忙等待方法，系统可以获得将线程311置为睡眠以及随后唤醒它两者

可能需要的总CPU时间。然后，系统可以首先将用于把线程311置于睡眠状态和从睡眠状态

唤醒线程311的总成本与通过使CPU  302自旋而将线程置于空闲状态的成本进行比较。

[0033] 对应地，如果用于将线程311置于睡眠状态的总成本小于用于将线程311置于空闲

状态的成本，则系统可以将线程311配置为处于睡眠状态。如果相反的情况，系统可以将线

程311配置为处于空闲状态。

[0034] 如图3中所示，系统可以利用由操作系统(OS)303提供的函数(function)313来确

定用于执行操作的成本。例如，在CPU  302之上运行的OS函数313可以提供关于线程311已经

消耗了多少CPU时间的信息。系统可以通过将执行操作前后由线程311消耗的总CPU时间进

行比较来估计用于执行操作的成本。

[0035] 此外，系统可以估计系统使CPU  302自旋而不是将线程311置为睡眠可能需要的

CPU时间。例如，系统可以基于两个连续任务到达队列301之间的平均间隔时间是多长来获

得这样的信息。

[0036] 根据本发明的实施例，系统可以基于队列301上的工作负荷来自适应地配置线程

311。例如，当队列301上的工作负荷轻时，系统可以将线程311配置为在等待新任务的时候

处于睡眠状态。然后，当工作负荷变重时，用于保持CPU自旋所需要的CPU时间可以显著地减
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少。

[0037] 因此，系统可以确定保持CPU  302空闲(或自旋)实际上更便宜，而不是经历将线程

311置为睡眠并且随后在新任务到达队列301之后唤醒它的过程更便宜。随后，当工作负荷

之后再次变轻时，系统可以将线程311重新配置为在等待新任务的时候处于睡眠状态。

[0038] 此外，代替使用自适应忙等待方法，系统可以设置阈值，该阈值定义有多少CPU时

间被允许能够在自旋中(即，在空闲状态中)浪费。否则，当用于自旋的CPU时间超过该阈值

时，系统可以将线程311设置为处于睡眠状态。

[0039] 因此，这种方法的缺点在于，始终如一的阈值对于动态队列处理系统来说可能并

不总是优化的。即使在队列301上的工作负荷轻并且线程311可以被切换成运行其它任务

时，始终如一的阈值也无法阻止用于自旋的CPU时间的一部分被浪费。

[0040] 图4示出了根据本发明的实施例的利用线程池在计算环境中支持队列处理的图

示。如图4中所示，计算环境400中的线程池410可以包含在CPU  420上运行的多个线程，例如

线程A-C  411-413。此外，线程池410可以与例如队列A-C  401-403的多个队列关联。

[0041] 此外，线程A-C  411-413可以被用来处理到达队列A-C  401-403的任务。对于线程

池410中的每个线程A-C  411-413，系统可以独立地确定在等待新任务到达队列A-C  401-

403的时候是使CPU  420自旋还是将线程置为睡眠。

[0042] 因此，系统可以允许线程A-C  411-413基于队列A-C  401-403上的不同工作负荷而

被不同地进行配置。

[0043] 图5示出了根据本发明的实施例的用于使用自适应忙等待方法来管理计算环境中

的线程的示例性流程图。如图5中所示，在步骤501，系统可以将线程与计算环境中的队列关

联，其中线程在一个或多个微处理器上运行。然后，在步骤502，当一个或多个任务到达队列

时，系统可以使用该线程来处理所述一个或多个任务。此外，在步骤503，当队列中不存在任

务时，系统可以自适应地将线程配置为处于睡眠状态和空闲状态之一。

[0044] 参考图6，示出了本发明的实施例的系统600。图6示出了由系统600实现的功能性

配置的图示。系统600包括计算模块610、管理器620、处理器630、任务处理器640和配置模块

650。

[0045] 计算模块610向管理器620提供队列。管理器620将线程与计算模块610中的队列关

联。该线程在诸如处理器630之类的一个或多个微处理器上运行。当一个或多个任务到达队

列时，任务处理器640使用该线程来处理所述一个或多个任务。当队列中不存在任务时，配

置模块650自适应地将该线程配置为处于睡眠状态和空闲状态之一。

[0046] 图7示出了包括众所周知的硬件元件的计算机系统700的图示。即，计算机系统700

包括中央处理单元(CPU)710、鼠标720、键盘730、随机存取存储器(RAM)740、硬盘750、盘驱

动器760、通信接口(I/F)770、以及监视器780。计算机系统700可以充当构成系统600的服务

器节点。

[0047] 根据本发明的实施例，计算模块610、管理器620、处理器630、任务处理器640和配

置模块650由一个或多个计算机系统700提供。计算模块610、管理器620、处理器630、任务处

理器640和配置模块650由CPU  710实现。在另一方面，多于一个的处理器可以被使用，使得

计算模块610、管理器620、处理器630、任务处理器640和配置模块650能够被实现。即，计算

模块610、管理器620、处理器630、任务处理器640和配置模块650当中的任何一个可以彼此
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物理地远离。

[0048] 在还有另一方面中，系统600可以通过使用充当计算模块610、管理器620、处理器

630、任务处理器640和配置模块650的多个硬连线电路来实现。

[0049] 可以通过使用一个或多个常规的通用或专用数字计算机、计算设备、机器或微处

理器而方便地实现本发明，其中所使用的数字计算机、计算设备、机器或微处理器包括根据

本公开内容的教导编程的一个或多个处理器、存储器和/或计算机可读存储介质。熟练的程

序员基于本公开内容的教导可以容易地准备出适当的软件编码，这对于软件领域的技术人

员将是显而易见的。

[0050] 在一些实施例中，本发明包括计算机程序产品，它是具有存储于其上/其中的指令

的存储介质或计算机可读介质，所述指令可以用于对计算机进行编程以执行本发明中的任

何过程。存储介质可以包括但不限于任何类型的盘，包括软盘、光盘、DVD、CD-ROM、微驱动

器、以及磁光盘、ROM、RAM、EPROM、EEPROM、DRAM、VRAM、闪速存储器设备、磁卡或光卡、纳米系

统(包括分子存储器IC)、或者适于存储指令和/或数据的任何类型的介质或设备。

[0051] 本发明的以上描述是为了说明和描述的目的而给出的。它不意图穷举或者将本发

明限定到所公开的精确形式。对本领域执业人员来说，许多修改和变化将是显而易见的。所

述修改和变化包括所描述的特征的任何相关组合。实施例的选择和描述是为了最好地解释

本发明的原理及其实践应用，从而针对各种实施例以及适于预想到的特定用途的各种修改

的情况，使得本领域的其他技术人员能够理解本发明。本发明的范围旨在由以下的权利要

求及其等价物来限定。
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