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REMOTE CONTROL INTERFACE PROVIDING HEAD-UP OPERATION AND VISUAL FEEDBACK

RELATED APPLICATIONS

This Application claims priority to U.S. Provisional Patent Application Serial No.
61/433,941 filed on January 18, 2011 titled “Remote Control Interface Providing Head-
Up Operation and Visual Feedback When Interacting with an On Screen Display”, the

contents of which are incorporated by reference herein in their entirety.

BACKGROUND

Technical Field

The present disclosure relates generally to device control, and more particularly to
a remote control interface for use with a programmable multimedia controller that con-
trols a variety of electronic devices, such as audio devices, video devices, telephony de-
vices, data devices, security devices, motor-operated devices, relay-operated devices,

and/or other types of devices.
Background Information

With the ever increasing complexity of electronic devices, simple yet effective
device control is becoming increasingly important. While once electronic devices could
be adequately controlled with only a handful of analog knobs and switches, modern elec-
tronic devices often present users with a vast array of configurable options and parame-
ters, which require complex controls to manipulate and select. In response to users’ de-
mands for “convenience,” these controls are often implemented on device-specific or
“universal” handheld remote control units, which use Infrared (IR), radio-frequency (RF),
or other types of signals to interface with the electronic devices being controlled. Yet

actual convenience is seldom achieved with conventional remote control units.

Many device-specific and “universal” remote control units are designed with a
button-centric paradigm, such that numerous function-specific buttons are crowded into a

relatively small space on the face of the remote control unit. In some cases, the function-
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specific buttons are physical buttons, that are coupled to sensors or switches that detect
their depression. In other cases, the function-specific buttons may be virtual buttons,
displayed on a touch screen display (i.e., a display that is capable of displaying visual
output and also configured to receive touch data). However, such button-centric remote

control units suffer a variety of shortcomings.

The crowded button layout of button-centric remote control units often requires a
user to frequently look down at the remote control unit, in order to pick out the desired
button from the remote control unit. Thus the user must divert his or her attention from,
for example, an on-screen display being shown on a display device, for example, a televi-
sion, to look at the remote control unit. As such, the user is often forced to operate the

remote control unit in a “head-down” manner.

Even when looking down at the remote control unit, the crowded button layout of
button-centric remote control units often makes it difficult to select a desired button from
the many buttons available, especially in low-light conditions. A user may simply not be
able to see the often small and cryptic labels associated with each button, or may not un-
derstand their meaning. If a user inadvertently presses the “wrong” button, a device may
perform an unwanted action or enter an undesired mode or state. This may confuse or

aggravate the user.

More recently, attempts have been made to move away from a button-centric
paradigm, and rather than simply display virtual buttons on a touch screen display of a
remote control unit, to receive gestures or other more complex input on the touch screen
display. While certain advantages have been achieved in moving away from a button-
centric paradigm, such remote control units typically suffer their own set of shortcom-
ings. Foremost among those, is that such units typically do not provide feedback or con-
firmation to a user that their control input is being received and registered correctly.
Unlike a physical button, that may reassure the user with a responsive movement when
pressed, a touch screen display typically does not provide any immediate feedback. A

user may be unsure if their selection was received or registered correctly.

Of late, a variety of interfaces have been developed for smartphones, tablet com-

puters and other “mobile devices” that allow such devices to operate as device-specific or
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"universal" handheld remote control units. However, the underlying shortcoming
discussed above of dedicated remote control units have migrated over to the interfaces used
with smartphones, tablet computers and other "mobile devices."

What is needed is an improved remote control interface that may address some or all
of the above described shortcomings.

The discussion of the background to the invention included herein including reference
to documents, acts, materials, devices, articles and the like is included to explain the context
of the present invention. This is not to be taken as an admission or a suggestion that any of
the material referred to was published, known or part of the common general knowledge in
Australia or in any other country as at the priority date of any of the claims.

Where the terms "comprise", "comprises”, "comprised" or "comprising” are used in
this specification (including the claims) they are to be interpreted as specifying the presence

of the stated features, integers, steps or components, but not precluding the presence of one or

more other features, integers, steps or components, or group thereof.

SUMMARY

According to one aspect of the present invention there is provided a system
comprising: a programmable multimedia controller coupled to, and configured to control a
plurality of different types of electronic devices including one or more audio source devices,
one or more video source devices, one or more audio destination devices and one or more
display devices, the programmable multimedia controller configured to display an on-screen
display menu system on at least one of the display devices, the on-screen display menu
system including a plurality of selectable options that are rotatable in the on-screen display
menu system and selectable from the on-screen display menu system in response to control
commands; a mobile device separate from the programmable multimedia controller and from
the at least one display device, the mobile device configured to operate as a remote control
for the programmable multimedia controller through which control commands for interacting
with the on-screen display may be entered, the mobile device including a wireless interface
that enables wireless communication with the programmable multimedia controller, a touch
screen display, a processor, and a memory configured to store at least a remote control
interface client application that when executed by the processor is operable to: display an
input interface on the touch screen display, the input interface having a gesture field, detect

touch input from a user in the gesture field on the mobile device, determine a type of the
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received touch input from among a plurality of types of touch input, in response to the touch
input, send one or more control commands to the programmable multimedia controller to
cause the programmable multimedia controller to rotate or select one of the options in the on-
screen display menu system displayed on the at least one display device, and in response to
the touch input, display one or more indicators in the gesture field to provide visual feedback
to the user on the mobile device that is specific to the type of the touch input, the provided

visual feedback to differ for different types of the plurality of types of touch input.

According to a further aspect of the present invention there is provided a method
comprising: causing an on-screen display menu system to be displayed on a television, the
menu system including a plurality of selectable options that may be manipulated in the
onscreen display menu system and may be selected from the on-screen display menu system
in response to control commands; displaying an input interface on a touch screen display of a
mobile device that is separate from the television, the input interface having a gesture field;
detecting touch input from a user in the gesture field on the mobile device; determining a type
of the touch input from among a plurality of types of touch input; in response to the touch
input, sending one or more control commands to manipulate or select one of the options in
the on-screen display menu system displayed on the television; and in response to the touch
input, displaying one or more indicators in the gesture field to provide visual feedback to the
user on the mobile device that is specific to the type of the touch input, the provided visual
feedback to indicate for at least some types of touch input a direction corresponding to the

touch input to differentiate between touch input of a same type but of different directions.

According to a still further aspect of the present invention there is provided a non-
transitory computer readable media storing executable instructions that when executed by a
processor are operable to: cause an on-screen display menu system to be displayed on a
display device, the on-screen display menu system including a plurality of options that may
be selected from the on-screen display menu system; display an input interface on a touch
screen display of a mobile device, the input interface having one or more virtual buttons and
a gesture field; detect touch input from the user in the input interface having a location that
coincides with a location of a virtual button; in response to the touch input, cause an action
corresponding to the virtual button to be performed by a programmable multimedia controller
coupled to the display device; in response to the touch input, display a visual indication on
the touch screen of the mobile device to provide visual feedback to the user that the virtual

button was pressed; detect additional touch input from a user in the gesture field on the
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mobile device; determine a type of the additional touch input from among a plurality
of types of touch input; in response to the additional touch input, cause one of the options in
the on-screen display menu system that is displayed on the display device to be selected from
the onscreen display menu system and an action corresponding to the selected option
performed by the programmable multimedia controller; and in response to the additional
touch input, display one or more indicators in the gesture field to provide visual feedback to
the user on the mobile device that is specific to the type of the received touch input, the
provided visual feedback to differ for different types of the plurality of types of touch input.

According to one embodiment of the present disclosure, a remote control interface
may be provided that allows a user to interact with, and otherwise control, a programmable
multimedia controller from a mobile device having a touch screen display, in a largely "head-
up" manner, while providing visual feedback on the mobile device to confirm touch input.

A remote control interface client application executing on the mobile device may
display an input interface on the touch screen display. The user may enter touch input,
including taps, hold, swipes or pans, on the touch screen display. Such touch input may be
processed and communicated to the programmable multimedia controller, which displays an
on-screen display menu system on a display device, such as a television coupled to the
programmable multimedia controller. The user may direct the majority of his or her attention
to the on-screen display menu system on the display device, rather than the touch screen
display on the mobile device. In response to touch input, the control interface client
application may communicate appropriate commands to the programmable multimedia
controller to cause it to display and manipulate the on-screen display menu system on the
display device, and register selections therein. Further, the control interface client application
may cause the display of visual feedback on the touch screen display of the mobile device
that is specific to the type of touch input received on the touch screen display. This visual
feedback may differentiate between different types of touch input, for example, between taps,
holds, swipes and pans, and between touch input in different directions (e.g., left, right, up,
and down). Such visual feedback may be provided while the input is in progress; and/or

shortly after it is completed.
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BRIEF DESCRIPTION OF THE DRAWINGS

The description below refers to the accompanying drawings, of which:

Fig. 1 is a block diagram of an example programmable multimedia controller in-

terconnected to a number of devices;

Fig. 2 is a schematic block diagram of an example hardware architecture of the

example programmable multimedia controller;

Fig. 3 is block diagram of an example hardware architecture of an example mo-

bile device, which may operate with the pfogrammable multimedia controller of Fig. 1;

Fig. 4 is a diagram of an example on-screen display menu system of remote con-
trol interface that may be displayed on a display device coupled to the programmable

multimedia controller;

Fig. 5A is a screen shot of an example input interface that may be shown on the

touch screen display of a mobile device;

Fig. 5B is a screen shot of an example input interface illustrating visual feedback
provided in response to a virtual button tap or hold, which may be shown on the touch

screen display of a mobile device;

Fig. 5C is a screen shot of an example input interface illustrating visual feedback
provided in response to a tap or hold in the gesture field, that may be shown on the touch

screen display of a mobile device;

Fig. 5D is a screen shot of an example input interface illustrating visual feedback
provided in response to a potential pan, which may be shown on the touch screen display

of a mobile device;

Fig. 5E is a screen shot of an example input interface illustrating visual feedback
provided in response to an ongoing pan or a swipe in the gesture filed, which may be

shown on the touch screen display of a mobile device;

Fig. 6A is a flow chart of an example sequence of steps that may be implemented
by the remote control interface client application, to interoperate with a programmable

multimedia controller, to provide a remote control interface;
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Fig. 6B is a flow chart of an example sequence of steps that may be implemented
by the remote control interface client application, to determine if a virtual button has been

tapped or a tap has been received in the gesture field, and to take an appropriate response;

Fig. 6C is a flow chart of an example sequence of steps that may be implemented
by the remote control interface client application, to determine whether a potential pan is

completed to become an actual ongoing pan, and to take an appropriate response;

Fig. 6D is a flow chart of an example sequence of steps that may be implemented
by the remote control interface client application, to register a swipe and take an appro-

priate response;

Fig. 6E is a flow chart of an example sequence of steps that may be implemented
by the remote control interface client application, to determine if a virtual button has been
held or a hold has been received in the gesture field, and to take an appropriate response;

and

Fig. 6F is a flow chart of an example sequence of steps that may be implemented

by the remote control interface client application, to implement a heartbeat indicator.

DETAILED DESCRIPTION OF ILLUSTRATIVE EMBODIMENTS

Fig. 1 is a block diagram of an example programmable multimedia controller 100
interconnected to a number of devices. The term “programmable multimedia controller”
should be interpreted broadly as a device capable of controlling, switching data between,
and/or otherwise interoperating with a variety of electrical and electronic devices, such as
audio, video, telephony, data, security, motor-operated, relay-operated, heating, ventila-

tion, and air conditioning (HVAC), energy management and/or other types of devices.

The programmable multimedia controller 100 may be coupled to a variety of A/V
devices, including audio source devices 110, such as compact disk (CD) players, digital
video disc (DVD) players, microphones, digital video recorders (DVRs), cable boxes,
audio/video receivers, personal media players, and other devices that source audio sig-
nals; may be coupled to a variety of video source devices 120, such as digital video disc

(DVD) players, digital video recorders (DVRs), cable boxes, audio/video receivers, per-
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sonal media players and other devices that source video signals; may be coupled to a va-
riety of audio output devices 130, such as speakers, devices that incorporate speakers, and
other devices that output audio; and may be coupled to a variety of display devices 140,

such as televisions, monitors, and other devices that output video.

Further, the programmable multimedia controller 100 may be coupled to, control,
and otherwise interoperate with a variety of other types of devices, either directly, or
through one or more intermediate controllers. For example, the programmable multime-
dia controller 100 may be coupled to a closed-circuit television (CCTV) control system
170 that manages a system of cameras positioned about a home or other structure, HVAC
conﬁfol and/or energy management system 175 that manages HVAC devices to regulate
environmental functions and/or energy management devices in the home or other struc-
ture, and/or a security system 180 that manages a plurality of individual security sensors
in the home or other structure. In response to control commands received from the pro-
grammable multimedia controller 100, the CCTV control system 170, the HVAC control
system and/or energy management system 175, and the security system 180 may manage

the devices under their respective immediate control.

Further, the programmable multimedia controller 100 may be coupled to, control,
and otherwise interoperate with, one or more electronic lighting controllers 190. The one
or more electronic lighting controllers 190 may be coupled to, for e>‘(ample, via wired or
wireless links, a plurality of relays 192 and/or dimmer units 193. Similarly, the pro-
grammable multimedia controller 100 may be coupled to, control, and otherwise interop-
erate with, one or more motor operated device controllers 195, for example, one or more
automatic window shade controllers, or other types of controllers. As with lighting con-
trol, in response to control commands received from the programmable multimedia con-
troller 100, the motor-operated device controllers 195 may selectively trigger motor-
operated devices (not shown) in various rooms of the home or other structure, to achieve

desired effects.

The programmable multimedia controller 100 may receive user-inpui via one or
more remote control units, for example, wall-mounted control units, table-top control

units, hand-held portable control units, and the like. In some cases, a remote control unit
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7
may be coupled to the programmable multimedia controller 100 via an intermediate de-
vice 153. In other cases, the remote control unit may communicate directly with the mul-
timedia controller 100. Depending on the mode of communication of the remote control
unit, the need for, and the form of, the intermediate device 153 may vary. For example, if
the remote control unit uses a wireless local area network (LAN) connection (such as a
WI-FI or IEEE 802.11 connection), the intermediate device 153 may be a wireless access
point or other gateway Alternatively, if the remote control unit uses a wired LAN con-
nection (such as an Ethernet connection), the intermediate device 153 may be an switch
or router. In still another alternative, if the remote control unit communicates over a wide
area network (WAN) (such as the Internet) to contact the programmable multimedia con-
troller 100, the intermediate device 153 may be an interface to a WAN, such as a cable

modem or digital subscriber line (DSL) modem.

One particular type of remote control unit shall be referred to herein as a “mobile
device” 150. As used herein, the term “mobile device” refers to an electronic device that
is adapted to be transported on one’s person, including multimedia smartphones, such as
the iPhone® multimedia phone available from Apple Inc. and the Blackberry® device
available from Research In Motion Limited, multi-purposes tablet computing devices,
such as the iPad® tablet available from Apple Inc., portable media players, such as the
iPod® touch available from Apple Inc., personal digital assistants (PDAs), electronic
book readers, and the like. Such mobile devices 150 may communicate directly with the
programmable multimedia controller 100, or indirectly with the programmable multime-
dia controller 100 through the intermediate device 153, using various wireless networking

techniques, cellular networking technique, and/or wired networks.

In response to user-input from a mobile device 150, the programmable multime-
dia controller 100 may switch data between, issue control commands to, and/or otherwise
interoperate with, the audio source devices 110, the video source devices 120, the audio
output devices 130, and/or the video output devices 140. Further, in response to the user-
input, the programmable multimedia controller 100 may issue control commands to, and
otherwise interoperate with, the CCTV control system 170, the HVAC control and/or en-
ergy management system 175, the security system 180, the electronic lighting controllers

190, as well as the motor operated device controllers 195.
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Fig. 2 is a schematic block diagram of an example hardware architecture 200 of
the example programmable multimedia controller 100. The various components shown
may be arranged on a “motherboard” of the controller 100, or on a plurality of circuit
cards interconnected by a backplane (not shown). A microcontroller 210 manages the
general operation of the controller 100. The microcontroller 210 is coupled to an audio
switch 215 and a video switch 220 via a bus 218. The audio switch 215 and the video
switch 220 are preferably crosspoint switches capable of switching a number of connec-
tions simultaneously. However, many other types of switches capable of switching ~digi-
tal signals may be employed, for example, Time Division Multiplexing (TDM) switches
or other devices. Further, while two separate switches 215, 220 are shown, audio and
video switching may be consolidated into a single switch that supports switching of both

types of data.

A mid plane 235 interconnects the audio and video switches 215, 220 to a variety
of input and output modules, for example, one or more Video Input/Output Modules 287,
one or more Audio Input/Output Modules 290, and/or one or more other modules 295.
Such modules may include a plural of connection ports that may be coupled to A/V de-
vices. The mid plane 235 is further coupled to an Ethernet switch 230 that interconnects
Ethernet ports 232 and a processing subsystem 240 to the microcontroller 210. In one
embodiment, the processing subsystem 240 includes one or more “general-purpose com-
puters” 245. A general-purpose computer 245, as used herein, refers to a device that is
configured to execute a set of instructions, and depending upon the particular instructions
executed, may perform a variety of different functions or tasks. Typically, but not al-
ways, a general-purpose computer 245 executes a general-purpose operating system, such
as the Windows® operating system, available from Microsoft Corporation, the Linux®
operating system, available from a variety of vendors, the OSX® operating system, avail-
able from Apple Inc., or another operating system. The general-purpose computer 245
may include a computer-readable medium, for example, a hard drive, a Compact Disc
read-only memory (CDROM) drive, a Flash memory, or other type of storage device,
and/or may be interconnected to a storage device provided elsewhere in the processing

subsystem 240.
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The processing subsystem 240 preferably has one or more graphics outputs 241, 242
such as analog Video Graphics Array (VGA) connectors, Digital Visual Interface (DVI)
connectors, Apple Display Connector (ADC) connectors, or other type of connectors, for
supplying graphics. Such graphics outputs 241,242 may, for example, be supplied directly
from the one or more general-purpose computers 245 of the processing subsystem 240.

The example programmable multimedia controller 100 may also include a memory
card interface and a number of Universal Serial Bus (USB) ports 242 interconnected to a
USB hub 243. Such USB ports 249 may be couple to external devices. A USB switch 244 is
employed to switch USB signals received at the hub to the processing subsystem 240. In a
similar manner, a number of IEEE 1394 (Fire WireTM) ports 246 may be coupled to external
devices and pass data to an IEEE 1394 hub 247 and to an IEEE 1394 switch 248, for
switching to the processing subsystem 240.

The microcontroller 210 is further connected to a Serial Peripheral Interface (SPI) and
Inter-Integrated Circuit (12C) distribution circuit 250, which provides a serial communication
interface to relatively low data transfer rate devices. The SPL1 12C controller 250 is
connected to the mid plane 235 and thereby provides control commands from the
microcontroller 210 to the modules 287, 290, 295 of the programmable multimedia controller
100. Further, connections from the SPII 12C controller 250 are provided to components such
as a fan controller 251, a temperature sensor 252, and a power manager circuit 253, which
collectively manage the thermal characteristics of the programmable multimedia controller
100.

The microcontroller 210 is also connected to a device control interface 275 that may
communicate with the CCTV control system 170, the HVAC control and/or energy
management system 175, the security system 180, the one or more electronic lighting
controllers 190 as well as the one or more motor operated device controllers 195. Further, a
telephone interface 270 may be provided to connect to a telephone network and/or telephone
handsets. In addition, an expansion port 280 may be provided for linking several

programmable multimedia controllers 100 together, to form an expanded system,
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while a front panel display 265, may be provided to display status, configuration, and/or

other information to a user.

Fig. 3 is block diagram of an example hardware architecture of an example mo-
bile device 150, which may operate with the programmable multimedia controller 100 of
Fig. 1. The mobile device 150 includes a processor 310, coupled to a memory 320. The
memory 320 may contain both persistent and volatile storage portions, which store proc-
essor-executable instruction for one or more software applications for execution on the
processor 320. A remote control interface client application 325 may be stored in the
memory 320 and include instructions for execution on the processor 310 for implement-
ing at least a part of the below described techniques. The processor 310 may further be
coupled to display interface 330 the visually renders graphics for display on a touch
screen display. The touch screen display may include both a display screen, such a liquid
crystal display (I.CD) 345, and a touch screen panel 347, overlaid upon the display
screen, that receives and registers touches from a user. Such touch information may be
interpreted by a touch screen panel controller 350 and supplied to the processor 310, for
use with the techniques described herein. Further, an interface 360, that may include a
wireless network transceiver (such as WI-FI or IEEE 802.11 transceiver), a cellular net-
work interface (such as CDMA or GSM transceiver) and/or other types of wireless or
wired transceiver(s), may be coupled to the processor 310 and facilitate communication

directly, or indirectly, with the programmable multimedia control 100.

According to one embodiment of the present disclosure, a remote contrél interface
is provided that allows a user to interact with, and otherwise control, a programmable
multimedia controller 100 from a mobile device 150 having a touch screen display, in a
largely “head-up” manner, while providing visual feedback on the mobile device 150 to
confirm touch input. A remote control interface client application 325 executing on the
mobile device 150 may display an input interface on the touch screen display. The user
may enter touch input, including taps, holds and gestures, such as swipes or pans, on the
touch screen display. Such touch input may be processed and communicated to the pro-
grammable multimedia controller 100, which displays an on-screen display menu system
on a display device, such as a television coupled to the programmable multimedia con-

troller 100. The user may direct the majority of his or her attention to the on-screen dis-
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play menu system on the display device 140, rather than the touch screen display on the
mobile device 150. In response to touch input, including taps, holds and gestures, such as
swipes or pans, the control interface client application 325 may communicate appropriate
commands to the programmable multimedia control 100 to cause it to display and ma-
nipulate the on-screen display menu system on the display device 140, and register selec-
tions therein. Further, the control interface client application 325 may cause the display
of visual feedback on the touch screen display of the mobile device 150 that is specific to
the type of touch input received on the touch screen display. This visual feedback may
differentiate, for example, between taps, holds and gestures, such as swipes or pans, and
between gestures in different directions (e.g., left, right, up down), and provide a different
visual indication in response to each type of touch input. Such visual feedback may be

prdvided while the input is in progress, and/or shortly after it is completed.

As used herein, the term “tap” refers to momentary touch at a stationary position,
such that a touch and a release occur within a predetermined period of time. As used
herein, the term “hold” refers to an extended touch at a stationary position, such that a
touch occurs, time elapses, and a release occurs, where the length of the elapse of time is
longer than a predetermined period of time. As used herein, the term “swipe” refers to a
rapid movement of a touch from a starting position, in a direction (e.g., left, right, up,
down), to an ending position, where the movement occurs at greater than a predetermined
velocity. As used herein, the term “pan” refers to a slow movement of a touch from a
starting position, over a distance in a direction (e.g., left, right, up, down), to an ending

position, where the movement occurs over greater than a predetermined distance.

Fig. 4 is a diagram of an example on-screen display menu system 400 of remote
control interface that may be displayed on a display device 140 coupled to the program-
mable multimedia controller 100. The on-screen display menu system 400 may be ren-
dered by a software application executing on the processing subsystem 246 of the pro-
grammable multimedia controller 100, or another device. The on-screen display menu
system 400 is composed of a plurality of selectable options 410, 420, 430, 440 displayed
in an annular configuration. While only four selectable options are shown in Fig. 4, any
number of selectable options may be provided. The on-screen display menu system 400

may be two-dimensional, with the selectable options 410, 420, 430, 440 arranged in a
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plane parallel to display screen, or may be three-dimensional, such that the selectable op-
tions 410, 420, 430, 440 are arranged in an annular pattern in three-dimensional space,
and an image of the three-dimensional space is displayed to the user. Similarly, the se-
lectable options themselves 410, 420, 430, 440 may be two or three-dimensional repre-
sentations. In one embodiment, the selectable options 410, 420, 430, 440 are graphic
icons, whose appearances is related to, or otherwise associated with, their respective

' functions. For example, the selectable options 410, 420, 430, 440 may be graphic icons
representing the devices controlled by the programmable multimedia controller 100, and
their selection may be used to indicate one of the devices for further control. If one of
the devices is selected for further control by selection of an appropriate selectable option,
further selectable options (not shown) may be displayed for interacting with the selected
device. For example, if the selected device is a cable television source, such as a cable
box, further selectable options may correspond to listings in a television guide available
in connection with the cable television source. Similarly, if the selected device is a
HVAC device, further selectable options may correspond to heating and cooling points
and controls. It should be understood that selection of a selectable option may trigger the
display of a subsequent level of selectable options, and these selectable options also may

trigger the display of a subsequent level in a wide variety of nested configurations.

To select the different selectable options 410, 420, 430, 440, and make other con-
trol selections, a user interacts with the mobile device 150 and the touch screen display
thereof. Fig. SA is a screen shot of an example input interface 500 that may be shown on
the touch screen display of a mobile device 150. The input interface 500 may be rendered
by remote control interface client application 325 executing on the processor 310 of the
mobile device 150. A title bar 510 may include a virtual button 515 for closing the re-
mote control interface client application 325, as well as a connectivity indicator 520 that
may indicate, for example, by displaying a predetermined color, when there is connec-
tivity to the programmable multimedia controller 100. A plurality of additional virtual
buttons may be provided in the input interface that are assigned predefined and/or context
sensitive functions, including a volume increase button 525, a volume decrease button
530, a mute button 535, a channel increment button 543, a channel decrement button 550,

a menu/power button 555 (that may trigger the display of the on-screen display menu sys-
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tem depicted in Fig. 4) and an exit button 560 (that may cause the on-screen display
menu system depicted in Fig. 4 to be hidden, or a sub-menu thereof to be stepped out of).
Further, a widgets button 565 may cause the display of one or more widgets or other
small applications on the display device 140 coupled to the programmable multimedia
controller 100. The remainder of the input interface 500 may be devoted to a gesture
field 565, where a user may enter touch input, including taps, holds and gestures, such as
swipes or pans. In some embodiments, these gestures need not be strictly confined to the
gesture field 565, and may extend over one or more of the virtual buttons 525-565. The
virtual buttons 525-565 may be configured to only accept input if no gesture has been
detected.

According to one embodiment of the remote control interface techniques de-
scribed herein, a user may enter a gesture, such a swipe or pan, by sliding his or her fin-
ger in a vertical or horizontal direction. In response thereto, the selectable options 410,
420, 430, 440 may be manipulated (e.g., rotated) in the on-screen display menu system
400 shown on a display device 140 coupled to the programmable multimedia controller
100. For example, referring to Fig. 4, selectable option 420 may rotate into the position
now-occupied by selectable option 410, in response to a right-wards swipe or pan by the
user. A user may select a selectable option 410, 420, 430, 440 by bringing the option to a
designated location in the on-screen display menu system 400, for example, to the fore-
ground location of a three-dimensional annular menu system, or the bottom location of a
two-dimensional annular menu system. Once at the designated location, the user selects

the selectable option with a tap or a hold on any location in the gesture field 565.

As discussed above, the remote control interface may provide visual feedback on
the touch screen display of the mobile device 150 that is specific to the type of touch in-
put (e.g., tap, hold, swipe or pan) that is being, or has been, received in the input interface
on the touch screen display. This visual feedback may differentiate, for example, be-
tween a tap, a hold, a swipe, and a pan, and between different directions of swipes and

pans. Visual feedback may also be provided when a virtual button is tapped or held.

Fig. 5B is a screen shot of an example input interface 502 illustrating visual feed-

back provided in response to a virtual button tap or hold, which may be shown on the
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touch screen display of a mobile device 150. In one example, the menu/power button
555 has been tapped and is shown highlighted, with a predetermined color or pattern, for
a brief predetermined period of time thereafter. If the menu/power button 555 is alterna-

tively held, the button may remain highlighted for the duration the button is held.

Fig. 5C is a screen shot of an example input interface 504 illustrating visual feed-
back provided in response to a tap or hold in the gesture field 565, that may be shown on
the touch screen display of a mobile device 150. In one example, a user has tapped
proximate to the center of the gesture field 565. An indicator 570 may be displayed
about the location of the tap for a brief predetermined period of time after the tap. In one
configuration, the indicator is a circular animation in a predetermined color that is shown
radiating out from the location of the tap. However, it should be understood that the indi-
cator 570 may have a different visual appearance. Should the user hold the touch screen
display, as opposed to releasing it rapidly in a tap, the indicator 570 may be displayed
shortly after the touch screen display is initially pressed and may remain visible for the
duration that the touch screen display is held. The tap, or alternatively, a hold, on the
touch screen may cause the selection of a particular selectable option 410, 420, 430, 440
that is located at a designated location in the on-screen display menu system 400, or

cause other action to be taken.

Fig. 5D is a screen shot of an example input interface 506 illustrating visual feed-
back provided in response to a potential pan, which may be shown on the touch screen
display of a mobile device 150. In this example, a user has begun a slow movement of a
touch from a starting position located proximate the center of the gesture field 565 in a
rightwards direction, however such movement may begin from a position anywhere on
the touch screen display other than the title bar 510, including over a virtual button 525-
565. As soon as the user begins this gesture, one or more directional indicators 575 (e.g.,
an arrow) may be displayed. The directional indicators may be of a predetermined color
or be shaded with a predetermined pattern. In one embodiment, the greater the distance
of the movement, the greater the number of directional indicators 575 shown. For exam-
ple, if the user continues to move in a rightwards direction, a second directional indicator
(not shown) may be displayed, then a third directional indicator (not shown), etc. Once

the user has traversed greater than a predetermined distance, the potential pan may be
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registered as an actual ongoing pan, and the on-screen display menu system 400 may be
updated, for example, selectable option 410, 420, 430, 440 in the on-screen display menu

system 400 may be rotated, or other action taken.

Fig. SE is a screen shot of an example input interface 508 illustrating visual feed-
back provided in response to an ongoing pan or a swipe in the gesture filed 565, which
may be shown on the touch screen display of a mobile device 150. In this example, a
user has registered an ongoing pan by slowly moving at least the predetermined distance
in a rightwards direction and holding at the end of the movement, or has entered a swipe
by rapidly moving in a rightwards direction from a starting position to an ending position.
As discussed above, while in this example, the movement is shown beginning from a
starting position proximate the center of the gesture field 565, such movement may begin
from a position anywhere on the touch screen display other than the title bar 510, includ-
ing over a virtual button 525-565. A plurality 580 of directional indicators 575 (e.g., ar-
rows) may be displayed. Such plurality 580 of directional indicators 575 may be dis-
played while the pan is ongoing, or in the case of a swipe, for a brief predetermined pe-
riod of time thereafter. As discussed above, in response to a pan, the on-screen display
menu system 400 may be updated, for example, selectable options 410, 420, 430, 440 in
the on-screen display menu system 400 may be rotated, or other action taken. Similarly,
in response to a swipe, the on-screen display menu system 400 may be updated, for ex-
émple, selectable options 410, 420, 430, 440 may be advanced by one unit in the direc-

tion of the swipe.

Fig. 6A is a flow chart of an example sequence of steps 600 that may be imple-
mented by the remote control interface client application 325, to interoperate with a pro-
grammable multimedia controller 100, to provide a remote control interface. The se-
quence starts at step 601, where the remote control interface client application 325 is exe-
cuted by the processor 310 of the mobile device 150, and an input interface, for example,
as shown above in Fig. 5A, is displayed on the touch screen display of the mobile device
150. At step 602, touch input is detected upon the touch screen display. At step 604, a
button delay timer is initiated, and execution proceeds step 606, where the application
325 waits for one of several possible events to occur. A first possibility is that, absent

any other event occurring, the end of touch input is detected, at step 608. In such case,
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execution proceeds, via connector 610 to Fig. 6B, where a determination is made whether
a virtual button has been tapped or a tap has been received in the gesture field 565, and an
appropriate response is taken. A second possibility, which is checked for at step 612, is
that the touch moves slowly over a distance, where the movement occurs over greater
than a predetermined minimum gesture distance. In such case, execution proceeds, via
connector 614, to Fig. 6C! where a determination is made whether a potential pan is com-
pleted to become an actual ongoing pan, and an appropriate response is taken. A third
possibility, whichis checked for at step 616, is that the touch moves rapidly over a dis-
tance, where the movement occurs at greater than a predetermined minimum command
velocity gesture distance. In such case, execution proceeds, via connector 618, to Fig.
6D, where a swipe is registered,'and an appropriate response is taken. A fourth possibil-
ity, which is checked for at step 620, is that the button delay timer expires absent one of
the other events occurring. In such case, execution proceeds, via connector 622, to Fig.
6E, where a determination is made whether a virtual button has been held, or a hold has
been received in the gesture field 565, and an appropriate response is taken. Otherwise

execution loops to step 606.

Fig. 6B is a flow chart of an example sequence of steps that may be implemented
by the remote control interface client application 325, to determine if a virtual button has
been tapped or a tap has been received in the gesture field 565, and to take an appropriate
response. At step 624, it is determined if the location of the tap upon the touch screen
display coincides with the location of a virtual button. If so, execution proceeds to step
626, where a button tap visual indication is shown, for example, the button is highlighted,
with a predetermined color or pattern, as in Fig. 5B. At step 628, the control interface
client application 325 sends an appropriate on-screen display select button press com-
mand to the programmable multimedia controller 100, to cause an action corresponding
to the virtual button to be executed. At step 630, the control interface client application
325 waits for a brief predetermined delay. Thereafter, at step 632, the control interface
client application 325 sends an appropriate on-screen display select button release com-
mand to the programmable multimedia controller 100, and, at step 634, the visual indica-
tion is hidden, for example, the highlighting is removed. The sequence then ends at step
646.
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Alternatively, if at step 624, it is determined that the location of the tap does not
coincide with the location of a virtual button, for example, it is in the gesture field 565,
execution proceed to step 626, where a tap visual indication is shown, for example, an
indicator 570 may be displayed about the location of the tap, such as is shown in Fig. 5C.
At step 638, the control interface client application 325 sends an appropriate on-screen
display select button press command to the programmable multimedia controller 100, to
cause a selection to be made, for example, a selection of a particular selectable option
410, 420, 430, 440 that is located at a designated location in the on-screen display menu
system 400. At step 640, the control interface client application 325 waits for a brief pre-
determined delay. Thereafter, at step 642, the control interface client application 325
sends an appropriate on-screen display select button release command to the programma-
ble multimedia controller 100, and at step 644, the tap visual indication is hidden, for ex-

ample, the indicator 570 is removed. The sequence then ends at step 646.

Fig. 6C is a flow chart of an example sequence of steps that may be implemented
by the remote control interface client application 325, to determine whether a potential
pan is completed to bécome an actual ongoing pan, and to take an appropriate response.
At step 648, a visual indication of a potential pan, such as one or more directional indica-
tor 575 (e.g., an arrow) is displayed on the touch screen display of the mobile device 150,
pointing in the direction of the potential pan, as shown in Fig. 5D. At step 650, a deter-
mination is made whether the touch traversed a predetermined command send distance,
and thus whether an actual pan is ongoing. If not, execution loops to step 648, unless an-
other event is detected (not shown). If so, execution proceeds to step 652, where the con-
trol interface client application 325 sends an appropriate on-screen display directional
press command to the programmable multimedia controller 100, for example, such that
selectable options 410, 420, 430, 440 in the on-screen display menu system 400 may be
rotated for the duration of the pan, or other action taken. At step 654, a visual indication
of an ongoing pan is displayed, such as a plurality 580 of directional indicators 575 (e.g.,
arrows) as shown in Fig. SE. At step 656, heartbeat indicators are generated and sent, as
discussed in more detail below. At step 658, an end of touch input is detected. Execution
then proceeds to step 660, where the control interface client application 325 sends an ap-

propriate on-screen display directional release command to the programmable multime-
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dia controller 100, and to step 662, where the visual indication of the pan is hidden. The

sequence of steps ends at step 664.

Fig. 6D is a flow chart of an example sequence of steps that may be implemented
by the remote control interface client application 325, to register a swipe and take an ap-
propriate response. At step 666, the control interface client application 325 sends an ap-
propriate on-screen display directional press command to the programmable multimedia
controller 100, for example, such that selectable options 410, 420, 430, 440 in the on-
screen display menu system 400 may be rotated by one increment, or other action taken.
At:step 668, a visual indication of a swipe in the direction of the swipe is displayed on the
touch screen display of the mobile device 150. The visual indication of the swipe may be
the same as the visual indication of a pan, for example, a plurality 580 of directional indi-
cators 375 (e.g., arrows), as shown in Fig. SE, or may have a different visual appearance.
At step 670, the remote control interface client application 325 waits a brief predeter-
mined period of time, and then, at step 672, sends an appropriate on-screen display direc-
tional release command to the programmable multimedia controller 100. Thereafter, at
step 674, the visual indication of the swipe is hidden and, at step 676, the sequence of

steps ends.

Fig. 6E is a flow chart of an example sequence of steps that may be implemented
by the remote control interface client application 325, to determine if a virtual button has
been held or a hold has been received in the gesture field 565, and to take an appropriate
response. At step 678, it is determined if the location of the hold upon the touch screen
display coincides with the location of a virtual button. If so, execution proceeds to step
680, where a button hold visual indication is shown, for example, the button is high-
lighted, with a predetermined color or pattern, as in Fig. 5B. At step 682, the control in-
terface client application 325 sends an appropriate on-screen display select button press
command to the programmable multimedia controller 100, to cause an action correspond-
ing to the virtual button to be executed. At step 684, heartbeat indicators are generated
and sent, as discussed in more detail below. At step 686, the control interface client ap-
plication 325 detects the touch has ended upon the touch screen display. Thereafter, at
step 688, the control interface client application 325 sends an appropriate on-screen dis-

play select button release command to the programmable multimedia controller 100, and,
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at step 690, the button hold visual indication is hidden, for example, the highlighting is

removed. The sequence then ends at step 704.

Alternatively, if at step 678, it is determined that the location of the hold does not
coincide with the location of a virtual button, for example, it is in the gesture filed 565,
execution proceeds to step 692, where a hold visual indication is shown, for example, an
indicator 570 may be displayed about the location of the hold, such as is shown in Fig.
5C. Atstep 692, the control interface client application 325 sends an appropriate on-
screen display select button press command to the programmable multimedia controller
100, to cause an action corresponding to the hold to be executed. For example, a selec-
tion may be made of a particular selectable option 410, 420, 430, 440 that is located at a
designated location in the on-screen display ménu system 400. At step 696, heartbeat in-
dicators are generated and sent, as discussed in more detail below. At step 698, the con-
trol interface client application 325 detects the touch has ended upon the touch screen
display. Thereafter, at step 700, the control interface client application 325 sends an ap-
propriate on-screen display select button release command to the programmable multi-
media controller 100, and at step 704, the hold visual indication is hidden, for example,

the indicator 570 is removed. The sequence then ends at step 704.

Fig. 6F is a flow chart of an example sequence of steps that may be implemented
by the remote control interface client application 325, to implement a heartbeat indicator.
Absence of a heartbeat indicator being received at the programmable multimedia control-
ler 100 after the elapse of a certain period of time causes the programmable multimedia
controller 100 to emulate a button release. The heartbeat indicator operates to prevent a
situation where a release event is missed at the programmable multimedia controller 100,
for example, due to a connectivity failure between the mobile device 150 and the pro-
grammable multimedia controller 100, and the programmable multimedia controller 100
continues to believe a button is being pressed. At step 706, heartbeat indicator generation
is started start on the mobile device 150, for example, in response to a touch. At step
708, a delay period is waited for, and a heartbeat indicator is generated and sent to the
programmable multimedia controller 100. At step 710, a check is performed to deter-

mine if heart beat indication generation can end, for example, if the touch has been re-
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leased. If not, execution loops to 708. If so, execution proceeds to step 712, where

heartbeat indicator generation is ended.

While the above description discusses certain embodiments of the present disclo-
sure, it should be apparent that further modifications and/or additions may be made with-
out departing from the disclosure’s intended spirit and scope. While it is described above
that touch input (e.g., taps, holds, swipes and pans) may be used to manipulate and select
selectable options in a variety of on-screen display menu systems 400, such touch input
may alternatively be used to directly control the programmable multimedia controller
100, or a device coupled thereto, absent the coinciding display of an on-screen menu. For
example, when the programmable multimedia controller 100, or a device coupled thereto,
is in a particular mode, a certain type of touch input (e.g., a tap, a hold, a swipe or a pan)
may have a predetermined meaning that may be implemented upon its detection. For ex-
ample, in one embodiment, if a television is being controlled, an upwards pan may have a
predetermined meaning that volume should be raised, and upon detection of such up-
wards pan, such action may be taken. Accordingly, control need not always be linked to

the display of an on-screen display menu systems 400.

Further, while the above description refers to a variety of specific hardware units
for executing various functions, it should be remembered that many of the-techniques
discussed herein may alternately be implemented by a varicty of different hardware struc-
tures (for example a variety of different programmablé logic circuits, specially-designed
hardware chips, analog or partially-analog devices, and other types of devices), may be
implemented in software (for example as computer-executable instructions stored in a
non-transitory computer-readablc storage media for execution on a processor or other
hardware device), or may be implemented in a combination of hardware and software.
Accordingly, it should be remembered that the above descriptions are meant to be taken

only by way of example.

What is claimed is:
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The claims defined as Invention are as follows:

1. A system comprising:

a programmable multimedia controller coupled to, and configured to control a
plurality of different types of electronic devices including one or more audio source devices,
one or more video source devices, one or more audio destination devices and one or more
display devices, the programmable multimedia controller configured to display an on-screen
display menu system on at least one of the display devices, the on-screen display menu
system including a plurality of selectable options that are rotatable in the on-screen display
menu system and selectable from the on-screen display menu system in response to control

commands;

a mobile device separate from the programmable multimedia controller and from the
at least one display device, the mobile device configured to operate as a remote control for
the programmable multimedia controller through which control commands for interacting
with the on-screen display may be entered, the mobile device including a wireless interface
that enables wireless communication with the programmable multimedia controller, a touch
screen display, a processor, and a memory configured to store at least a remote control

interface client application that when executed by the processor is operable to:

display an input interface on the touch screen display, the input interface having

a gesture field,
detect touch input from a user in the gesture field on the mobile device,

determine a type of the received touch input from among a plurality of types of

touch input,

in response to the touch input, send one or more control commands to the
programmable multimedia controller to cause the programmable multimedia controller to
rotate or select one of the options in the on-screen display menu system displayed on the at

least one display device, and

in response to the touch input, display one or more indicators in the gesture field

to provide visual feedback to the user on the mobile device that is specific to the type of the
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touch input, the provided visual feedback to differ for different types of the plurality of types

of touch input.

2. The system of claim 1, wherein the input interface further includes a plurality of virtual
buttons separate from the gesture field, and the remote control interface client application

when executed is further operable to:

detect additional touch input from the user having a location that coincides

with a location of a virtual button,

in response to the additional touch input, send one or more control commands
to the programmable multimedia controller to cause the programmable multimedia controller

to perform an action corresponding to the virtual button, and

in response to the additional touch input, display a visual indication on the
touch screen of the mobile device to provide visual feedback to the user that the virtual button

was pressed.

3. The system of claim 1 or 2, wherein the type of the touch input is a tap and the indicator is

a circular animation about the location of the tap.

4. The system of claim 1 or 2, wherein the type of the touch input is a hold and the indicator
is a circular animation about the location of the hold that remains visible for a duration of the

hold.

5. The system of claim 1 or 2, wherein the type of the touch input is a potential pan and the

indicator is a one or more directional indictors that indicate a direction of the potential pan.

6. The system of claim 5, wherein a number of the one or more directional indicators is based
on a distance moved in the detected input interface, such that greater distance of movement

causes a greater number of directional indicators to be displayed in the gesture field.
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7. The system of claim 1 or 2, wherein the type of the touch input is an ongoing pan and the
indicator is a plurality of directional indictors that indicate a direction of the ongoing pan and

that remain visible for a duration of the ongoing pan.

8. The system of claim 1 or 2, wherein the type of the touch input is a swipe and the indicator

is a plurality of directional indictors that indicate a direction of the swipe.

9. The system of any one of the preceding claims, wherein the mobile device is a smartphone

and the display device is a television.

10. The system of any one of claims 1 to 9, wherein the mobile device is a tablet computer

and the display device is a television.

11. The system of any one of the preceding claims, wherein the programmable multimedia
controller is also coupled to, and configured to control, at least one electronic device selected
from the group consisting of: a closed-circuit television (CCTV) control system, a heating,
ventilation and air conditioning (HVAC) control system, an energy management system, a

security system, an electronic lighting controller, and a motor operated device controller.

12. A method comprising:

causing an on-screen display menu system to be displayed on a television, the menu
system including a plurality of selectable options that may be manipulated in the onscreen
display menu system and may be selected from the on-screen display menu system in

response to control commands;

displaying an input interface on a touch screen display of a mobile device that is

separate from the television, the input interface having a gesture field;
detecting touch input from a user in the gesture field on the mobile device;

determining a type of the touch input from among a plurality of types of touch input;



2012207616 23 Nov 2015

24

in response to the touch input, sending one or more control commands to manipulate
or select one of the options in the on-screen display menu system displayed on the television;

and

in response to the touch input, displaying one or more indicators in the gesture field to
provide visual feedback to the user on the mobile device that is specific to the type of the
touch input, the provided visual feedback to indicate for at least some types of touch input a
direction corresponding to the touch input to differentiate between touch input of a same type

but of different directions.

13. The method of claim 12, wherein the input interface further includes a plurality of virtual

buttons separate from the gesture field, and the method further comprises:

detecting additional touch input from the user having a location that coincides with a

location of a virtual button;

in response to the additional touch input, sending one or more control commands to

perform an action corresponding to the virtual button; and

in response to the touch input, displaying a visual indication on the touch screen of the

mobile device to provide visual feedback to the user that the virtual button was pressed.

14. The method of claim 12 or 13, wherein the type of the received input is a potential pan.

15. The method of claim 12 or 13, wherein the type of the received input is an ongoing pan.

16. The method of claim 12 or 13, wherein the type of the received input is a swipe.

17. The method of any one of claims 12 to 16, wherein the mobile device is a smartphone.

18. The method of any one of claims 12 to 16, wherein the mobile device is a tablet

computer.
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19. The method of any one of claims 12 to 18, wherein the displaying an on-screen display
menu system on the television is performed by a programmable multimedia controller
coupled to the television, the programmable multimedia controller configured to control a
plurality of different types of electronic devices including one or more audio source devices,
one or more video source devices, one or more audio destination devices and one or more
display devices other than the television, wherein the mobile device is in wireless

communication with the programmable multimedia controller.

20. A non-transitory computer readable media storing executable instructions that when

executed by a processor are operable to:

cause an on-screen display menu system to be displayed on a display device, the on-
screen display menu system including a plurality of options that may be selected from the on-

screen display menu system;

display an input interface on a touch screen display of a mobile device, the input

interface having one or more virtual buttons and a gesture field;

detect touch input from the user in the input interface having a location that coincides

with a location of a virtual button;

in response to the touch input, cause an action corresponding to the virtual button to

be performed by a programmable multimedia controller coupled to the display device;

in response to the touch input, display a visual indication on the touch screen of the

mobile device to provide visual feedback to the user that the virtual button was pressed;
detect additional touch input from a user in the gesture field on the mobile device;

determine a type of the additional touch input from among a plurality of types of

touch input;

in response to the additional touch input, cause one of the options in the on-screen
display menu system that is displayed on the display device to be selected from the onscreen
display menu system and an action corresponding to the selected option performed by the

programmable multimedia controller; and

in response to the additional touch input, display one or more indicators in the gesture

field to provide visual feedback to the user on the mobile device that is specific to the type of
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the received touch input, the provided visual feedback to differ for different types of the

plurality of types of touch input.
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