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BACKGROUND OF THE INVENTION

[0002] The present invention is directed to technology for accessing and managing networked resources and services using a common platform.

[0003] Modern computer systems are very complex, comprised of numerous components. Managing the systems, diagnosing problems, updating software, and installing new components may therefore be a very involved and complicated task. As a result, system administrator may spend considerable time determining problems, upgrading software, and installing new components. In many cases, specialists or specially trained technicians and administrators may be needed on site to perform the more complicated and specialized tasks.

[0004] The necessity to use specially trained technicians and administrators may increase costs and/or increase delays and uncertainty of maintaining and operating the systems. It may often take days or even weeks for a technician or administrator trained to be available to come to a specific site to upgrade software or diagnose a problem, for example. The cost of travel, time, and time investment for the technician or administrator to understand the system and components before the work may begin may further add to the time delay and costs.

[0005] Therefore what is needed are improved methods and systems for providing a platform for planning, building, testing, managing, and optimizing services for computer systems.

BRIEF SUMMARY OF THE INVENTION

[0006] Tasks and services associated with computer systems may be simplified and streamlined with a platform architecture that supports remote administration, development, and deployment of services. A system may be configured with a support cloud platform to allow automation of tasks and services and the reuse of components. The platform may generate, store, deploy, execute, and monitor services through their complete life cycle. Services may be designed, made available for deployment, deployed to a customer, executed and monitored using the platform. Embodiments described herein allow an efficient and consistent design and development of services by leveraging a standard methodology and a standard platform. The
platform enables the more efficient design, development and release of remote and automated services.

[0007] In some embodiments, a system for deployment and monitoring of a service for a data center includes a gateway, the gateway may be local to the data center and configured to receive a service for deployment on the data center. The gateway may include a delivery component configured to receive and deploy the service to a target system on the data center. The gateway may also include a receptor for capturing and managing the execution of the service and an event handler for capturing and sorting output data during the execution of the service. The system may further include a portal that is configured to communicate with the gateway of the data center via a network. The portal may be remote from the data center and configured to transmit the service to the gateway, the portal may be configured to receive and analyze the output data from the gateway. In embodiments the portal may include a service module used to configure and transmit the service to the gateway and receive the output data from the gateway pertaining to the service. The portal may also include a business intelligence module configured to processes and analyze the output data from the service received from the gateway and generate an output data summary. In embodiments the portal may also include a user interface that is accessible from the data center via the network and configurable to generate an indication of a status of the service and the output data summary.

[0008] In some embodiments the portal may further comprises an account management module that may control access to the portal. In other embodiments the service module may be automatically initialized based on the type of service selected for deployment. The system may further include a commerce module that has a user interface for selecting and making purchases of services. In some embodiments the system may further include a repository module on the portal, the repository module may store the output data and the output data may be accessible by other services. In some embodiments the system may make recommendations for other services based at least in part on the received output data.

BRIEF DESCRIPTION OF THE DRAWINGS
A further understanding of the nature and advantages of various embodiments may be realized by reference to the following figures. In the appended figures, similar components or features may have the same reference label. Further, various components of the same type may be distinguished by following the reference label by a dash and a second label that distinguishes among the similar components. If only the first reference label is used in the specification, the description is applicable to any one of the similar components having the same first reference label irrespective of the second reference label.

[0010] FIG. 1 illustrates an embodiment of a support platform system.

[0011] FIG. 2 illustrates a flow diagram summarizing the life cycle of a service.

[0012] FIG. 3 illustrates a block diagram of the components of an embodiment of a portal.

[0013] FIG. 4 illustrates a flow diagram depicting an embodiment of a process of interaction of portal modules.

[0014] FIG. 5 illustrates a block diagram of the components of an embodiment of a portal.

[0015] FIG. 6 illustrates an exemplary embodiment of a communication flow diagram between a portal and a gateway.

[0016] FIG. 7 illustrates a flow diagram depicting an embodiment of a process for deploying a service.

[0017] FIG. 8 illustrated an embodiment of a navigation header for a user interface of the portal.

[0018] FIG. 9 illustrated an embodiment of a graphical user interface of the portal.

[0019] FIG. 10 illustrates an embodiment of a computer system.

DETAILED DESCRIPTION OF THE INVENTION

A computer system may require administration such as periodic maintenance, software upgrades, migration, service deployment, diagnostics, performance tuning, and/or other services. Some organizations and businesses that use database systems may employ system administrators or other personnel to perform some of these tasks. In some cases some tasks may require special
skills or knowledge outside the scope of a typical administrator and may require an outside expert or personnel to accomplish the tasks. In some cases, the administration tasks may be performed by an outside entity or engineer as a service to the organization or business.

[0021] Traditionally, services are provided based on multiple engagements with customer contacts, and creating a contract and service delivery plan tailored to the customer's needs. Service delivery itself is traditionally provided onsite and based on the specific knowledge and/or software the service engineer has access to and may differ from engineer to engineer. The costs associated with provided the service using the traditional methods may vary widely from service to service and customer to customer. A customer in a remote location may pay much more for the same service than a customer in a city location due to the additional costs and time required to travel to the remote site, for example.

[0022] Many of the administrative tasks and services associated with database systems may be simplified and streamlined with a platform architecture that supports remote administration, development, and deployment of services. A system may be configured with a support cloud platform to allow automation of tasks and services and the reuse of components. The platform may be used to generate, store, deploy, execute, and track services through their complete life cycle. Services may be designed, made available for deployment, deployed to a customer, executed, and monitored using the platform.

[0023] The platform may include a remote portal from which customers, administrators, and service provider may monitor, deploy, and analyze services for a remote customer's target system. The service execution may be performed and controlled remotely and at least in part automatically. Services may be controlled and deployed to the target system using the portal eliminating the need for an administrator to be local to the target system. Likewise, the portal provides a rich set of tools for all customers and depends less on the individual skill and knowledge of the particular engineer performing service.

[0024] The support cloud platform may facilitate performing services in at least a partially automated and remote manner and may result in a number of important benefits to the service provider and the customer. For example, the platform may reduce the time to market for new services. A unified platform which enables services to be built using common
features/components may reduce the time to develop and test the new service. Automation and consistency may allow the service provider to create a standard pricing and contracting model that can be re-used for new services. Sales and contracting time for new services may be reduced due the simplified pricing model. A service provider may create a modular service portfolio and can deliver services discretely or as part of a solution. The platform may reduce the cost of developing and delivering services. A common platform for all services may enable service designers and developers to leverage common features. As developers create more automated services, this reduces/eliminates the need for manual input, thus reducing the cost of delivering a service. The platform may provide for an improvement in global service quality and consistency since services may be designed, developed and delivered through the platform in at least a partially automated manner. The platform may also expand the market for services enabling services to be easily sold and delivered.

[0025] In embodiments the support cloud platform may be used for the development and deployment of services including assessment services assessing infrastructure, business data, and/or transactions of the database system. The services may leverage analytics to identify key indicators, patterns and/or trends. Services may install, monitor and/or perform setup of new software and/or hardware. Services may install and implement gold images or perform migrations, upgrades, and consolidations. In addition services may include provisioning, cloning, backup and recovery, install, setup, test, monitoring, recovery and restore, metering, chargeback, testing, load testing, functional testing, performance management and tuning, and/or the like. In some embodiments the services may leverage one service as a basis for other services. Details of some of the services may be found in the following co-pending and commonly assigned U.S. Patent Applications: U.S. Patent Application No. 13/937,977 (Attorney Docket Number 88325-860490 (135800US)) filed concurrent herewith by Higginson and entitled "METHOD AND SYSTEM FOR REDUCING INSTABILITY WHEN UPGRADING SOFTWARE;" U.S. Patent Application No. 13/938,061 (Attorney Docket Number 88325-870368 (137700US)) filed concurrent herewith by Davis and entitled "ACS.LIFECYCLE SUPPORT SERVICES - CONSOLIDATION PLANNING SERVICE FOR SYSTEMS;" U.S. Patent Application No. 13/938,066 (Attorney Docket Number 88325-870369 (137800US)) filed concurrent herewith by Davis and entitled "ACS.LIFECYCLE SUPPORT SERVICES - MIGRATION FOR

[0026] **FIG. 1** illustrates an embodiment of a support cloud platform 100. The platform may be used to through the life cycle of a service. Services may be designed, made available for deployment, deployed to a customer, executed, and monitored using the platform. The customer data center 102 may include one or more target systems 112, 114 that may be the target of the services provided by the platform. The target systems may be servers, computers, rack systems, and the like that run or execute a database and/or other software used by a customer. A target system may be a hardware or software entity that can have service delivered and may be a host, database, web logic server, and/or the like. In the customer data center 102, the target systems 112, 114 may be managed by an administrator local to the data center 102. The administrator may have physical access to the target systems 112, 114. The cloud platform 100, may provide for the administration and other services of the target systems via a remote interface from a
remote location. A gateway 110, located on the data center 102 provides remote access to the
data center 102 and one or more target systems 112, 114. The gateway 110 may be a hardware or
virtual software appliance installed at the customer data center. The gateway 110 connects to a
production cloud 104 of a service provider via a secure connection using a communication
module 106 over a network 132. The gateway 110 may optionally have an interface module 108
allowing control of the interactions of gateway 110 to the production cloud 104 of the service
provider.

[0027] Services may be generated and developed using a common service development
framework of the platform. The common service development framework may include a service
design 130, delivery engineering 128, and engineering infrastructure 126 modules. The common
service development framework may leverage common components that can be used throughout
the delivery process (manual and/or automated), and may enable the efficient design,
development, testing and release of a service. The common service development framework of
the platform enables at least partial automation of the development of a service.

[0028] The platform enables delivery engineers to automate the service they are developing.
In some embodiments, the development of services may be automated or simplified with the use
of reusable components. For example, many of the same deployment, execution, and error
handling function used in the services may be designed as reusable components. The components
may be reused in many services allowing the design and coding of the service to be focused on
the new core functionality of the service. Using the platform, services may be designed and
implemented in one or more central locations. A centralized service design and development
platform enables a hierarchical and structured service design with reusable components and
modules. The development of a service may be, at least in part, automated since a large portion
of the components of a service may be assembled from existing reusable components.

[0029] After the services are designed, developed, and tested, they may be stored at the
production cloud 104. The production cloud 104 may include a library of services 122 and a
content library 124. The services and content may be deployed from the production cloud 104 to
one or more target systems 112, 114 at a customer data center 102. The deployment, monitoring,
and the like of services may be arranged with interaction from the portal 118 and commerce
module 120 at the production cloud 104 and the gateway 110 and an interface module 108 at the customer data center 102 via the communication modules 106, 116. The design, deployment, execution, and monitoring of the service may be performed remotely from production cloud without the need of an administrator or engineer at the customer’s data center 102. The portal 118 of the platform may provide for remote control and administration of services, control of deployment, and analysis of results.

[0030] The platform of FIG. 1 may be used to develop, deploy and manage, services for the customer data center 102 and target systems 112, 114. A gateway 110 has access to the target systems 112, 114. Services, in the forms of software, scripts, functions, and the like, may be downloaded from the production cloud 104. The commerce module 120 and the portal for the production cloud 104 provide an interface, selection tools, monitoring tools, for selecting the services, and monitoring the services to be deployed in the customer data center 102. An administrator at the customer data center 102 may view, select, execute, and monitor the services using the portal 118 and commerce module 120. The customer may access the portal 118 and commerce module 120 using interface module 108 at the customer data center 102. The interface module may have a direct or an indirect access to the portal 118 and the commerce module via the communication module 106. For example, using the platform 100, a service may be selected using the commerce module 120. The commerce module 120 may be accessed using the interface module 108. Once a service is selected and configured for the target systems 112, 114, the service may be deployed from the production cloud 104 to the customer data center 102 via the gateway 110. The gateway may deploy the service on to the target systems. The gateway 110 may be used to gather data statistics, monitor services, and receive system information about the customer data center and the target systems. The data may be processed, analyzed, and transmitted to the production cloud. The data may be used to suggest or deploy services to the customer, present statistics or metrics of the customer’s target servers using the portal 118.

[0031] In some embodiments a customer may use the commerce module 120 to make purchases of services without having a gateway on the customer center. The commerce module may have an interface accessible via a network from a web browser, application, and the like. After the customer purchases or selects services the customer may be instructed or authorized to
install or deploy a gateway on the customer's data center to deploy, execute, and monitor the service.

[0032] FIG. 2 shows a flow diagram showing a lifecycle of a service in the context of the platform from FIG. 1. A service begins its life cycle when a service specification is developed using the platform at block 202. The service specification may define the characteristics of the service, requirements, actions the service may take, data the service may monitor or collect the operating characteristics of the systems of the service and/or the like. The service specification may be developed, at least in part, based on the data received from the platform. Data about customer's target systems, usage, statistics, and the like may be received from the customer's data center via the gateway 110. The data may be used determine the specification of the service. For example, data received from the gateway regarding customer's target systems may indicate that a database on the system may be running on outdated software. A service for upgrading and migrating the database to the new software may be needed. Based on the data received from the gateway the specification for the service may be defined. The data received from the gateway may, for example, include the software versions, database types, sizes, information about the target systems, and the like. In some embodiments the life cycle may begin with a specification of the needs or requirements for new components. The components may be reusable modules, code, executable, data sets, and/or the like that may be used to build services, referenced by services, or used to support a service.

[0033] The service specification may be developed in the service design 130 module of the platform. The service design 130 module may include automated tools for analyzing data to determine the service specification. The service design may include input from a development team, management, customer, and/or the like.

[0034] Once the specification of the service is defined, the service may be designed in block 204 at the delivery engineering module 128 of the platform 100. The specification may be used by the delivery engineering module 128 to design, develop, and test the service from the specification. The delivery engineering module 128 may assemble one or more existing blocks of code, scripts, functions, and/or the like to implements the service described by the service specification. The delivery engineering 128 module may, at least in part, automatically change
parameters for existing services to match the specification for a new service. For example, a
database migration service may have many of the same common features independently of the
characteristics of the migration. A service for a specific migration may use an existing migration
service and disable some unnecessary features, such as data compression, for example. Delivery
engineering 128 may in some embodiments comprise of one or more developers who write
scripts, code, and the like to generate a program to implement the service. In some embodiments
delivery engineering may be an automated system that implements the service from the
specification.

[0035] The developed service may be passed on to the engineering infrastructure module 126
for quality assurance in block 206. During quality assurance, the service may be tested and
content for each service may be developed. The engineering infrastructure may employ a test
farm of servers and sample target system that may mirror the parameters, specifications, and
characteristics of customer target systems. The test farm may be used to analyze and stress test
the service in a rigorous and monitored manner. The service may further be analyzed and
redeveloped into reusable components to allow other services to reuse the core functionality and
functions developed for the service.

[0036] In block 208 the tested service may be passed on to production to the production cloud
104. In block 208 the service is formally released and is ready for a customer download to the
customer gateway 110. At the same time, the service may be release to other channels such as
marketing, sales, pricing and contracting sites, commerce channels, and the like. The service may
be stored or made available at the services module 122.

[0037] The service may be made available for purchase at the commerce module 120 of the
platform 100 in block 210. The commerce module may include a generated user interface (UI)
that a customer may access via a network and a browser and/or the interface module 108 at the
customer data center 102. A customer may use the commerce module 120 to search and browse
for service offerings. The commerce module 120 may show the features, compatibility, price,
and the like for the service and the specific customer. A customer may purchase, review and
agree to contract terms for the service, request assistance, and/or the like using the commerce
module 120. A service may be made purchased and immediately or after a period of validation
made available for delivery and setup at the customer target systems. Validation may include authorization of the customer's target system, payment validation, and/or the like.

[0038] After purchase the service and/or content may be downloaded at block 212. After purchase a customer may be provided with access to the portal 118 to initiate service and/or content delivery. The portal may deploy a service and/or content package to the customer's gateway 110. The gateway may then install and/or execute the service and/or content on the target systems automatically. The execution and deployment may be controlled through the portal 118 which may be remote from the customer's data center 102. During and after the deployment and execution of the service and/or content, the gateway may transmit data to the portal regarding the execution of the service, data gathered by the service, status, and/or other data and metrics.

[0039] During and after the deployment a customer may access the portal 118 and review the service output in block 214. The portal 118 may provide a summary of the data gathered by the service and transmitted to the portal via the gateway 110. The portal may provide the customer with a full view of all service engagements with the service provider, and also may provide the customer with a deeper understanding of their systems & applications. The portal may comprise and interface and a back-end to facilitate functions of the portal 118 and interact with other parts of the platform 100.

[0040] FIG. 3 shows a block diagram of the structure of the portal 118. The portal 118 may be based on a layered architecture. The portal may be divided into four layers: the interface layer 336, service layer 338, common component layer 340, and a support repositories layer 342. These layers are responsible for the handling of service and customer information and the presentation and orchestration of services. The layers may be used to interface and communicate with the gateway 110, enable remote administrators to interact with data and gateway to deliver service, and/or enable customers to receive service via portal and collaborate with service provider.

[0041] The backend of the portal may include a support repositories layer 342. The layer 342 may be used to leverage various sources of data to enrich and or deliver services. The layer may include repositories or access to repositories that may include configuration, patch, SR
information and data, and the like. In embodiments, the repositories may be used to store and access configuration, diagnostic, monitoring information. The information may be used, at least in part, to assess the status or performance of a customer's system or to decide or provide recommendations for services. For example, a repository may be used to store and collect configuration information about the product versions and data types of a database. The configuration information may be used to suggest or provide to the customer the appropriate service for migrating the database to a new version. The repositories may be used to provide a rich data pool for generating summaries, charts, metric, maps, and the like of the customer's system. The repositories may be used a central data store of information gathered from services that may be processed and summarized to the customer using the portal.

[0042] The backend of the portal may further include a common component layer 340. Elements of the layer 340 may include components that are used in support of services during and after deployment. Elements may include an account management module 316 that provides authentication and authorization and security to the portal and the service. The account management module may be used to manages the customer authentication (user name and password) and authorization (customer is entitled to access a service they have purchased on the portal). Customers may be provided access to the portal, and also granted access/entitlement to one or more services using the module. The layer 340 may further include a documents module 318 which provides the methods for managing documents using the portal. Customers and service providers may upload, view and/or edit documents to collaborate or outline service requirements, or service delivery. Furthermore the layer 340 includes a service request module 330 for managing the various requests and steps used in the delivery of a service. Customers and service providers may request services, report problems, track service requests using the functionality of the module. A configuration management module 322 may be used to manage the configurations associated with a customer and service engagements. The configuration management module may include a storage location for configuration information for all systems that are connected to the gateway. The configuration information may be used to make decisions during service execution. For example, the configuration information may be used to assess requirement for a migration service to determine which versions data types and the like require migration. A business intelligence module 324 may be used to identify high value information.
The service layer 338 of the portal 118 may include specific modules and functions required for each service. Each type of service may include defined workflow and logic, security, and/or the like. Each type of service may include a module for managing the special workflow, logic and other requirements for the service. Modules for modeling 304, migration 306, load testing 308, benchmarking 310, cloud imaging 312, monitoring 314 may be implemented in the layer 338. For example, the service layer module for a migration may include a workflow that first determines, via a pre-migration assessment, whether a database can be migrated, and then determines how that database is to be migrated. The workflow may then configure the migration component and executes the migration, and finally the workflow may execute a post-migration assessment to validate that the migration ran successfully.

Finally the interface layer 336 of the portal 118 provides an interface such as a graphical user interface 302 that may be used by the customer, service provider, and or administrator. The interface layer represents the presentation layer for the services. The user interface 302 of the interface layer 336 may be a responsive web design and, as such, may work on multiple devices (e.g.: desktop, phone, phablet, tablet). The UI of the portal may provide a common service interface for the services and/or content. The UI may represent and present available, installed, active, and/or like support cloud services in a consistent interface with a similar look and feel. Common user interface components may be used. Navigation methodology may be based on rich service summary reporting with drill-down for more detail. Services may be tightly coupled with customer configurations. Technical data required for service delivery (analysis, verification, reporting) may be collected automatically. Analytics may be used extensively to help reduce the information overload by creating 'easy to consume' dashboards and reports.

FIG. 4 shows a flow diagram of a process 400 showing how the layers of the portal 118 may be initiated and interact during service deployment and monitoring of a service. Interaction with the portal may begin with an initialization of the UI 302 of the portal 118 at block 402. The UI 302 may be presented to the customer at a remote location. In block 404 the account management module 316 may be initiated. The account management module may authenticate the user, securely connect to the gateway of the customer data center and determine the available
services at the gateway. The customer may choose to deploy or execute a service in block 406, and cause the initiation of the appropriate service layer 338 module. Each type of service may require particular module to deploy. The particular modules may setup the necessary environment for the deployment. For example a migration service may require initialization of the migration module 306. The migration module 306, may, for example, be configured to initiate execution of the service only specific times, such as when the target system is not used for example. This constraint may be different for different services types. The specific service layer modules may also be used to execute service workflow and associated actions. The modules may monitor the status and data for the service during execution in block 408, collect date, execute jobs, send messages to the gateway, and/or the like. The data and status of the service may be analyzed, processed, and formatted by the business intelligence module 324 in block 410. In some cases, services may require access to support repositories layer 342 during or after execution in block 412. In block 414 the UI 302 may be updated with the new status of the service and/or any data received during the execution of the service.

[0046] FIG. 5 shows a block diagram of the structure of the gateway 110 of the platform. The gateway may be hardware or virtual software appliance containing tools required to deliver service to customer's target system. It is installed on the customer site, and has access to the target system for which the customer wants service provided. The gateway may be based on a layered architecture. The gateway may be divided into four layers and components: automated service manager (ASM) layer 508, enterprise manager components 516, receptors 526, and delivery components 536. Some aspects of embodiments of the gateway have also been described in U.S. Patent Application No. 12/408,170 filed on March 20, 2009 entitled "METHOD AND SYSTEM FOR TRANSPORTING TELEMETRY DATA ACROSS A NETWORK," U.S. Patent Application No. 11/151,645 filed on June 14, 2005 entitled "METHOD AND SYSTEM FOR RELOCATING AND USING ENTERPRISE MANAGEMENT TOOLS IN A SERVICE PROVIDER MODEL," and U.S. Patent Application No. 11/151,646 filed on June 14, 2005 entitled "METHOD AND SYSTEM FOR REMOTE MANAGEMENT OF CUSTOMER SERVERS" herein incorporated by reference in its entirety and for all purposes.
The ASM layer 508 includes modules that handle events created from monitoring systems/targets. The ASM layer 508 may include modules for event handling 502, message storage 504, data transport service 506, and a decision engine 538. In the layer, messages and/or events corresponding to services deployed in target systems may be stored, filtered and correlated. Modules in the layer may include a decision engine that may take action based on specific messages or messages events using the decision engine 538. For example, the ASM layer may receive a message indicating unusually high processor utilization. The high processor utilization may signal a problem with the system such as a runaway process or a security attack. The decision engine 538 may analyze the information of the message and depending on the system characteristics and the processor utilization initiate an action. The decision engine may, for example, deployment of a diagnostics service to pinpoint a specific cause of the high utilization of the processor. Messages pertaining to database performance, system activity, hardware activity, and/or the like may be utilized by the ASM layer 508.

The enterprise manager 516 components of the gateway 110 are used in service delivery and contains capabilities required for many services such as data collection, monitoring, job automation, provisioning, and the like etc. The enterprise manager may include server and harvester modules 510, management packs 512, and repositories 514.

In areas where the enterprise manager is not configured to provide monitoring and data collection the gateway may include other receptor components 526 that may monitor and collect data from other sources. For example, the receptors may include a SYSLOG 520 receptor for monitoring system logs of the target system. Likewise TCP Probes 522 may monitor network transmissions and the like. Other modules like a Simple Network Management Protocol (SNMP) module 518 and web service module 524 may be included. The SNMP module, for example, may be used to monitor and manage systems using an established communication protocol.

Delivery components 536 include modules that provide tools, scripts and content that enable delivery of services. The delivery components 536 may include a service workbench 528 which may provide for an interactive user interface that enables remote service provider to execute tasks necessary for service delivery. The tasks may include viewing reports, executing specific tasks/jobs, validating actions, and/or the like. A service repository 530 may provide a
local store for service specific data collected. The data may include a summary of data extracted
from the enterprise manager repository 514. The service repository 530 may be used to enable
service specific analysis and reporting on the gateway. The service repository 530 may also be
used as a staging area for summary data prior to transporting that data to the production cloud.

An images/templates/jobs module 532 may provide for local storage of content that is used in the
delivery of services. Also, deployable tools module 534 may provide storage for tools, scripts
and executables.

[0051] The components and layers of the gateway 110 and the portal 118 may be used to
deploy services and data related to the services. FIG. 6 shows one example of a flow of a
communication sequence for deploying and monitoring a service from the portal 118 to the
gateway 110. After the customer purchases a service, the portal 118 may transmit to the gateway
110 a service authorization. The service authorization may include authentication tokens,
passwords, access credentials, unlock codes, and/or the like that allow the gateway to request the
service, validate its authenticity, and authorize its execution. The service authorization may be
initiated from the account management module 316 of the portal 118. In the next step, the
gateway 110 may request the service from the portal 118. The gateway may initiate the delivery
components 536 to make the request. The request may be paired with the authentication
information provided initially from the portal.

[0052] In the next exchange of information, the portal 118 may transmit the service to the
gateway. The service may be received by the service repository 530 of the gateway 110. The
service may be identified as a particular type of service and may be identified with specific
functions, monitoring capabilities, or requirements. Based on the type of service the gateway 110
may initiate an appropriate module from the enterprise manager components 516 and/or the
receptor components 526. The service may be deployed and execution may be initiated on the
target systems of the customer data center 102. For example, a service may be designated as a
migration service designed for migrating of a database from an obsolete software version to a
new software version. The service may be stored in the service repository 530 and the enterprise
components 516 related to migration service initiated. The enterprise components 516 related to
migration may initiate execution of the service.
[0053] The gateway 110 may respond to the portal 118 with a confirmation of the receipt of the service, a confirmation of successful deployment to the target systems and any additional information or data related to the deployment status, parameters of deployment, configurations of the service and/or the like. In some embodiments the configuration of the service may not be known until diagnostic tools or initial execution of the service is initiated. The status and configuration information may be necessary to initiate or deploy other services to the gateway. For example, in the example of a migration service, the service may first execute an analysis script for determining the amount of data in the database, determine the complexity of the migration, and the like. The data may be transmitted to the portal. If for example, the scope of the migration is outside of the scope of the migration service a new service, designed to match the scope of the migration, may be transmitted to the gateway 110 for deployment on the target systems.

[0054] In the next step, the gateway 110 may transmit to the portal data related to monitoring, job execution, image install, status and the like data related to the service during the execution of the service. The data may be transmitted continuously, periodically, according to events, or according to a schedule. During the execution of the service events may be captured by the gateway by the event handling module 502 of the ASM layer 508. The events may generate status updates, messages, data, etc. The output of the events may be processed by the decision engine 538 of the gateway 110. The decision engine 538 may determine which outputs or data may be transmitted to the portal 118. The portal may process the received data and events using an appropriate service layer 338 module. For example, in the case of data and events received from a service performing migration the data may be serviced using a migration module 306. The data received at the portal 118 may be stored, analyzed, and made available to the customer via UI 302 of the portal 118. The received data, messages, and the like may be processed by the business intelligence module 324 of the portal 118 to summarize information and provide statistics relevant to the customer that may be displayed using the UI 302. For example, during the execution of a migration service, the gateway may transmit to the portal data related to the progress of the migration, problems found during the migration, exceptions, and/or the like.
FIG. 7 shows another flow diagram for an embodiment of a process 700 for deploying a service using the portal 118 and gateway 110. In block 702 a service layer 338 module pertinent to the type of service being deployed may be initialized. A monitoring module may be initialized for a monitoring service, a migration module for a migration service and so on. Using the portal and the service layer 338 module the service may be transmitted to the gateway 110 in block 704. An appropriate delivery component for the service type may be initialized at the gateway 110 in block 706. In block 708 the gateway may deploy the service to the target system and initiate execution. In block 710, the gateway may initialize enterprise manager and/or other data receptors for managing the execution of the service and capturing data and events.

Examples of an embodiment of a user interface of the portal are shown in FIGS. 8-9. FIG. 8 shows a top level navigation header 800 of the portal UI. The top level navigation options provide the user with a number of options for navigation navigate. The UI of the portal may give the customer access to the functionalities of the portal modules and layers. The navigation header 800 may include option for viewing services in "My Services", configurations in "Configurations", service analytics in "Service Analytics", service requests in "Service Requests", documents in "Documents", account information in "Accounts", alerts in "Alerts", and appointments and scheduled services in "Appointments". Selecting, clicking, touching, and/or the like any of the options of the navigation header 800 may invoke or initiate one or more layers, modules, and the like to provide the user with additional information pertaining to the option selected. In some embodiments the information displayed when an option is selected may be generated in real time by the one or more layers and/or modules of the portal. In some embodiments, at least some of the information displayed when an option is selected in the navigation header 800 may be pre generated by one or more of the layers and/or modules of the portal and stored for display when the option is selected.

In embodiments, selecting the "My Services" option from the navigation header may provide information related to services that are available or deployed to the gateway for the customer. A service dashboard may be displayed that shows active services, inactive/complete services for example. An example embodiment of a snapshot of the UI with the "My Services" option selected in the navigation header 800 is shown in FIG. 9. The content section 902 of the
UI 302 shows the details related to the services of the customer. The content section may typically include a combination of data tables, graphs, text, pictures, maps, and/or the like to display or summarize the information. In the example of FIG. 9 the content section 902 includes graphs a dashboard with information about the services, operation of the customer's data center, a summary of database violations, performance metrics, and the like. The content page may further show the available services that are stored in the service repository 530 of the gateway 110. Additional services purchased but not deployed by the specific customer may be determined from the account management module 316 of the portal 118 which may store a history of purchased and activated services.

[0058] The content section 902 of the UI 302 when the "My Services" is selected may display data related to specific services. For example, for a monitoring service, the content section 902 may display geospatial dashboards showing a mashup of key monitoring data that may be used by the customer to quickly determine the location of issued and drill down for more information. For a migration service, the content section 902 may display status of the migration, how many tables or parts of the database have been migrated, errors or inconsistencies discovered, remaining time to the end of the migration, and or the like. During the execution of a service the portal 118 may receive real time information about the status of the service from the enterprise manager 516 of the gateway 110.

[0059] In another example, a service may include a diagnostics and recommendations service. A user may run a service for diagnostics, the diagnostics may be reported to the portal and may further include recommendations displayed in the content section 902 when "My Services" is selected. The recommendations may include about what service should be run to diagnose problems, fix problems and the like. Recommendations may be based in part on customer data from the account management 316 module. The recommendation displayed in the content section 902 may also display the priority/urgency of the recommendation, and also the perceived impact to the customer for that recommendation. The recommendations may be displayed as a scorecard, summary, or a tree/heat map.

[0060] When the "Configurations" option is selected from the navigation header 800, the content section 902 of the UI 302 may display one or more lists of monitored and/or managed
configurations. The content section may also be configurable to display asset inventory reporting. A managed configuration may include data related to the host or target system of the customer, information about the servers, databases, installed applications, installed middleware, and/or the like. The configuration may be used by other parts of the platform to configure services for the target server, select appropriate service, interpret messages from a service, and the like. The configuration may be periodically or continuously updated as software on the target system is updated or installed causing a change in a configuration. In embodiments a service may be deployed on the customer target systems to monitor and update the configurations.

[0061] When the "Service Analytics" option is selected from the navigation header 800, the content section 902 of the UI 302 may display service analytics the set of reports that a customer can access based on configuration, diagnostic and performance data collected for service delivery. Analytics may be used to spot key patterns, trends and data of value/interest to the customer. The content section 902 may display maps, graphs, and the like to allow the customer to determine the roadblock of performance, statistics of performance, activities, and/or the like. Service analytics information may be received in the portal from the persistent message storage 504 for the gateway 110. In some embodiments the portal may receive analytics information from the decision engine 538. The decision engine 538 may be configured to process messages from one or more monitoring services configured to provide analytics information.

[0062] When the "Service Requests" option is selected from the navigation header 800, the content section 902 of the UI 302 may display a summary and/or a list and a history of service requests, incident tickets, problem tickets, recommendations, and the like. A trending graph may show how a ticket's trend over the course of the Service Contracts.

[0063] When the "Documents" option is selected from the navigation header 800, the content section 902 of the UI 302 may display a list and/or a summary of documents delivered as part of the service. The documents may include data results, message results, and summaries of services and their outputs. The documents may include reports for each target system of the customer's data center. The documents presented in the UI 302 may be managed, organized, and in some cases generated by the documents module 318 of the portal 118.
When the "Accounts" option is selected from the navigation header 800, the content section 902 of the UI 302 may display a list and/or a summary of account information. The account information may include a representation of the services that a customer is entitled to as well as costs and/or charges associated with the services. The content section 902 may allow the customer to view contracts, renewing service and the like. The account management module 316 of the portal may generate an output to be displayed at the UI showing the accounts, history of the accounts, charges, services purchased, and the like. The account option may provide an interface for assigning access rights to users or administrators of the portal. Access rights may be assigned by each customer to administrators or users specifying what data they may access and what actions they may initiate.

When the "Alerts" option is selected from the navigation header 800, the content section 902 of the UI 302 may display a list and/or a summary of alerts and/or messages issued from any service.

When the "Appointments" option is selected from the navigation header 800, the content section 902 of the UI 302 may display a list and/or a summary of appointments, service due dates, and the like. The display may include a calendar for the customer and remote service provider to communicate key events, shows key customer dates and the like. The calendar may be used by the customer to specify preferred days for scheduling a service. In some embodiments the calendar may be used to prohibit the execution of some or all services. The block out dates may be used to limit server disruption during important product roll outs by the customer, for example.

FIG. 10 illustrates an embodiment of a computer system. A computer system as illustrated in FIG. 10 may be incorporated as part of the previously described computerized devices, such as the portal, gateway, and other elements of the platform 100. FIG. 10 provides a schematic illustration of one embodiment of a computer system 1000 that can perform various steps of the methods provided by various embodiments. It should be noted that FIG. 10 is meant only to provide a generalized illustration of various components, any or all of which may be utilized as appropriate. FIG. 10, therefore, broadly illustrates how individual system elements may be implemented in a relatively separated or relatively more integrated manner.
The computer system 1000 is shown comprising hardware elements that can be electrically coupled via a bus 1005 (or may otherwise be in communication, as appropriate). The hardware elements may include one or more processors 1010, including without limitation one or more general-purpose processors and/or one or more special-purpose processors (such as digital signal processing chips, graphics acceleration processors, video decoders, and/or the like); one or more input devices 1015, which can include without limitation a mouse, a keyboard, remote control, and/or the like; and one or more output devices 1020, which can include without limitation a display device, a printer, and/or the like.

The computer system 1000 may further include (and/or be in communication with) one or more non-transitory storage devices 1025, which can comprise, without limitation, local and/or network accessible storage, and/or can include, without limitation, a disk drive, a drive array, an optical storage device, a solid-state storage device, such as a random access memory ("RAM"), and/or a read-only memory ("ROM"), which can be programmable, flash-updateable and/or the like. Such storage devices may be configured to implement any appropriate data stores, including without limitation, various file systems, database structures, and/or the like.

The computer system 1000 might also include a communications subsystem 1030, which can include without limitation a modem, a network card (wireless or wired), an infrared communication device, a wireless communication device, and/or a chipset (such as a Bluetooth™ device, an 802.11 device, a WiFi device, a WiMax device, cellular communication device, etc.), and/or the like. The communications subsystem 1030 may permit data to be exchanged with a network (such as the network described below, to name one example), other computer systems, and/or any other devices described herein. In many embodiments, the computer system 1000 will further comprise a working memory 1035, which can include a RAM or ROM device, as described above.

The computer system 1000 also can comprise software elements, shown as being currently located within the working memory 1035, including an operating system 1040, device drivers, executable libraries, and/or other code, such as one or more application programs 1045, which may comprise computer programs provided by various embodiments, and/or may be designed to implement methods, and/or configure systems, provided by other embodiments, as
described herein. Merely by way of example, one or more procedures described with respect to
the method(s) discussed above might be implemented as code and/or instructions executable by a
computer (and/or a processor within a computer); in an aspect, then, such code and/or
instructions can be used to configure and/or adapt a general purpose computer (or other device)
to perform one or more operations in accordance with the described methods.

[0072] A set of these instructions and/or code might be stored on a non-transitory computer-
readable storage medium, such as the non-transitory storage device(s) 1025 described above. In
some cases, the storage medium might be incorporated within a computer system, such as
computer system 1000. In other embodiments, the storage medium might be separate from a
computer system (e.g., a removable medium, such as a compact disc), and/or provided in an
installation package, such that the storage medium can be used to program, configure, and/or
adapt a general purpose computer with the instructions/code stored thereon. These instructions
might take the form of executable code, which is executable by the computer system 1000 and/or
might take the form of source and/or installable code, which, upon compilation and/or
installation on the computer system 1000 (e.g., using any of a variety of generally available
compilers, installation programs, compression/decompression utilities, etc.), then takes the form
of executable code.

[0073] It will be apparent to those skilled in the art that substantial variations may be made in
accordance with specific requirements. For example, customized hardware might also be used,
and/or particular elements might be implemented in hardware, software (including portable
software, such as applets, etc.), or both. Further, connection to other computing devices such as
network input/output devices may be employed.

[0074] As mentioned above, in one aspect, some embodiments may employ a computer system
(such as the computer system 1000) to perform methods in accordance with various
embodiments of the invention. According to a set of embodiments, some or all of the procedures
of such methods are performed by the computer system 1000 in response to processor 1010
executing one or more sequences of one or more instructions (which might be incorporated into
the operating system 1040 and/or other code, such as an application program 1045) contained in
the working memory 1035. Such instructions may be read into the working memory 1035 from
another computer-readable medium, such as one or more of the non-transitory storage device(s) 1025. Merely by way of example, execution of the sequences of instructions contained in the working memory 1035 might cause the processor(s) 1010 to perform one or more procedures of the methods described herein.

5 [0075] The terms "machine-readable medium," "computer-readable storage medium" and "computer-readable medium," as used herein, refer to any medium that participates in providing data that causes a machine to operate in a specific fashion. These mediums may be non-transitory. In an embodiment implemented using the computer system 1000, various computer-readable media might be involved in providing instructions/code to processor(s) 1010 for execution and/or might be used to store and/or carry such instructions/code. In many implementations, a computer-readable medium is a physical and/or tangible storage medium. Such a medium may take the form of a non-volatile media or volatile media. Non-volatile media include, for example, optical and/or magnetic disks, such as the non-transitory storage device(s) 1025. Volatile media include, without limitation, dynamic memory, such as the working memory 1035.

10 [0076] Common forms of physical and/or tangible computer-readable media include, for example, a floppy disk, a flexible disk, hard disk, magnetic tape, or any other magnetic medium, a CD-ROM, any other optical medium, any other physical medium with patterns of marks, a RAM, a PROM, EPROM, a FLASH-EPROM, any other memory chip or cartridge, or any other medium from which a computer can read instructions and/or code.

15 [0077] Various forms of computer-readable media may be involved in carrying one or more sequences of one or more instructions to the processor(s) 1010 for execution. Merely by way of example, the instructions may initially be carried on a magnetic disk and/or optical disc of a remote computer. A remote computer might load the instructions into its dynamic memory and send the instructions as signals over a transmission medium to be received and/or executed by the computer system 1000.

20 [0078] The communications subsystem 1030 (and/or components thereof) generally will receive signals, and the bus 1005 then might carry the signals (and/or the data, instructions, etc. carried by the signals) to the working memory 1035, from which the processor(s) 1010 retrieves
and executes the instructions. The instructions received by the working memory 1035 may optionally be stored on a non-transitory storage device 1025 either before or after execution by the processor(s) 1010.

[0079] It should further be understood that the components of computer system 1000 can be distributed across a network. For example, some processing may be performed in one location using a first processor while other processing may be performed by another processor remote from the first processor. Other components of computer system 1000 may be similarly distributed. As such, computer system 1000 may be interpreted as a distributed computing system that performs processing in multiple locations. In some instances, computer system 1000 may be interpreted as a single computing device, such as a distinct laptop, desktop computer, or the like, depending on the context.

[0080] The methods, systems, and devices discussed above are examples. Various configurations may omit, substitute, or add various procedures or components as appropriate. For instance, in alternative configurations, the methods may be performed in an order different from that described, and/or various stages may be added, omitted, and/or combined. Also, features described with respect to certain configurations may be combined in various other configurations. Different aspects and elements of the configurations may be combined in a similar manner. Also, technology evolves and, thus, many of the elements are examples and do not limit the scope of the disclosure or claims.

[0081] Specific details are given in the description to provide a thorough understanding of example configurations (including implementations). However, configurations may be practiced without these specific details. For example, well-known circuits, processes, algorithms, structures, and techniques have been shown without unnecessary detail in order to avoid obscuring the configurations. This description provides example configurations only, and does not limit the scope, applicability, or configurations of the claims. Rather, the preceding description of the configurations will provide those skilled in the art with an enabling description for implementing described techniques. Various changes may be made in the function and arrangement of elements without departing from the spirit or scope of the disclosure.
Also, configurations may be described as a process which is depicted as a flow diagram or block diagram. Although each may describe the operations as a sequential process, many of the operations can be performed in parallel or concurrently. In addition, the order of the operations may be rearranged. A process may have additional steps not included in the figure. Furthermore, examples of the methods may be implemented by hardware, software, firmware, middleware, microcode, hardware description languages, or any combination thereof. When implemented in software, firmware, middleware, or microcode, the program code or code segments to perform the necessary tasks may be stored in a non-transitory computer-readable medium such as a storage medium. Processors may perform the described tasks.

It should be understood that although many of the descriptions and examples were directed to a system and platform wherein the target system is a database, the platform, services, components, modules, and the like may be used for a wide range of target systems and applications including servers, operating systems, middleware, other applications, storage components, hardware components, and the like. Using the methods and systems described herein a service may be deployed for monitoring and diagnosing a hardware failure of a hard drive on a server, for example.

Having described several example configurations, various modifications, alternative constructions, and equivalents may be used without departing from the spirit of the disclosure. For example, the above elements may be components of a larger system, wherein other rules may take precedence over or otherwise modify the application of the invention. Also, a number of steps may be undertaken before, during, or after the above elements are considered.
WHAT IS CLAIMED IS:

1. A system for deployment and monitoring of a service for a data center comprising:
   a gateway, the gateway local to the data center and configured to receive the
   service for deployment on the data center, the gateway comprising:
   a delivery module, the delivery module configured to receive and deploy
   the service to a target system on the data center;
   a receptor for capturing and managing the execution of the service; and
   an event handler for capturing and sorting output data during the execution
   of the service;
   a portal configured to communicate with the gateway of the data center via a
   network, the portal being remote from the data center and configured to transmit the service to
   the gateway, the portal configured to receive and analyze the output data from the gateway, the
   portal comprising:
   a service module, the service module configured to configure and transmit
   the service to the gateway and receive the output data from the gateway pertaining to the
   service;
   a business intelligence module, the business intelligence module
   configured to processes and analyze the output data from the service received from the
   gateway and generate an output data summary; and
   a user interface, the user interface accessible from the data center via the
   network, the user interface configurable to generate an indication of a status of the
   service and the output data summary.

2. The system of claim 1, wherein the portal further comprises an account
   management module, the account management module controls access to the portal.

3. The system of claim 1, wherein the service module is automatically
   initialized based on the service selected for deployment.
4. The system of claim 1, further comprising a commerce module, the commerce module having a user interface for selecting and making purchases of services.

5. The system of claim 1, further comprising a repository module on the portal, wherein the output data is stored in the repository module on the portal and the output data is accessible by other services.

6. The system of claim 1, wherein the user interface of the portal indicates a recommendation for other services.

7. The system of claim 6, wherein the recommendation is at least in part based on the received output data.

8. A method for deployment and monitoring of a service for a data center comprising:
   receiving, using a gateway, local to the data center, the service for deployment on the data center, wherein the gateway comprises a delivery module, a receptor module, and an event handler module;
   deploying, using the delivery module, the service to a target system on the data center;
   managing, using the receptor module, the execution of the service;
   capturing, using the event handler module, output data resulting from the execution of the service;
   communicating, using a portal, with the gateway of the data center, the portal being remote from the data center and wherein the portal comprises a service module, a business intelligence module, and a user interface module;
   receiving, using the service module, the output data from the gateway pertaining to the service;
   analyzing, using the business intelligence module, the output data from the service received from the gateway;
   generating, using the business intelligence module, an output data summary; and
displaying, using the user interface module, an indication of a status of the service and the output data summary, wherein the user interface module is accessible from the data center via the network.

9. The method of claim 8, further comprising controlling, using an account management module, access to the portal, wherein the account management module is included in the portal.

10. The method of claim 8, wherein the service module is automatically initialized based on the service selected for deployment.

11. The method of claim 8, further comprising a commerce module, the commerce module having a user interface for selecting and making purchases of services.

12. The method of claim 8, further comprising a repository module on the portal, wherein the output data is stored in the repository module on the portal and the output data is accessible by other services.

13. The method of claim 8, further comprising indicating, using the user interface module, a recommendation for other services.

14. The method of claim 13, wherein the recommendation is at least in part based on the received output data.

15. A computer program product residing on a non-transitory processor-readable medium and comprising processor readable instructions configured to cause one or more processors to:

   receive, using a gateway local to a data center, a service for deployment on the data center, wherein the gateway comprises a delivery module, a receptor module, and an event handler module;

   deploy, using the delivery module, the service to a target system on the data center and initiate execution;

   manage, using the receptor module, the execution of the service;
capture, using the event handler module, output data resulting from the execution of the service;
communicate, using a portal, with the gateway of the data center, the portal being remote from the data center and wherein the portal comprises a service module, a business intelligence module, and a user interface module;
receive, using the service module, the output data from the gateway pertaining to the service;
analyze, using the business intelligence module, the output data from the service received from the gateway;
generate, using the business intelligence module, an output data summary; and display, using the user interface module, an indication of a status of the service and the output data summary, wherein the user interface module is accessible from the data center via the network.

16. The computer program of claim 15, further comprising instructions configured to cause one or more processors to control access to the portal, using an account management module, wherein the account management module is included in the portal.

17. The computer program of claim 15, wherein the service module is automatically initialized based on the service selected for deployment.

18. The computer program of claim 15, further comprising instructions configured to cause one or more processors to store the output data in a repository module on the portal, wherein the output data is accessible by other services.

19. The computer program of claim 15, further comprising instructions configured to cause one or more processors to indicate, using the user interface module, a recommendation for other services.

20. The computer program of claim 19, wherein the recommendation is at least in part based on the received output data.
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