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(57) Abstract: An apparatus and method of providing a user interface (UI) on head mounted display and the head mounted display
(HMD) thereof is disclosed. The apparatus comprises a sensor unit detecting whether an object exists in the proximity of the HMD
and if the object is detected, the sensor unit senses a distance between the object and the HMD. The apparatus further comprises a
processor controlling a User Interface (UI) of the HMD based on a result of the sensor unit. A physical User Interface (UI) mode is
applied if the detected object is within a predetermined distance from the HMD and a non-physical User Interface (UI) mode is ap-
plied if the object is not detected or is not within the predetermined distance from the HMD. The method includes the steps of de -
tecting whether an object exists in the proximity of the HMD and determining a distance between the detected object and the HMD
if the object is detected. The method further includes the step of applying the physical UI mode if the detected object is within a pre -
determined distance from the HMD. Finally, the method includes the step of applying the non-physical UI mode if the object is not
detected or is not within the predetermined distance from the HMD.
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USER INTERFACE ON HEAD MOUNTED DISPLAY AND

HEAD MOUNTED DISPLAY THEREOF
Technical Field

The exemplary embodiments of present invention relate to an apparatus and method
of providing a User Interface (UI) and/or a User Experience (UX) (herein after, “UI”),
and more particularly to an apparatus and method of determining an optimized UI and

providing the Ul on a head mounted display and a head mounted display thereof.
Background Art

The UI technology is an interface method that helps users conveniently utilize
diverse digital devices. In more details, the Ul technology is a part of a program that a
user counter-interacts with in order for the user and a digital device to offer and obtain
information. For example, it is called a command-line interface in which the user
inputs a command to run a program, a menu-driven interface operated by commands of
menu selection, and a Graphic User Interface (GUI) in which a figure display program
is operated by using position locating devices such as an optical pen, mouse, control
ball, and a joystick. Further, recently, a gesture Ul operated by a user’s action
commands and a voice recognition Ul operated by the user’s voice without his or her
action have been developed to be applied to the digital devices.

In addition, as the trend goes toward minimizing the weight and size of the digital
devices, diverse wearable digital devices have been developed. As one of the wearable
digital devices, a head mounted display (HMD) that can be worn on the face, as if eye
glasses are, has been developed. The HMD can be collaborated with technologies such
as Augmented Reality technology and N Screen technology beyond the simple display
use, providing users many diverse conveniences.

Disclosure of Invention

Technical Problem

Accordingly, the aforementioned diverse Ul technologies can be applied to the
HMD. However, it is difficult to determine an optimized Ul for the HMD because the
HMD can be worn on a user and freely moved. Therefore, a technology providing a
very efficient and convenient Ul is demanded considering the characteristics of the
HMD and ambient environmental conditions in the proximity of the HMD.
Solution to Problem

Accordingly, the exemplary embodiments of present invention are directed to an
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apparatus and method of providing a User Interface that substantially obviates one or
more problems due to limitations and disadvantages of the related art.
Advantageous Effects of Invention

The exemplary embodiments of present invention provide a technology providing a
very efficient and convenient Ul considering the characteristics of the HMD and
ambient environmental conditions in the proximity of the HMD.

Brief Description of Drawings

The accompanying drawings, which are included to provide a further understanding
of the invention and are incorporated in and constitute a part of this application, il-
lustrate exemplary embodiment(s) of the invention and together with the description
serve to explain the principle of the exemplary embodiments. In the drawings:

FIGS. 1la and 1b show drawings to explain a HMD according to the exemplary em-
bodiments of present invention;

FIG. 2 shows a block diagram for a HMD internal configuration according to the
exemplary embodiments of present invention;

FIGS. 3 and 4 show flowcharts of UI mode determination process according to object
location as a first exemplary embodiment of present invention;

FIGS. 5a, 5b, and 5c are drawings to show how the Ul mode determination process is
applied to the first exemplary embodiment of present invention;

FIGS. 6a and 6b show an example of physical Ul mode (e.g., keyboard, drawing)
according to the exemplary embodiments of present invention;

FIGS. 7a and 7b show an example of non-physical Ul mode (e.g., voice, gesture)
according to the exemplary embodiments of present invention;

FIGS. 8 and 9 show flowcharts of Ul mode determination considering a HMD view
angle as a second exemplary embodiment of present invention;

FIGS. 10a and 10b are drawings to show how the UI mode determination process is
applied to the second exemplary embodiment of present invention;

FIGS. 11 and 12 show flowcharts of Ul mode determination considering an object
type as a third exemplary embodiment of present invention;

FIGS. 13a and 13b are drawings to show how the UI mode determination process is
applied to the third exemplary embodiment of present invention;

FIGS. 14 and 15 show flowcharts of Ul mode determination process utilizing a
digital device within a view angle as a fourth exemplary embodiment of present
invention;

FIG. 16 is a drawing to show how the UI mode determination process is applied to
the fourth exemplary embodiment of present invention; and

FIGS. 17 and 18 show flowcharts of Ul mode determination process utilizing a
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digital device as a fifth exemplary embodiment of present invention.
Best Mode for Carrying out the Invention

One object of the exemplary embodiments is, in providing a Head Mounted Display
User Interface (HMD Ul), to provide an optimized HMD UI considering the ambient
environmental conditions in the proximity of the HMD. Especially, another object of
the exemplary embodiments is to apply the HMD UI differently based on whether a
usable object for the HMD UI exists in the proximity of the HMD.

Another object of the exemplary embodiments is to change and provide an optimized
HMD UI based on the ambient environmental conditions in the proximity of the HMD
that is being used at present.

Additional advantages, objects, and features of the exemplary embodiments will be
set forth in part in the description which follows and in part will become apparent to
those having ordinary skill in the art upon examination of the following or may be
learned from practice of the exemplary embodiments. The objectives and other ad-
vantages of the exemplary embodiments may be realized and attained by the structure
particularly pointed out in the written description and claims hereof as well as the
appended drawings.

To achieve these objects and other advantages and in accordance with the purpose of
the exemplary embodiments, as embodied and broadly described herein, a method of
providing a User Interface (UI) includes the steps of detecting whether an object exists
in the proximity of the HMD and determining a distance between the detected object
and the HMD if the object is detected. The method further includes the step of
applying a UI mode if the detected object is within a predetermined distance from the
HMD. Finally, the method includes the step of applying a non-physical UI mode if the
object is not detected or is not within the predetermined distance from the HMD.

In another aspect of the exemplary embodiments, a Ul apparatus comprises a sensor
unit detecting whether an object exists in the proximity of the HMD and if the object is
detected, the sensor unit senses a distance between the object and the HMD. The
apparatus further comprises a processor controlling a User Interface (Ul) of the HMD
based on a result of the sensor unit. The physical Ul mode is applied if the detected
object is within a predetermined distance from the HMD and the non-physical Ul
mode is applied if the object is not detected or is not within the predetermined distance
from the HMD.

It is to be understood that both the foregoing general description and the following
detailed description of the embodiments are exemplary and explanatory and are

intended to provide further explanation of the exemplary embodiments as claimed.

Mode for the Invention
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Reference will now be made in detail to the exemplary embodiments of present
invention, examples of which are illustrated in the accompanying drawings. Wherever
possible, the same reference numbers will be used throughout the drawings to refer to
the same or like parts.

FIGS. 1a and 1b show drawings to explain a HMD as an example according to the
exemplary embodiments of present invention. In more details, FIG. 1a indicates an
example of the external configuration of a HMD 100 and FIG. 1b indicates an example
of the HMD 100 worn on a user 10. Accordingly, the present invention is not limited to
the external configuration of the HMD 100 and clearly any external configurations of a
HMD can be utilized to realize the exemplary embodiments.

Especially, the HMD 100 to which an Ul is applied includes a display screen 101 and
at least one sensor 102. Not only all contents and images are provided the user 10 by
the HMD through the display screen 101 but also information about the Ul of the
exemplary embodiments is provided. Further, the HMD 100 includes at least one
sensor 102, detects ambient environmental conditions in the proximity of the HMD
100, and is utilized as an important element to determine a HMD UI to operate such
sensor functions. Further, the HMD 100 is able to include a supporting component 103
in order for the user 10 to wear the HMD 100 in the head and an audio outputting unit
104 wearable in the ear.

FIG. 1b shows a drawing of the HMD 100 worn on the user 10 in order to explain the
status of the HMD 100 that is being used at present. According to an embodiment to be
mentioned, the HMD 100 includes a predetermined distance of a view angle area 200.
The view angle area 200 is a predetermined area that corresponds to the user 10
wearing the HMD 100 and can include an area with a certain angle in the forward
direction of the HMD 100. Further, according to the embodiment, the HMD 100 and
an external digital device (not shown in the drawing) can be connected to communicate
by a network 300. For example, usable wireless networks are Near Field Commu-
nication (NFC), Zigbee, Infrared Communications, Bluetooth, and WIFI. That is, in the
exemplary embodiments, communications between the HMD 100 and the digital
device can be realized by one of the enumerated networks 300 above or a combination
of them. Yet, the exemplary embodiments is not limited to those mentioned above.

FIG. 2 shows a block diagram for a HMD internal configuration.

According to FIG. 2, the HMD 100 of the exemplary embodiment includes a
processor 110, a sensor unit 120, a storage unit 130, a communications unit 140, a user
input unit 150, a display controller 160, a UTI control unit 170.

The sensor unit 120 can be internally or externally equipped in the HMD 100 and
informs the processor 110 of ambient environmental conditions that the HMD 100

recognizes. Then, the sensor unit 120 can include a plurality of sensing methods. For



WO 2014/042320 PCT/KR2013/000209

[34]

[35]

[36]

[37]

example, the sensor unit 120 not only detects objects or things in the proximity of the
HMD 100, called “objects” but also ensures the type of the detected object and can
include an object sensor 121 sensing the distance between the detected object and the
HMD. Further, the sensor unit 120 can include a view angle sensor 122 sensing the
view angle of the HMD 100. More detailed functions and operations of the object
sensor 121 and the view angle sensor 122 will be illustrated below. Accordingly, the
sensor unit, for example, can be internally or externally equipped in the HMD like a
102 in FIG. 1a.

Also, a plurality of the sensing methods the sensor unit 120 can be configured with
includes, for example, a gravity sensor, magnetic sensor, motion sensor, gyro sensor,
acceleration sensor, infrared sensor, inclination sensor, brightness sensor, elevation
sensor, olfactory sensor, temperature sensor, depth sensor, pressure sensor, bending
sensor, audio sensor, video sensor, Global Positioning System (GPS) sensor, and touch
sensor. Yet, the exemplary embodiments are not limited to the enumerated. That is, it
is sufficient that the sensor unit 120 senses a HMD user and ambient environmental
conditions in the proximity of him or her and sends the result of the sensing in order
for the processor 110 to be operated accordingly, and the detailed sensing method of
the sensor unit 120 is not limited to the enumerated sensing methods.

Further, the storage unit 130 can store diverse digital data such as video, audio,
pictures, movie clips, and applications. The storage unit 130 indicates diverse digital
data storage space such as flash memory, Random Access Memory (RAM), and Solid
State Drive (SSD).

Further, the communications unit 140 transmits and receives data by performing
communications with external digital devices and diverse protocols. The HMD 100 of
the exemplary embodiment performs pairing with and connecting communications
with digital devices in the proximity of the HMD 100 by using the communications
unit 140. On the other hand, the communications unit 140 can include a plurality of
antennas. The HMD 100 detects the location of a digital device that is being com-
municated with the HMD by using a plurality of the antennas. That is, the HMD 100
detects the location of the digital device that is being communicated with the HMD by
using the time and altitude differences between the transmitted or received signals
through a plurality of the antennas.

Further, the user input unit is a device that receives user control commands con-
trolling the use of the HMD 100. The user control commands can include user con-
figuration commands. For example, according to an embodiment of the exemplary em-
bodiments, the user 10 may set the operation corresponding to ambient environmental
conditions in the proximity of the HMD Ul and predetermine a certain UI mode

without the ambient environmental conditions by using the user control information
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from the user input unit 150. Thus, based on the predetermined setting by the user,
when the HMD Ul is set to operate in correspondence to ambient environmental
conditions, the Ul mode can automatically change according to the embodiment of the
exemplary embodiments. Meanwhile, based on the predetermined settings by the user,
when the certain Ul mode is fixed regardless of the ambient environmental conditions,
the fixed UI mode will operate on “On” status if the fixed UI mode is in the operable
status and if not the Ul mode will operate on “Off” status.

Also, the display control unit 160 outputs motion pictures or images on the HMD
display screen 101. Further, according to an embodiment, the display control unit 160
provides an HMD external object with an imagery Ul screen or performs controlling
functions for providing an external digital device with a Ul screen. In addition,
according to an embodiment, the display control unit 160 provides information to
determine the Ul for the HMD display screen 101 or images according to the de-
termined UI. Detailed description will be further illustrated.

Also, the UI control unit 170 provides a HMD user with an Ul and controls the
provided UI. The UI control unit 170 includes a physical Ul control unit 171 and a
non-physical UI control unit 172.

As the physical UI control unit 171 indicates an Ul that can have a physical contact
with a user, it can be, for example, a virtual keyboard UI and drawing Ul as an em-
bodiment. The virtual keyboard Ul indicates a UI method that displays a virtual
keyboard on the surface of the detected object in the proximity of the HMD, receives a
command by the user’s keyboard touch, and operates accordingly. In addition, the
drawing Ul indicates a Ul method that provides with an imaginary drawing panel on
the surface of the detected object in the proximity of the HMD and inputs a command
on the drawing panel by the user using drawing tools such as an electric pen or a
finger. Further, as the non-physical UI control unit 172 indicates an Ul that does not
have a physical contact with the user, it can be, for example, a gesture UI and voice
recognition Ul as an embodiment. Thus, detailed description of the UI methods will be
further illustrated.

Accordingly, the physical and non-physical Uls, illustrated in the exemplary em-
bodiments, are certain Ul methods and are not limited to only the aforementioned
virtual keyboard, drawing, gesture, and voice recognition Uls. That is, the physical UI
indicates all Uls that can have a physical contact with an object and the non-physical
Ul indicates all Uls that do not need a physical contact with an object.

As the processor 110 is a main HMD controller, it controls not only each block of the
HMD 100 but also information and data transmission and reception between each
block. In the following, detailed process of the exemplary embodiments can be

operated mainly by the control operations of the processor 110. Accordingly, the
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internal configuration block diagram of the HMD 100 shown in FIG. 2 is illustrated as
an embodiment for explanation purposes only. Thus, each block shown in FIG. 2 may
be combined as a whole or some necessary blocks may be separated and combined as a
whole. For example, the processor 110 may be composed with the UI control unit as a
combined controller.

FIGS. 3 and 4 as the embodiments of the exemplary embodiments show flowcharts
of the HMD UI mode determination process according to the object location. Further,
FIGS. 5a, 5b, 5¢, 6a, 6b, 7a, and 7b are drawings to explain the exemplary em-
bodiments of the present invention.

In the exemplary embodiments, an object is a physical thing or entity that exists in
the proximity of the user worn on the HMD and it includes, for example, a wall, table,
and ball. The first embodiment of the exemplary embodiments applies a UI mode
based on the detection of an object in the proximity of the HMD 100. Further de-
scription is as follows.

The UI mode determination process to apply the HMD is operated by a user’s request
or automatic system settings. S110. For example, S110 can be operated based on
settings determined by the user. In more details, for example, the user 10 can pre-
determine settings according to ambient environmental conditions in the proximity of
the HMD UI and in that case, the processor 110 can control the HMD so that the HMD
UI automatically changes according to the ambient environmental conditions. In the
following, the exemplary embodiments of present invention will describe an optimized
HMD UI determination process in the case that the HMD Ul is preset to be operated
according to the ambient environmental conditions.

According to the first embodiment of the exemplary embodiments, the HMD Ul
mode process comprises the steps of object location determination S120 and HMD Ul
mode determination S130. When the HMD UI mode process begins, the HMD
processor 110 detects an object in the proximity of the HMD and determines the
location of the object through the object sensor S121. Based on the result of the S121
determination, the processor 110 separates the relationship between the HMD and the
object into three statuses.

For example, it is called F1 status when an object is detected and the detected object
stays within distance in which physical feedback is possible, shown in S122, FIG. 5Sa.
In addition, it is called F2 status when an object is detected and the detected object
stays not within distance in which physical feedback is possible, shown in S123, FIG.
5b. Lastly, it is called F3 status when an object does not exist in the proximity of the
HMD, shown in S124, FIG. 5c¢.

The further illustration of the F1, F2, and F3 statuses in FIGS. 5a, 5b, and 5¢ are as
follows. The HMD 100 processor 110 determines whether an object 400 exists and



WO 2014/042320 PCT/KR2013/000209

[49]

[50]

[51]

[52]

where it is located through the object sensor 121. For example, FIGS. 5a and 5b
demonstrate when the object 400 is detected in the proximity of the HMD and FIG. 5c¢
demonstrates when an object does not exist. Further, FIG. 5a shows when a distance,
called D1, between the detected object 400 and the HMD is less than a predetermined
distance, called Th. S122. On the other hand, FIG. 5b shows when a distance, called
D2, between the detected object 400 and the HMD is larger than the predetermined
distance, called Th. Accordingly, the predetermined distance Th can be set as a
distance in which the user can have a physical contact with and touch the object 400.
Therefore, the F1 status of FIG. 5a indicates a status in which the user can touch the
object and the F2 status of FIG. 5b indicates a status in which the user cannot touch the
object 400 even if it exists. Further, the F3 status of FIG. 5c is a status in which the
object 400 does not exist in the proximity of the HMD.

When a status of the object in the proximity of the HMD is determined as F1(S122),
F2(S123), or F3(S124) through the step of S121, the HMD processor 110 selects a
HMD UI and operates it by the UI control unit 170. For example, in the case of
F1(S122), the aforementioned physical Ul mode is applied S131 and in the case of F2
status (S123) or F3 status (S124), the aforementioned non-physical UI mode is applied
S132. These physical and non-physical UI modes can also be referred as Object and
Non-object modes, respectively.

In addition, although a certain HMD UI is being currently applied through S131,
S132, or S133, the processor 110 continuously detects an object and determines the
location of the object S121 and when the state changes, for example, from F1 to F3, or
from F2 to F1, the HMD UI mode can be automatically changed. Accordingly, in an
embodiment, it is possible that the user 10 may be informed of the change when the Ul
mode automatically changes.

Accordingly, as the Ul mode that F1 status is applied to indicates that the user 10 can
directly contact or touch the Ul, it can be, for example, a virtual keyboard UI method
shown in FIG. 6a or a drawing UI method shown in FIG. 6b. Yet, these are only the
embodiments of the exemplary embodiments and other diverse Ul methods that can be
physically touched can clearly exist.

For example, the virtual keyboard Ul method of FIG. 6a displays the virtual
keyboard 410 on the surface of the detected object 400 and generates a command that
the user directly inputs by touching the virtual keyboard 410. Then, the corresponding
object 400 provides the user 10 with the touch feeling so that the user 10 can ef-
ficiently use the virtual keyboard 410. Also, the drawing UI method of FIG. 6b is a
method, for example, in which a virtual window 420 that can be drawn is displayed on
the surface of the detected object 400 and the user 10 generates desired commands by

using a pen 430. Then, the corresponding object 400 provides the user 10 with the
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touch feeling so that the user 10 can efficiently use the pen 430.

Accordingly, when the physical Ul mode is selected as the HMD Ul in S131, one of
a plurality of the physical mode Uls can be selected by the user’s settings or the
system’s settings. For example, as the user 10 can predetermine the settings by using
the user input unit 150, it is possible that in the case of the physical Ul mode deter-
mination, either one of the virtual keyboard shown in FIG. 6a or the drawing Ul
method shown in FIG. 6b can be prematurely set as a default. Or, when the user’s
settings do not exist, the UI control unit 170 can determine whether drawing input
devices such as the pen 430 exist. If a drawing input device exists, the drawing Ul
method shown in FIG. 6b can be prematurely selected and if a drawing device does not
exist, the virtual keyboard shown in FIG. 6a can be prematurely selected. Also,
although a UI method has been prematurely selected, a different UI method can be
used if there is any change. For example, when the user 10 is using the virtual
keyboard Ul method shown in FIG. 6a, the drawing UI method shown in FIG. 6b can
be automatically used in the case of grabbing a drawing input device by hand. Also,
with regard to the original determined UI mode, the user can change the Ul mode at
any time when the user desires to change to a certain UI mode.

Further, when the virtual keyboard UI method is applied as shown in FIG. 6a as a
physical U, the location of the virtual keyboard 410 on the surface of the object can be
controlled in various ways. Further illustration is as follows.

For example, the virtual keyboard 410 can be created at a point where the user hand
10 is located. That is, the processor 110 determines whether the user hand 10 is ap-
proaching near or touching the surface of the object 400 and controls to generate the
virtual keyboard 410 at a point where the corresponding user hand 10 is located. Ac-
cordingly, as an object that the user wants is created and the virtual keyboard is created
at a certain point of the surface of the object, the user can conveniently utilize the
virtual keyboard.

Also, it is possible that different types and sizes of the virtual keyboard can be
created depending on whether the user is using only one hand or both hands. For
example, the Ul control unit 170 is equipped with a one-hand virtual keyboard like a
small size keyboard or a two-hand virtual keyboard like a large size keyboard, and the
processor 110 controls to generate either one of the one-hand or two-hand keyboards
by determining the number of fingers that are approaching near or touching the object.

In addition, the location of the virtual keyboard 410 can be determined based on the
user’s view angle. For example, the processor 110 can control to determine whether
the user is using a first view angle, the view angle of the right eye, or a second view
angle, the view angle of the left eye, or both. The processor 110 then controls the

virtual keyboard 410 so that the virtual keyboard 410 is located at an appropriate point
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corresponding to the view angle. For example, the appropriate point corresponding to
the view angle can be the center point of the corresponding view angle when only one
view angle is used or the overlapping point of the corresponding view angles when the
both view angles are used.

Further, all the aforementioned embodiments can be combined and used. That is, for
example, the processor 110 can determine the type of the virtual keyboard by de-
termining whether the user 10 is using only one hand or two hands and generate the de-
termined virtual keyboard on the surface of the object that the user hand or hands 10 is/
are approaching near or touching. Also, the processor 110 can first determine the type
of the virtual keyboard by determining whether the user 10 is using one hand or two
hands, and generate the determined virtual keyboard at an appropriate point of the view
angle that the user is using. Also, the processor 110 can first determine the type of the
virtual keyboard by determining whether the user 10 is using one hand or two hands,
generate the determined virtual keyboard at an appropriate point of the view angle that
the user is using, and move the generated virtual keyboard on the surface of the object
that the user hand 10 is approaching near or touching.

Further, the processor 110 can first determine the type of the virtual keyboard by de-
termining whether the user 10 is using one hand or two hands and generate the de-
termined virtual keyboard at the most appropriate location by comparing the ap-
propriate point of the view angle with the location of the surface of the object that the
user 10 is approaching or touching. For example, in the case of the user hand 10 not
within the view angle, the virtual keyboard can be created at the boundary of the view
angle. It is because it is determined that the user hand 10 has nothing to do with the
virtual keyboard. On the other hand, in the case of the user hand 10 within the view
angle, the virtual keyboard can be created at the location of the user hand 10 first. It is
because it is determined that the user hand 10 is preparing for the use of the virtual
keyboard.

Accordingly, the diverse examples about the type and location of the aforementioned
virtual keyboard 410 can be applied the same way to the type of the window 420 for
the drawing Ul shown in FIG. 6b and the determination of the location of the window
420.

Also, as the non-physical UI mode that F2 and F3 statuses are applied to is a Ul
mode in which the user 10 does not physically utilize the object 400, it can be, for
example, the voice recognition Ul method shown in FIG. 7a, the gesture UI method
shown in FIG. 7b, or a Ul using eye movements. Yet, these are only the embodiments
of the present invention and, as mentioned, other diverse Ul methods having a non-
physical contact with an object 400 clearly exist.

For example, the voice recognition UI method of FIG. 7a displays an icon 440
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displaying that the voice recognition Ul is being executed on the screen of the HMD
display and once the user’s 10 voice is inputted, the voice command is recognized, and
converted through the voice recognition process in the non-physical UI mode control
unit 172. Then the voice recognition Ul method performs the corresponding command
through the processor 110. Also, the gesture UI method of FIG. 7b displays an icon
450 displaying that the voice recognition Ul is being executed on the screen of the
HMD display and the gestures of the user 10 such as a user’s finger move 451 and
head move (not shown) are used to input commands. Once the user’s gesture is
inputted, gesture commands are recognized and converted through the gesture
recognition process in the non-physical Ul mode control unit 172, and the corre-
sponding command is performed by the processor 110.

Accordingly, when the non-physical Ul mode is determined to be applied as the
HMD Ul in the steps of S132 and S133, any one of a plurality of the aforementioned
non-physical mode Uls can be selected by the user’s settings or the system settings.
For example, as the user 10 can predetermine the settings by using the user input unit
150, either one of the voice recognition Ul method or the gesture Ul method can be
prematurely selected as a default when the non-physical UI mode is being determined.
In addition, when the user’s settings do not exist, the UI control unit 170 analyses
noise around the user 10 and the voice recognition UI method shown in FIG. 7a is
selected if the noise is below a certain level and the gesture UI method shown in FIG.
7b is prematurely selected if the noise is above a certain level. Also, although a Ul
method is originally determined, a different Ul method can be used if there is any
change. For example, when the noise around the user 10 changes from below to above
a certain level, the voice recognition UI method shown in FIG. 7a may be auto-
matically changed to the gesture Ul method shown in FIG. 7b. Further, with regard to
the original determined Ul mode, the user can change the UI method any time the user
desires. Moreover, as for the non-physical UI mode, for example, the voice recognition
mode shown in FIG. 7a and the gesture UI method shown in FIG. 7b can be set to be
operated at the same time and in that case the user 10 can utilize the voice recognition
UI or the gesture Ul or both to send the commands.

FIGS. 8 and 9 show flowcharts of the Ul mode method considering the HMD view
angle as a second embodiment of the exemplary embodiments. Further, FIGS. 10a and
10b are drawings to show how the UI mode determination process is applied to the
second embodiment. Accordingly, the second embodiment of the exemplary em-
bodiments considers view angle more than the first embodiment does when the Ul
mode is being determined. Further illustration is as follows.

According to the second embodiment of the exemplary embodiments, the HMD Ul

mode determination process includes the steps of object location determination S220,
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view angle determination S230, and HMD Ul mode determination S240. Once the
HMD UI mode determination process begins S210, the processor 110 detects an object
in the proximity of the HMD and determines the location of the detected object S221.
After the step of S221, the processor 110 determines whether the relationship between
the HMD and the object is one of the aforementioned F1, F2, or F3 statuses. For
example, it is called F1 status when an object is detected and the detected object stays
within distance in which physical feedback is possible. S122. In addition, it is called
F2 status when an object is detected and the detected object stays not within distance in
which physical feedback is possible. S123. Lastly, it is called F3 status when an object
does not exist in the proximity of the HMD. S124.

Then, the HMD 100 processor 110 further determines after determining F1 status
5222 whether the detected object is within the HMD view angle through the view
angle sensor 120. For example, according to S231, the view angle can have two
statuses. Further description is as follows in reference to FIGS. 10a and 10b.

FIG. 10a shows a flowchart for the object 400 within the HMD view angle and that
case is called S1 status. Further, FIG. 10b shows a flowchart for the object 400 not
within the HMD view angle and that case is called S2 status. That is, S1 status
indicates that the object 400 in the proximity of the HMD exists not only within the
predetermined distance but also within the view angle of the user 10. On the other
hand, S2 status indicates that the object 400 in the proximity of the HMD is within the
predetermined distance but not within the view angle of the user.

If the HMD processor 110 confirms S1 status S232 through the step of S231, the
HMD UI mode may be determined as the physical UI mode and operated as the virtual
keyboard Ul or drawing Ul through the aforementioned physical Ul mode control unit
171. S241. The physical UI type and operation method shown in the first embodiment
can be applied to the second embodiment the same way.

Further, if the HMD processor 110 confirms S2 status S233 through the step of S231,
the location of the object 400 is continuously confirmed for a predetermined period of
time, for example five seconds (5s) or ten seconds (10s). S234. In the step of S234, if
the object 400 is re-detected within the view angle within the predetermined period of
time, that is, if S2 status is changed to S1 status, the physical Ul mode will be stayed.
S242. Further, if the non-physical Ul mode is being currently applied, it will be
changed to the physical Ul mode. S242. Accordingly, the fact that the status of the user
10 changes from S2 status to S1 status within the predetermined period of time
indicates that the user 10 temporarily looked away from the object 400 and did not
intend to look away from it for good. That is, in that case, the physical Ul mode will be
stayed due to the user’s temporary eye movement (presume a short term intention) and

if the then-existing Ul mode is the non-physical UI mode, it is appropriate that the UI
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mode may be changed to the physical UI mode.

On the other hand, in the step of S234, if the object 400 is not detected within the
view angle within the predetermined period of time (e.g., five or ten seconds), that is, if
S2 status is stayed or changed to F2 or F3 status, the Ul mode will change to the non-
physical Ul mode. S243. Or, if the physical UI mode is being currently applied, it will
be changed to the non-physical UI mode. S243.

Accordingly, in the step of S234, if the user’s 10 S2 status is stayed for the prede-
termined period of time, it is deemed that the user 10 intended to look away from the
object 400 for a long term. That is, in that case, due to the user’s intention of looking
away for a long term, it is appropriate to stay in the non-physical UI mode or change to
the non-physical Ul mode if the then-existing UI mode is the physical UI mode.
Further, through the step of S234, if the user’s 10 status is changed to F2 or F3 status
within the predetermined period of time, it is deemed that the user 10 is moving away
from the object 400. That is, in that case, as the object 400 cannot utilize the physical
UI, the non-physical Ul mode may be stayed, and if the then-existing UI mode was the
physical mode, it may be changed to the non-physical UI mode.

Further, in the case of the physical Ul mode being applied as if shown in the steps of
S241 and S242, the processor 110 continuously determines whether the object 400
used for the physical Ul stays not within the HMD angle view. $241/5242? S231. On
the other hand, in the case of the non-physical UI mode being applied as if shown in
the steps of S243 and S244, the processor 110 continuously determines whether the
object 400 is detected within the predetermined distance S221.

FIGS. 11 and 12 as the third embodiment of the exemplary embodiments show
flowcharts of the Ul mode determination process regarding the object type. Further,
FIGS. 13a and 13b show drawings of how the Ul mode determination is applied to the
third embodiment. Accordingly, the third embodiment considers the object type more
than the second embodiment does. Further illustration is as follows.

According to the third embodiment of the exemplary embodiments, the HMD Ul
mode determination process includes the steps of object location determination S320,
view angle determination S330, object type determination S340, and HMD UI mode
determination S350. Once the HMD UI mode determination process begins S310, the
HMD processor 110 detects an object in the proximity of the HMD by the object
sensor 121 and determines the location of the detected object. S321. After determining
the step of S321, the processor 110 determines the relationship between the HMD and
the object as one of the aforementioned F1, F2, and F3 statuses. For example, it is
called F1 status when an object is detected and the detected object stays within
distance in which physical feedback is possible, shown in S322. In addition, it is called

F2 status when an object is detected and the detected object stays not within distance in
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which physical feedback is possible, shown in S323. Lastly, it is called F3 status when
an object does not exist in the proximity of the HMD, shown in S324.

Then, in the case of having determined F1 status S322, the HMD 100 processor 110
further determines whether the detected object is within the HMD view angle S331.
For example, according to the step of S331, it can determine either S1 or S2 status.

Through the step of S331, if the HMD processor 110 confirms that the relationship
between the current HMD and the object is S2 status S333, the location of the object
400 will be continuously confirmed for the predetermined period of time (e.g., five, ten
seconds). In the step of S334, if the object is detected within the view angle within the
predetermined period of time, that is, if the status is changed to S1 status, the physical
UI mode will be stayed or the mode will be changed to the physical Ul mode. S352.
That is, through the step of S334, the fact that the user’s 10 status changes from S2 to
S1 within the predetermined period of time indicates that the user 10 temporarily
looked away from the object 400 and did not intend to look away from the object 400.
That is, in that case, due to the user’s intention of looking away for a short term, it is
appropriate that the physical Ul mode may be stayed or the then-existing Ul mode may
be changed to the physical UI mode if the then-existing UI mode is the non-physical
UI mode.

On the other hand, in the step of S334, if the object is not detected within the view
angle for the predetermined period of time, that is, if S2 status is stayed or if it is
changed to F2 or F3 status, the non-physical Ul mode may be stayed or the Ul mode
may be changed to the non-physical Ul mode. S353. That is, through the step of S334,
if the user’s 10 status is stayed as S2 status for the predetermined period of time, it is
deemed that the user 10 looked away from the object and intended to look away. Thus,
in that case, due to the user’s intention of looking away for a long term, the non-
physical Ul mode may be stayed or the Ul mode may change to the non-physical Ul
mode if the then-existing Ul mode is the physical UI mode. Further, through the step
of S334, if the user’s 10 status changes to F2 or F3 status within the predetermined
period of time, it is deemed that the user 10 is moving away from the object 400. That
is, in that case, as the object 400 cannot utilize the UI, the non-physical Ul mode may
be stayed or the Ul mode may change to the non-physical UI mode if the Ul mode is
the physical UI mode.

On the other hand, if, through the step of the view angle determination S331, the re-
lationship between the current HMD and the object is confirmed to be S1 status S332,
the HMD processor 110 further determines the object type. S341. Accordingly, the
object type is the external shape of an object and can be categorized based on whether
the object is user-interfaceable. For example, the wall 461 or the table 462 shown in

FIG. 13a are Type 1 which the user can easily have a contact with or is user-
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interfaceable. In contrast, for example the basketball 463 shown in FIG. 13b is Type 2
that the user cannot easily have a contact with or is not user-interfaceable.

When the HMD processor 110 determines through the step of object type deter-
mination S341 that the corresponding object is Type 1, it determines the physical Ul
mode as the HMD UI mode. S351. Then, through the aforementioned physical UI
mode control unit 171, the Ul methods such as the virtual keyboard Ul and drawing UI
that can have a contact with or touch the Type 1 objects such as the wall 461 and table
462 will be operated.

Further, when the HMD processor 110 determines through the step of object type de-
termination S341 that the corresponding object is Type 2, it selects the non-physical UI
mode as the HMD Ul mode. S353. Then, through the aforementioned non-physical Ul
mode control unit 172, regardless of the Type 2 object 463 existing within the prede-
termined distance and the view angle, applicable non-physical UI methods such as the
voice recognition UT and the gesture Ul will be operated. Accordingly, the types and
operating methods of the physical and non-physical Uls shown in the first embodiment
will be applied the same in the third embodiment.

Further, in the case of the physical Ul mode being applied as if shown in S351 and
S352, the processor 110 continuously determines whether the object 400 used for the
physical Ul stays not within the HMD view angle. S351/5352 ? S331. On the other
hand, in the case of the non-physical Ul mode being applied as if shown in S343 and
S344, the processor 110 continuously determines whether the object 400 is detected
within the predetermined distance. S343/S344 7S321.

FIGS. 14 and 15 as the fourth embodiment show flowcharts of the Ul mode deter-
mination considering detecting a new digital device. Further, FIG. 16 shows a drawing
of how the Ul mode determination is applied to the fourth embodiment. Accordingly,
the fourth amendment of the exemplary embodiments considers detecting a new digital
device more than the second embodiment does. Further description is as follows.

According to the fourth embodiment of the exemplary embodiments, the HMD UI
mode determination process includes the steps of object location determination S420,
view angle determination S430, digital device detection and location determination
5440 and HMD UI mode determination S450. Once the HMD UI mode determination
process begins S410, the HMD processor 110 detects an object in the proximity of the
HMD by the object sensor 121 and determines the location of the object S421. After
determining the step of S421, the processor 110 determines the relationship between
the HMD and the object as one of the aforementioned F1, F2, and F3 statuses. For
example, it is called F1 status when an object is detected and the detected object stays
within distance in which physical feedback is possible, shown in S422. In addition, it is

called F2 status when an object is detected and the detected object stays not within
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distance in which physical feedback is possible, shown in S423. Lastly, it is called F3
status when an object does not exist in the proximity of the HMD, shown in S424.

Then, in the case of having determined F1 status S422, the HMD 100 processor 110
further determines by the view angle sensor 120 whether the detected object is within
the HMD view angle. S431. For example, according to the step of S431, it can
determine either S1 or S2 status.

Through the step of S431, if the HMD processor 110 determines that the detected
object is not within the view angle (S2 status, S433), it determines whether a new
digital device within the predetermined distance exists. S441. For example, according
to FIG. 16, the HMD user 10 can look away from the original detected object 400 to a
nearby digital device 500. Thus, in that case, if the new device 500 is detected within
the predetermined distance through the step of S441, the HMD processor 110 tries to
perform connecting communications with the corresponding digital device 500 by
using the communications unit 140. Once communications between the HMD 100 and
the device 500 are connected, the HMD processor 110 utilizes a display method 510 in
the digital device 500 as the physical mode by using the UI control unit 170. S452.

Also, in the step of S441, if it is deemed that a new digital device does not exist
within the view angle, the HMD processor 110 interprets that the user intended to look
away for a long term and stays the non-physical Ul mode. If the original UI mode is
the physical UI mode, it may be changed to the non-physical UI mode.

On the other hand, through the step of view angle determination S431, if the HMD
processor 110 determines that the detected object is within the predetermined distance
(S1 status, S432), the HMD processor 110 operates the physical Ul mode as the HMD
UI mode. S451. The type and operating methods of the physical and non-physical Uls
shown in the first amendment will be applied the same in the fourth amendment.

In addition, although it is not shown in the drawing, according to the step of S451, if
a new digital device is detected within the predetermined distance while the object
within the predetermined distance is being applied as the physical Ul, the display
function of the corresponding new digital device can be utilized as the physical Ul
mode. For example, the physical UI on the surface of the object may be deleted but the
deleted physical Ul may be removed and applied to the display of the digital device.
Also, the physical Ul may be stayed on the surface of the object and the display
function of the digital device can be used as another physical Ul that is different from
the physical UI of the surface of the object. For example, the physical UI of the object
surface can be used as the virtual keyboard Ul and the display function of the digital
device can be used as the drawing UI. Also, for example, the physical Ul of the object
surface can be used as the numbers pad of the virtual keyboard and the display

function of the digital device can be used as the letters pad of the virtual keyboard.
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Further, in the case of the physical Ul mode being applied as if shown in S451 and
5452, the processor 110 continuously determines whether the object 400 used for the
physical UI or the digital device 500 stay not within the HMD view angle. S451/5452
7 S431. On the other hand, in the case of the non-physical UI mode being applied as if
shown in S453 and S454, the processor 110 continuously determines whether the

object is detected within the predetermined distance. S453/5454 ? S321.
FIGS. 17 and 18 as the fifth embodiment of exemplary embodiments show

flowcharts of the Ul mode determination considering the detection of a digital device.
Further illustration is as follows.

According to the fifth embodiment, the HMD UI mode includes the steps of digital
device detection and location determination S520 and HMD UI mode determination
S530. When the HMD UI mode determination process begins S510, the HMD
processor 110 detects a digital device in the proximity of the HMD using the object
sensor 121 and the communications unit 140 and determines the location of the
detected digital device. S521. After determining the step of S521, the processor 110
determines the relationship between the HMD and the digital device as one of the
aforementioned F1, F2, and F3 statuses. For example, it is called F1 status when a
device is detected and the detected device stays within distance in which physical
feedback is possible, shown in S522. In addition, it is called F2 status when a device is
detected and the detected device stays not within distance in which physical feedback
is possible, shown in S523. Lastly, it is called F3 status when a device does not exist in
the proximity of the HMD, shown in S524.

If the HMD processor 110 determines that it is F1 status S522, the HMD processor
110 performs connecting communications through the communications 140. S531. If
the communications connection is completed, the HMD processor 110 operates the
physical UI mode by using the display in the device through the aforementioned UI
control unit 170. S531. That is, the display equipped in the corresponding device can
be utilized as the HMD virtual keyboard. On the other hand, if the HMD processor 110
determines that it is F2 status S523 or F3 status S$524, the HMD processor 110 operates
the non-physical Ul mode through the aforementioned Ul control unit 170. S533.

Industrial Applicability

It will be apparent to those skilled in the art that various modifications and variations
can be made in the exemplary embodiments without departing from the spirit or scope
of the exemplary embodimentss. Thus, it is intended that the exemplary embodiments
covers the modifications and variations of this exemplary embodiments provided they

come within the scope of the appended claims and their equivalents.
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Claims
A User Interface (UI) apparatus for a Head Mounted Display (HMD)

comprising:

a sensor unit detecting whether an object exists in the proximity of the
HMD and if the object is detected, sensing a distance between the
object and the HMD; and

a processor controlling a User Interface (UI) of the HMD based on a
result of the sensor unit such that a physical User Interface (UI) mode is
applied if the detected object is within a predetermined distance from
the HMD and a non-physical User Interface (UI) mode is applied if the
object is not detected or is not within the predetermined distance from
the HMD.

The apparatus of claim 1, wherein the physical Ul mode displays an
imaginary User Interface (UI) function on a surface of the detected
object.

The apparatus of claim 2, wherein the physical Ul mode comprises at
least one of a virtual keyboard User Interface (UI) or a drawing User
Interface (UI).

The apparatus of claim 1, wherein the non-physical Ul mode operates
in a status in which the non-physical UI does not have a physical
contact with the object.

The apparatus of claim 4, wherein the non-physical Ul mode comprises
at least one of a voice recognition User Interface (UI) or a gesture User
Interface (UI).

The apparatus of claim 1, wherein the processor selects the physical Ul
mode if the detected object is within the predetermined distance and the
detected object is within a view angle.

The apparatus of claim 6, wherein the processor changes to the non-
physical UI mode if the detected object is within the view angle but is
not user-interfaceable.

The apparatus of claim 1, wherein the processor selects the non-
physical UI mode if the detected object is within the predetermined
distance from the HMD but not within the view angle.

The apparatus of claim 8, wherein the processor changes to the physical
UI mode if the detected object is not within the view angle but returns
within the view angle within a predetermined period of time.

The apparatus of claim 8, wherein the processor stays the non-physical
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UI mode if the detected object is not within the view angle and does not
return within the view angle within the predetermined period of time.
The apparatus of claim 1, wherein the processor selects the non-
physical UI mode if the detected object is within the predetermined
distance from the HMD but not within the view angle, and the detected
object does not return within the view angle within the predetermined
period of time.

The apparatus of claim 1, wherein the processor applies a display
function of a new digital device as the physical Ul mode if the detected
object is within the predetermined distance from the HMD but not
within the view angle, and the new digital device is detected within the
predetermined distance within a certain period of time.

The apparatus of claim 1, wherein the processor applies the display of
the new digital device as the physical Ul mode if the object is not
detected or is not within the predetermined distance from the HMD,
and the new digital device is detected within the predetermined
distance within the certain period of time.

A User Interface (UI) apparatus for a Head Mounted Display (HMD)
comprising:

a communications unit performing communications with a digital
device in the proximity of the HMD;

a sensor unit detecting whether the digital device exists in the proximity
of the HMD, and if the digital device is detected, sensing a distance
between the digital device and the HMD; and

a processor controlling a User Interface (UI) of the HMD based on a
result of the sensor unit, wherein a display function of the digital device
is applied as a physical User Interface (Ul) mode if the detected digital
device is within a predetermined distance from the HMD and a non-
physical User Interface (Ul) mode is applied if the digital device is not
detected or is not within the predetermined distance from the HMD.

A method providing a User Interface (UI) for a Head Mounted Display
(HMD), the method comprising:

detecting whether an object exists in the proximity of the HMD;

if the object is detected, determining a distance between the detected
object and the HMD; and

if the object is within a predetermined distance from the HMD,
applying a physical User Interface (UI) mode, and if the object is not

detected or is not within the predetermined distance from the HMD,
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applying a non-physical UI mode.

The method of claim 15 comprises selecting the physical Ul mode if
the detected object is within the predetermined distance from the HMD
and within a view angle.

The method of claim 16 comprises changing to the non-physical Ul
mode if the detected object is within the view angle but is not user-
interfaceable.

The method of claim 15 comprises selecting the non-physical UI mode
if the detected object is within the predetermined distance from the
HMD but not within the view angle.

The method of claim 18 comprises changing to the physical UI mode if
the detected object is not within the view angle but returns within the
view angle within a predetermined period of time.

The method of claim 18 comprises continuously staying the non-
physical UI mode if the detected object is not within the view angle and
does not return within the view angle within the predetermined period

of time.
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