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(54) Title: IMAGE RECOGNITION METHOD AND IMAGE RECOGNITION APPARATUS
DESCRIPTION

IMAGE RECOGNITION METHOD AND IMAGE RECOGNITION APPARATUS

5 TECHNICAL FIELD

The invention relates to an image recognition method of presuming information such as name, type, existence position, orientation, and the like of a target by using a photograph image of the target. The "target" mentioned here denotes an arbitrary object and may be any one of, for example, a human, an animal, an automobile, a camera, a printer, a semiconductor substrate, and the like.

BACKGROUND ART

15 In recent years, there has been a method of presuming a type and an existence area of a target object by pattern matching an image of the target object which has preliminarily been learned and an image including a target object which was newly-photographed (for example, refer to the Official Gazette of Japanese Patent Application Laid-Open No. 2002-32766). In the above method, an eigen value and an eigen vector are calculated from the image of the target object which has preliminarily been learned and registered. Such a device that the target object can be recognized by the smaller number of models by projecting an image cut out from the newly photographed image to its eigen vector has been made. A device to further raise a recognition
rate by using partial learning images which are obtained by
dividing the image of the target object which has preliminarily-
been learned and registered has also been disclosed.

However, according to the pattern matching method of
the image represented by the foregoing method, there is such
a problem that it takes a long time to recognize. Particularly,
if the number of classes to be discriminated is very large, there
is such a problem that a recognition time explodes. For example,
it is now assumed that there are 1000 kinds of target objects
(for example, faces of 1000 persons are registered) and there
are 100 (also including a profile and the like) learning images
(per object) photographed from various angles for each target
object. Thus, 100000 learning patterns exist in total.
Consequently, even if an image collation of one registration
image and the new photograph image can be made for 10 nsec, one
second is required to obtain a final recognition result.

As for the registration image mentioned here, for example, an inside of a circumscribed rectangle surrounding the
target object is presumed. As for the new photograph image,
an image of a large size including the registration image is
presumed. Therefore, the image collation of one registration
image and the new photograph image is not a simple image pattern
matching of a one-to-one correspondence relationship but
includes a position specifying task for specifying in which
portion in the new photograph image the target object exists.
Specifically speaking, for example, by cutting out the new
photograph image by a sliding window and matching each cut-out
ingame and the registration image, the image collation is realized. Therefore, although it depends on the number of pixels of each of the registration image and the new photograph image, the foregoing image collating time of 10 nsec can be regarded as a time obtained in the case where the images have been processed at a very high speed in terms of a current computer processing speed.

Further, in the related art, according to the image matching method using the partial learning images mentioned above, such a problem that the recognition time explodes appears typically. For example, now assuming that one learning image was divided into 100 (= 10 x 10) overlap partial images, since the number of registration images to be matched is increased 100 times, a calculating time is also simply increased 100 times. In the case of the foregoing example, a time of 100 seconds is required.

Even if the number of dimensions was reduced by using the eigen vector by the foregoing method, although the calculating time of the distance calculation can be reduced, since a vector calculation adapted to reduce the number of dimensions cannot be omitted, a high speed of the total image recognition cannot be eventually realized. Such an essential problem that the image collation of the same number of times as the number of kinds of registration images is necessary is not solved at all.
DISCLOSURE OF INVENTION

According to one aspect of the present invention, an image recognition method is provided which comprises: a first extracting step of extracting, from every registration image which is previously registered, a set of registration partial images of a predetermined size; a second extracting step of extracting, from an input new image, a set of new partial images of a predetermined size; a discriminating step of discriminating an attribute of the new partial image based on a rule which is formed by dividing the set of the registration partial images extracted in the first extracting step; and a collecting step of deriving a final recognition result of the new image by collecting discrimination results in the discriminating step at the time when the new partial images as elements of the set of the new partial images are input.

Further features and aspects of the present invention will become apparent from the following detailed description of exemplary embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram illustrating a processing construction of an image recognition apparatus of an embodiment.

FIGS. 2A and 2B are flowcharts illustrating a processing procedure of an image recognition method of the embodiment.

FIG. 3 is a diagram illustrating an example of a
FIG. 4 is a diagram for describing a partial image attribute discriminating step.

FIG. 5 is a diagram for describing a registration partial image group.

FIG. 6 is a diagram schematically illustrating a learning step.

FIG. 7 is a diagram for describing specific processes of the learning step.

FIG. 8 is a diagram for describing a method of dividing a partial image set.

FIG. 9 is a diagram for describing a partial image result collecting step in a second embodiment.

FIGS. 10A and 10B are diagrams for describing a third embodiment.

FIG. 11 is a flowchart for describing the third embodiment.

FIG. 12 is a flowchart for describing a partial image size deciding step in a fourth embodiment.

FIG. 13 is a diagram for describing a size evaluating method in the partial image size deciding step in the fourth embodiment.

FIG. 14 is a diagram for describing a size evaluating method in the partial image size deciding step in a fifth embodiment.

FIG. 15 is a diagram schematically illustrating a hardware construction of an information processing apparatus.
method of the operation of the partial image size deciding step in the fifth embodiment.

FIG. 16 is a flowchart illustrating a processing procedure in a sixth embodiment.

FIG. 17 is a flowchart illustrating a recognition processing procedure by a classification tree in the sixth embodiment.

FIGS. 18A and 18B are diagrams for describing a voting method in the sixth embodiment.

FIG. 19 is a diagram for describing weight distribution at the time of voting in the sixth embodiment.

BEST MODE FOR CARRYING OUT THE INVENTION

Embodiments of the invention will be described hereinbelow with reference to the accompanying drawings.

FIG. 1 is a diagram for describing a fundamental processing construction of an image recognition apparatus according to the embodiment. FIGS. 2A and 2B are flowcharts illustrating a processing procedure of an image recognition method according to the embodiment.

First, a size 102 of a partial image to be cut out is preliminarily decided in a partial image size deciding unit 101. Details of processing contents of the partial image size deciding unit 101 will be described in the fourth embodiment.

It is now assumed that the proper partial image size 102 is preliminarily decided by the partial image size deciding unit
In the case of registering an image serving as a comparison target at the time of recognition, a registration partial image set 105 is extracted from a registration image 103 by a registration partial image set extracting unit 104 serving as first extracting means based on the partial image size 102. Assuming that the number of extracted registration partial image sets 105 is equal to $M$ every registration image and the number of registration images is equal to $N$, the number of all extracted registration partial image sets 105 is equal to $N \times M$. Further, a dictionary 114 for recognition is formed by a dictionary forming unit 113 from the registration partial image sets 105. A process to form the dictionary 114 for recognition is not indispensable but the registration partial image sets 105 may be used as they and recognized.

On the other hand, in the case of recognizing a new image, a new partial image set 108 of the partial image size 102 is extracted from a new image 106 by a new partial image set extracting unit 107 serving as second extracting means. In a partial image attribute discriminating unit 109, attributes of each of the new partial images constructing the new partial image set 108 are discriminated based on the registration partial image sets 105 which have already been extracted or based on the dictionary 114 formed therefrom.

Finally, discrimination results 110 of the new partial images as elements of the new partial image set 108 are collected
by a partial image discrimination result collecting unit 111, so that a final recognition result 112 is obtained. In the first embodiment, the partial image discrimination result 110 is only a discrimination result of the attribute. However, in the second embodiment, position information 115 showing a position in the image of the partial image is included in the partial image discrimination result 110. Details will be described in the second embodiment.

It is assumed that the number of partial images constructing the new partial image set 108 extracted by the new partial image set extracting unit 107 is equal to K. At this time, if a process called "template matching" as represented in Patent Document 1 is used in the partial image attribute discriminating unit 109, it is necessary to execute the collating process \( N \times M \times K \) times in total. At this time, the registration partial image set 105 is used in the partial image attribute discriminating unit 109.

On the other hand, in the method shown in the embodiment, the number of processing times can be reduced to K times by using what is called a machine learning. At this time, the dictionary 114 is used in the partial image attribute discriminating unit 109.

Generally, a relation between constants \( M \) and \( K \) described above is \( M \neq K \). However, if a size of registration image and a size of new image are equal, for example, if all of the partial images included in each image are used, the relation
of $M = K$ is satisfied. A case where the size of registration image and the size of new image are different will be described in detail in the third embodiment.

The partial image discrimination result collecting unit 111 will be more specifically described. "Attribute" denotes $N$-dimensional probability vectors of $(p_1, p_2, \ldots, p_N)$. $P_i$ denotes a probability in which the new partial image is included in the $i$-th registration image. If the new partial image set 108 is constructed by the $K$ partial images, $K$ $N$-dimensional probability vectors exist. The final recognition result 112 becomes an index of the registration image showing the maximum probability among the average probabilities obtained by executing a process in which an arithmetic mean of those $K$ probability vectors is simply calculated, a process in which an arithmetic mean after logarithms of them were obtained is calculated (corresponding to a geometric mean in which $K$ probabilities are multiplied), or the like.

FIG. 2A is a flowchart at the time of learning and FIG. 2B is a flowchart at the time of discrimination.

At the time of learning, a loop of steps S101 to S105 is executed with respect to each of the registration images, a loop of steps S102 to S104 is executed with respect to each of the partial images in each registration image, and the registration partial image set 105 is formed. A loop of the registration images of steps S101 to S105 is executed $N$ times, a loop of the partial images of steps S102 to S104 is executed
M times, and the extraction of the partial images of step S103 is executed \( N \times M \) times.

In the image recognition method of the embodiment, desirably, the dictionary 114 is formed from the registration partial image sets 105 in step S107. However, the embodiment is not limited to the method of using the mechanism of what is called a machine learning but the image matching may be performed by using the registration partial image sets 105 as they are.

FIG. 2B is the flowchart at the time of the discrimination. First, a loop (S107 to S110) for discriminating the attribute of the partial image is executed while the partial images included in the new image are extracted from the new image. This loop is executed \( K \) times. The partial images which are extracted in step S108 are partial images in one new image constructing the new partial image set 108.

In step S110, the partial image discrimination result 110 is derived from the new partial image by using the registration partial image set 105 or the dictionary 114.

In step S111, the partial image discrimination results 110 are collected and the final recognition result 112 is derived.

FIG. 3 is a block diagram illustrating a construction of an information processing apparatus in which the image recognition methods according to all embodiments including the present embodiment are executed.

The image recognition method is installed into an apparatus having an external storage device 201, a central
processing unit (CPU) 202, a memory 203, and an input/output apparatus 204. The external storage device 201 stores a program for realizing processes in the embodiment, registration images photographed by a camera, the dictionary 114 formed by using the registration images, and the like. The external storage device 201 also has a function for holding a recognition result of the target object derived by the embodiment. The CPU 202 executes the program of the image recognition method and controls each unit of the apparatus. The memory 203 temporarily stores the program which is used by the CPU 202, subroutines, and data. The input/output apparatus 204 fetches images from the camera, makes an interaction with the user, or outputs an image recognition result to another information processing apparatus. Although the camera is generally used as an input apparatus, an apparatus such as a scanner can be used. There is also a case where the user issues, through the input/output apparatus, a trigger for executing the program to realize the image recognition method of the embodiment. There is also a case where the user sees the result or controls parameters of the program through the input/output apparatus. There can also be a case of an apparatus for controlling a robot as an output destination.

A process of the partial image attribute discriminating unit 109 will be described in detail by using FIG. 4. In the image recognition method of the embodiment, the method of what is called a machine learning is presumed. In this case, the process of the partial image attribute
discriminating unit 109 is divided into two phases of a learning phase and a recognition phase.

In the learning phase, a discriminator 303 is formed from a registration partial image set 301 by a learning unit 302. In the discriminator 303, an algorithm which is generally used in the machine learning such as neural network or support vector machine can be used. More desirably, a method using a set of classification trees, which will be mentioned in FIG. 6 and subsequent diagrams, can be used.

The discriminator 303 makes a discrimination according to the attributes of the partial image and its substance is internal parameters after the learning of the adopted algorithm. Specifically speaking, in the case of the neural net, the internal parameters are a set of weights of all connections, and in the case of the support vector machine, they are a set of all support vectors. In the case of the classification trees, a set of discrimination parameters in each internal node of a tree structure and a set of class existence probabilities in each terminal node become the internal parameters. The internal node mentioned here denotes a node having child nodes. The terminal node mentioned here denotes an end node having no child nodes.

In the recognition phase, in an attribute discriminating unit 305, a new partial image extracted from a new image is discriminated by using the discriminator 303, thereby obtaining an attribute discrimination result 306. A
new partial image 304 corresponds to each element constructing the new partial image set 108 in FIG. 1. The attribute discrimination result 306 corresponds to the partial image discrimination result 110 in FIG. 1.

Although an expression "attribute discrimination" has been used in the attribute discriminating unit 305 in FIG. 3, it is ordinarily called "recognition" in the field of the machine learning. This is because in the attribute discriminating unit 305, the new partial image and the registration partial image are not collated one by one but a degree of similarity of the new partial image to the registration partial image is derived based on the discriminator 303 in which information of all of the learned registration partial image groups has been stored.

In the embodiment, there are a plurality of new partial images 304 and there are also a plurality of attribute discrimination results 306. By collecting them in the partial image discrimination result collecting unit 111 in FIG. 1, the final recognition result 112 is obtained. The reason why the expression "recognition" is not purposely used in the attribute discriminating unit 305 is that it is intended to emphasize a point that the final recognition result is not obtained.

According to the pattern matching method in the related art, in the attribute discriminating unit 305, processes of every all combinations of the registration partial image set 105 and the new partial image set 108 are necessary. On the other hand,
in the embodiment, the processes of the number of times as many as the number of elements of the new partial image set 108 are fundamentally necessary.

Subsequently, the registration partial image set 105 will be described by using FIG. 5. M partial images are extracted from one registration image (learning image). They are called a partial image set. Although the partial images constructing the partial image set do not necessarily overlap, it is desirable that they are comprehensively extracted from the original learning image so as to overlap.

For example, it is assumed that a size of learning image is equal to 100 x 100 pixels and a size of partial image is equal to 50 x 50 pixels. Now, assuming that an intermediate position (what is called a subpixel) between the pixels is not considered, the number of all partial images which are extracted from one learning image is equal to 2601 (=51x51). Now, assuming that the non-overlapped partial images were extracted, 4 (=2 x 2) partial images are obtained in total.

It is desirable that the partial image set is constructed by many partial images as large as possible (for example, the half or more) included in all of 2601 partial images. As a final learning (registration) partial image group, every M registration partial images tagged to the same class (= synonymous with the index of the registration image) are obtained, that is, M x N learning partial images are obtained in total.

Subsequently, a learning algorithm will be described.
FIG. 6 is a diagram schematically illustrating a process of the learning unit 302. A process of the attribute discriminating unit 305 will be also described by using the same diagram.

In the learning of the embodiment, L discriminators of the tree structure called a classification tree are formed. Although L may be equal to 1, a number in a range from 10 to 30 is desirable. The classification tree is constructed by the internal node and the terminal node. In the internal node, a discriminating expression, a discriminating rule, or a discriminating routine to discriminate to which child node a process advances exists. In the terminal node, an existence probability of the class as a recognition target has been held.

In the learning phase, bisection trees are formed by using the learning partial image groups illustrated in FIG. 5. Since L classification trees exist in total, the formation of the classification tree is executed L times. When the classification trees are formed, in the internal node of each classification tree, two pixels are selected at random and luminance of the pixels is compared, thereby dividing the set of the partial images included in the learning partial image group into two parts. The above processes will be described in detail hereinafter by using FIG. 7.

Although the two pixels have been selected at random in the embodiment, it is also possible to construct in such a manner that two arbitrary rectangular areas in the partial image are selected at random and average luminance of the rectangular
areas is compared, thereby executing a branching process. It is also possible to construct in such a manner that a plurality of prepared mask patterns instead of the rectangles are used, two arbitrary kinds of mask patterns existing at arbitrary positions in the partial image are selected at random and average luminance of the areas is compared, thereby executing the branching process.

In the attribute discriminating unit 305 for processing the new partial image by using the classification tree set, the process for tracing the classification trees are executed L times. As a result of tracing the classification trees with reference to the new partial image, the process finally reaches the terminal node L times. Assuming that there are N registration images, since N existence probability vectors \((p_1, p_2, ..., p_N)\) have generally been stored in each terminal node, L probability vectors are eventually obtained. Finally, the average probability obtained by executing the process in which an arithmetic mean of those L probability vectors is simply-calculated, a process in which an arithmetic mean after logarithms of them were obtained is calculated (corresponding to a geometric mean in which L probabilities are multiplied), or the like becomes a final output of the attribute discriminating unit 305 in the embodiment. As a method of fining the average probability, the probabilities other than the value of the highest probability may be set to 0. This corresponds to such a process that the class having the highest score by the voting
of the recognition results of what are called \textit{L} classification
trees is set to a result of the attribute discriminating unit 305.

Subsequently, an order of a calculating time by the
attribute discriminating unit 305 will be analyzed. Since the
number \textit{L} of classification trees mentioned above is a constant,
it has no relation to the order of the calculating time. The
calculating time is proportional to a depth of classification
tree and its maximum value increases in proportion to the
logarithms of the number as many as the number of images which
are registered. That is, in the case of the image recognition
method of the embodiment, even if the speed is slow, only the
calculating time of the order of log (the number of registration
partial images) is needed. On the other hand, in the image
collating method in the related art as disclosed in Patent
Document 1, a calculating time of the order of the number of
registration partial images is necessary.

A specific process of the learning unit 302 will be
described by using FIG. 7.

The formation of the classification trees is realized
by recursively calling \texttt{Split\_a\_node (S)} of a subroutine 601. The
subroutine \texttt{Split\_a\_node (S)} calls \texttt{Pick\_a\_random\_split (S)} of a
subroutine 602 and \texttt{Stop\_Split (S)} of a subroutine 603.

The images existing in the top node (root node) of
the classification tree are all of the registration partial
images. \texttt{S} at the time of calling \texttt{Split\_a\_node (S)} first becomes
all of the registration partial images (the whole set is also a type of partial set).

Such a process that the subroutine 601 is recursively called denotes that as a result of Split_a__node (S), the set of the registration partial images is divided into two sets SO and Sl and Split_a__node (SO) and Split_a__node (Sl) are executed.

As contents of Split_a__node (S) of the subroutine 601, first, Split_a__node (S) is called and when a return value is TRUE, the node is set to the terminal node and the recursive call is finished. In the terminal node, the existence probability of the class is stored as described so far. The existence probability of the class is obtained by counting the number of classes of the registration images in S from S as an argument of the subroutine Split_a__node. For example, if only the partial images of a certain registration image are included in the set of the registration partial images of S, the probability of the class is equal to 1 and the probabilities of other classes are equal to 0.

Subsequently, if a return value of Stop_Split (S) is FALSE, Pick_a_random_split (S) is called Z times (for example, Z = 1000). If the division serving as a return value of Pick_a_random_split (S) is OK, the processing loop is finished and the division is returned. The division is OK under a condition that one or more registration partial images are included in both of SO and Sl (|S| denotes the number of elements included in the set S).
If the division of OK cannot be performed even after Pick_a_random_split (S) was tried Z times, the node is set to the terminal node and the recursive process is finished.

The Pick_a_random_split (S) routine selects two pixels in the image at random and compares their luminance as described in FIG. 6.

Stop_Split (S) of the subroutine 603 is a routine for discriminating whether or not the condition of the terminal node is satisfied, entropy (S) is an information entropy of the set S of the registration partial images. Assuming that the existence probabilities of the classes are \((p_1, p_2, \ldots, p_N)\), entropy (S) is calculated by an expression \(-\sum (p_i \log (p_i))\). For example, assuming that S includes only the partial images included in a certain registration image, the entropy is equal to 0.

By changing a value of a threshold of Stop_Split (S), a reference adapted to discriminate a degree of pureness of the node at which it is set to the terminal node can be changed. For example, assuming that the threshold is equal to 0, only the partial images of a certain registration image are certainly included in the terminal node.

In the embodiment, it is also possible to construct in such a manner that the function Stop_Split (S) always returns TRUE. Thus, the recursive node formation (development) is not executed but a structure in which only the root node and its child nodes exist is formed.
Subsequently, the operation of `Split_a_node (S)` of the subroutine 601 will be described by using FIG. 8.

Assumed that the number of elements of the set of the registration partial images is equal to, for example, 16 (the number of registration partial images is equal to 16), 16 images written on the left side of FIG. 8 exist in the root node.

Two pixels are selected at random in the root node and all partial images included in the registration partial image set are divided into two sets by comparing their luminance. In the example of FIG. 8, 10 partial image remain in the left child node and 6 partial image remain in the right child node. The images illustrated in gray denote the images which did not remain.

Subsequently, in the right child node, if the return value of `Stop_Split (S)` of the subroutine 603 is FALSE, the further lower child node is developed. At this time, other two pixels are selected at random and their luminance is compared, thereby dividing the set.

In the example illustrated in FIG. 8, three elements remain in both of the left child node and the right child node.

Subsequently, the second embodiment will be described by using FIG. 9.

In the first embodiment, all of the partial images included in a certain registration image have been handled as images of the same class. In the second embodiment, all of them are handled as images of the different classes.

"Class" denotes a type of target to be discriminated.
in the machine learning and, ordinarily, indicates a type of registration image in the case of the image recognition. "All of the partial images included in a certain registration image are handled as images of the same class" mentioned above denotes that various kinds of partial image groups included in a certain registration image are handled as image groups of the same type although "appearances" differ. On the other hand, "All of the partial images included in a certain registration image are handled as images of the different classes" denotes that the partial images extracted from the different positions are handled as images of the different types although they are derived from the same registration image. Specifically speaking, by providing position information for the partial images, the partial images are distinguished one by one.

Assuming that there are N registration images and there are N partial images per registration image, there are M x N registration partial images in total and the number of classes is equal to N in the first embodiment. There are M x N registration partial images in total and the number of classes is equal to M x N in the second embodiment.

A specific example of the position information and its using method will be described by using FIG. 9.

In FIG. 9, it is assumed that there are two registration images of a registration image A and a registration image B and there are 3x3 = 9 non-overlapped partial images per registration image. Although the partial images overlap desirably in the
embodiment, since generality is not lost even if they do not overlap, an example in which the partial images do not overlap will be described hereinbelow for simplicity of description.

Arrows of broken lines drawn in FIG. 9 indicate a combination of the most matched registration partial image and input partial image among the discrimination results 110 in FIG. 1 and the attribute discrimination results 306 in FIG. 3. There are nine new partial images and there are results of the matching with 18 \((= 9 + 9)\) registration partial images for each of them.

Generally, as a result of the partial image attribute discrimination, class existence probabilities of 18 dimensions of \((p_1, p_2, ..., p_{18})\) are derived for each of the nine new partial images. However, for simplicity of description, a description is made on the assumption that the probability of the most matched partial image illustrated in the diagram is equal to 1 and the probabilities of the other partial images are equal to 0. The following discussion can be expanded to a general case by calculating a weight average by the probability vectors \((p_1, p_2, ..., p_{18})\).

As a result of the partial image attribute discrimination, the nine partial images of the new image are matched with the six partial images of A and the three partial images of B. When the number of accurately matched partial images is assumed to be a score, in the case of the first embodiment, a point of A is equal to 6, a point of B is equal to 3, and the new image is recognized as a registration image A.
However, when considering a definition of "accurately matched partial images" while also including the position information, a point of A is equal to 1, a point of B is equal to 3, and the new image is recognized as a registration image B. This is the simplest example of the second embodiment.

In this case, assuming that the correct recognition result of the new image is B eventually, the case of the first embodiment is wrong and the case of the second embodiment is a correct solution.

In the case of precisely calculating the score, the score maybe calculated by using a function of a distance D between the position of the matched partial image and the position where the partial image should inherently be matched. For example, a function (evaluating expression) such as exp(-C*D), exp(-C*D*D), or 1/(1+C*D*D) (C is an arbitrary positive constant, exp is an exponential function) may be used.

A calculating expression in the case where exp(-C*D) is used for the score will be described hereinbelow. (For simplicity of description, it is assumed that D is an Euclidean distance on two dimensions and C = I).

As illustrated in FIG. 9, as for the new partial images and the partial images of the registration image A, they are matched with the six partial images of the registration image A among the nine new partial images. When distances on two dimensions from those positions are calculated, the distances from (left upper A(O, I)), (right upper A(O, O)), (left middle
A(0, 1)), (left lower A(2, 2)), (middle lower A(2, 2)), and (right lower A(0, 2)) are equal to Vl, V4, Vθ, V4, Vl, and V4 (in this instance, the expression such as "left upper" denotes the position of the partial image in the new image, and the subsequent expressions such as A(0, 1) denotes a matching result corresponding thereto), respectively. Thus, the total score of A is equal to 1 + 2e⁻¹ + 3e⁻².

As for the new partial images and the partial images of the registration image B, they are matched with the three partial images of the registration image B among the nine new partial images. When distances on two dimensions from those positions are calculated, the distances from (middle upper B(1,0)), (middle middle B(1,1)), and (right middle B(2,1)) are equal to Vθ, Vθ, and Vθ, respectively. Thus, the total score of B is equal to 3.

Although the total score has been derived by adding the scores of the matched partial images in this example, the total score may be derived by multiplying them.

Subsequently, the third embodiment will be described by using FIGS. 10A, 10B and 11.

In the first and second embodiments, the registration images have the rectangular shapes. That is, all of the insides of the rectangles have been handled as registration images. However, generally, the inside of the rectangle of the registration image can be separated into a target and a background. For example, it is now assumed that a target illustrated in FIG.
1OA has an elliptic shape in the registration image. In the third embodiment, all of the partial images in the registration image are not extracted in the registration partial image set extracting unit 104 in FIG. 1 but only the partial image in the ellipse where the target exists is extracted. Thus, only the image in the target can be extracted without extracting the background image.

A condition which is looser than such a condition that the partial image to be registered is completely included in the target can be also set. For example, such a condition that the partial image in which an area occupied by the target in the partial image is equal to 80% or more is extracted can be also set.

The above operation is illustrated as a flowchart in FIG. 11.

In a partial image evaluating loop 1101, all of the partial images included in the image are checked. As mentioned in the above example, for instance, only the partial image in which the area occupied by the target in the partial image is equal to 80% or more is added to an adopted partial image set 1102.

On the other hand, in the partial image attribute discriminating unit 109, also in the embodiment, a matching with an arbitrary partial image extracted from the new image is performed in a manner similar to the first and second embodiments. This is because since the target object included in the new image
is unknown, which position of the new image should be seen is not preliminarily known.

The embodiment has been described on the assumption that the size of registration image and the size of new image are equal in the first and second embodiments. However, generally, the new image is larger than the registration image. Such a point is described in FIG. 10B.

For example, it is assumed that the size of registration image is equal to 100 x 100 and the size of partial image is equal to 20 x 20. In the first and second embodiments, since the size of new image is equal to the same size of 100 x 100 as that of the registration image, the number of partial images which are extracted in the new partial image set extracting unit 107 is equal to 6561 (= 81 x 81).

On the other hand, in the embodiment, assuming that the size of new image is equal to 200 x 200, the number of partial images which are extracted in the new partial image set extracting unit 107 is equal to 32761 (= 181 x 181).

A case where all of the registration images are extracted from the new image and matched (matching of the registration images by what is called "sliding window") is considered. Assuming that the size of registration image is equal to 100 x 100 and the size of new image is equal to 200 x 200, the matching is executed 10201 (=101 x 101) times. On the other hand, also in the case of using the foregoing partial images, the number of matching times is increased merely by about
three times. Therefore, if a processing speed of the partial image attribute discriminating unit 109 is high (more accurately speaking, if the speed does not decrease in proportion to the number of registration images), the image recognition method in the embodiment using a very large number of registration partial images can be sufficiently suited to practical use.

Subsequently, the fourth embodiment will be described by using FIGS. 12 and 13. In the fourth embodiment, an example in which the partial image size deciding unit 101 is practically installed. In the embodiment, the size of partial image is decided by using a method of what is called "cross validation".

The registration images 103 in FIG. 1 are classified into a sample registration image group 1301 and a sample new image group 1302 by a method, which will be described hereinafter.

Although it is generally divided into two parts at random, it is also possible to construct in such a manner that assuming that there are N registration images 103, one of them is set to a sample new image (group), and other images are set to a sample registration image group. (This is called "leave one out method". In this case, an evaluation of a recognition rate is performed by an average of values of the recognition rates obtained by circulating the sample new image N times and a recognition rate evaluating loop 1303 is executed \(N \times (\text{the number of kinds of sizes of the partial images which are evaluated}) \) times.)

First, the size of partial image is temporarily decided
to a certain size, the sample registration image group 1301 is set to the registration images 103, and the learning is performed. The learning is performed in the learning unit 302. Subsequently, each image of the sample new image group 1302 is set to the new image 106 one by one and the image is recognized. By collecting the recognition results 112 obtained from all of the new image groups, the recognition rate in the case where the partial images have a predetermined size is obtained.

FIG. 13 is a graph obtained by plotting a difference of the recognition rates at the time when the size is varied. An axis of abscissa indicates a partial image size and an axis of ordinate indicates an average recognition rate evaluated at the size.

In this example, since the partial image size has a peak at the size of 40, 40 is selected in a maximum recognition rate deciding step 1304 and an optimum partial image size 1305 is equal to 40. It is an important point in the embodiment that the partial image size is evaluated by using the image recognition method mentioned in the first to third embodiments.

Subsequently, the fifth embodiment will be described by using FIGS. 14 and 15.

Although the cross validation method mentioned in the fourth embodiment has such an advantage that the partial image size of high recognition performance can be determined, such a disadvantage that very large computer costs are necessary also exists. In the embodiment, an example of the simpler process
of the partial image size deciding unit 101 will be described.

FIG. 14 is a graph obtained by properly selecting two registration images belonging to the different classes from the registration images 103 in FIG. 1 and analyzing a structure between their partial image groups. (Hereinbelow, "class" denotes a type of registration image. For example, the image of the class A is a face image of Mr. A and the image of the class B is a face image of Mr. B.)

In the graph of FIG. 14, an axis of abscissa indicates a size of partial image and an axis of ordinates indicates (intraclass average distance/interclass distance). The intraclass average distance and the interclass distance will be described by using FIG. 15.

Although a characteristics space is illustrated like a 3-dimensional space in FIG. 15, it is illustrated for convenience of description. Actually, the characteristics space is an extremely high-dimensional space. More specifically speaking, it is a space of the dimensions of the number as many as the number of pixel sizes of the partial image. "Distance" which will be used in the following description denotes a Euclidean distance. The embodiment is not limited to the Euclidean distance but an arbitrary distance scale can be used.

For example, it is assumed that a size of registration image 103 is equal to 100 x 100. It is also assumed that there are two images of the class A and class B. Assuming that a size
of partial image is a full size of 100 x 100, the number of registration partial images is equal to 1 for each class. They are arranged in a space layout on the right side in FIG. 15. The number of dimensions here is equal to 10000 (= 100 x 100).

In the following description, O in FIG. 15 denotes one partial image. As for the layout of the class A and class B, a description will be made on the assumption that the left side shows the class A and the right side shows the class B for convenience of description.

"Intraclass average distance" denotes an average of distances between an average partial image of the class and the respective partial images. In this case, since there is only one partial image, the average partial image of the class becomes the "registration image itself" and the intraclass average distance is equal to 0.

"Interclass distance" denotes a distance between the average partial images of the class (=between the two registration images). In the case of the right side in FIG. 15, it indicates a length of lateral arrow.

Eventually, (intraclass average distance/interclass distance) as an axis of ordinates in FIG. 14 is equal to 0 since its numerator is equal to 0.

When the "intraclass average distance" and "interclass distance" are described by using numerical expressions, they are as follows.

It is assumed that a vector of the partial image is
expressed by $V_{xy} (i: \text{index of the partial image}, x, y: \text{coordinates}, I: \text{pixel value (real number) of the coordinates}).$

Thus, an average partial image (vector) $\bar{I}_{xy}^i$ is defined by $\frac{1}{N} \sum_{i=1}^{N} I_{xy}^i$, where $N$ is the number of partial images.

The intraclass average distance (scalar) is defined by $d' = \frac{1}{XY} \sqrt{\sum_{i=1}^{N} (I_{xy}^i - \bar{I}_{xy}^i)^2}$, where $X$ and $Y$ are lateral and vertical size of the image, respectively.

The interclass distance is defined by

$$D = \frac{1}{XY} \sqrt{\sum_{i=1, j \neq i}^{N} (I_{xy}^A - I_{xy}^B)^2}$$

Subsequently, a partial image size of 30 at which the index of the graph of FIG. 14 indicates a peak will be described. When the size of partial image reaches 30 x 30, the number of partial images of each of the classes A and B is equal to 5041 (~ 71 x 71) and the number of dimensions is equal to 900 (~ 30 x 30).

A diagram illustrated at the center of FIG. 15 is a space of 900 dimensions and this diagram illustrates how the partial images are distributed. Accurately describing, although the number of $O$ with respect to each of the classes A and B ought to be equal to the number (~5041) of partial images, most of them are omitted here because they cannot be fully illustrated.

Two bold arrows 1601 and 1602 indicate "intraclass
average distance". Specifically speaking, as described above, it is defined by "average of distances between an average partial image of the class and the respective partial images". The "intraclass average distance" which is used in the index is set to an average of the intraclass average distance 1601 of the class A and the intraclass average distance 1602 of the class B.

As illustrated at the center of FIG. 15, when the number of partial images is large to a certain extent, its distribution spreads and the intraclass average distance increases. In FIG. 15, "degree of expanse of the class" is expressed by a large ellipse surrounding the partial images shown by O.

Although the "interclass distance" (length of arrow in the lateral direction) is smaller than that in the case of 100 x 100 on the right side in FIG. 15, the final index (intraclass average distance/interclass distance) is larger.

When the size of partial image is further reduced (5 x 5), they have a space layout as illustrated on the left side in FIG. 15. The number of dimensions is equal to 25 (= 5 x 5) and the number of partial images of each of the classes A and B is equal to 9216 (= 96 x 96).

Although the "interclass distance" is further shortened, the "intraclass average distance" decreases more than it, so that the index (intraclass average distance/interclass distance) decreases. This means that although the number of partial images increases, its distribution range decreases
relatively. This corresponds to a case where a character of the distribution of the partial images is extinguished and it becomes difficult to distinguish the partial image group of A from the partial image group of B.

The partial image size evaluating method using (intraclass average distance/interclass distance) described above is a concept which is liable to be confused with what is called "separating function of Fisher". However, there is a reverse relation between the foregoing index and that of the separating function of Fisher. That is, the separating function of Fisher intends to decrease the distribution range in the class as much as possible and to increase the distribution range between the classes as much as possible. On the contrary, the index (intraclass average distance/interclass distance) described in the embodiment becomes such an index as to decrease the distribution range between the classes as much as possible and to increase the distribution range in the class as much as possible.

Since the nature that is substantially opposite to that of the separating function of Fisher is seen according to such an index, in the ordinary feeling, when the index is large, it is felt as if the recognition rate decreased. However, according to the image recognition method using the partial images of the invention, when the index is large, this means that a form of set of the partial images has a sufficient meaningful structure (distribution) and such a phenomenon that the
recognition rate rises eventually (experientially) occurs.

The sixth embodiment will be described hereinbelow by using FIGS. 16 to 19.

In the sixth embodiment, a technique in which images obtained by photographing a target object from various directions are learned as registration images and the target object is detected from the input images including the target object is realized. A learning step (302 in FIG. 4) in the sixth embodiment is fundamentally the same as that in the second embodiment. That is, N images obtained by photographing one target object from N orientation directions are used as N registration images in FIG. 8. For example, images as illustrated in FIG. 18B are obtained. A plurality of partial images are extracted from them and set as registration partial images.

Ordinarily, those N orientation directions become orientation directions in which the directions directing from points arranged at regular intervals on a geodesic dome toward the center of the object are multiplied by an inplane rotation of the camera or image. By preparing the registration images as mentioned above, even if the target object has been photographed at which orientation in the input image, it can be recognized and detected. Such an operation that the matching of the N registration images is performed by the machine learning is equivalent to such an operation that the discrimination of N classes is made. A description will be made hereinbelow on the assumption that the N registration images and the N
orientation classes are identified.

Images obtained by artificially photographing the target object from various directions from, for example, a CAD image may be formed by using a technique of computer graphics.

Although the embodiment has been described on the assumption that there is one target object, even if there are a plurality of target objects, its essence does not change.

The more the number of orientation classes is increased, the orientation can be discriminated in more detail.

That is, in order to realize high resolution with respect to the orientation, it is necessary to set the number N of registration images to an enough large value. However, even if a description will be made by assuming N = 2, its essence does not change. Therefore, it is assumed that N = 2 hereinbelow for simplicity of description. The target object is a rectangular parallelepiped as illustrated in FIG. 18B. It is assumed that the two (= N) orientation classes are set to the orientation facing to the front right and the orientation facing to the front left as illustrated in FIG. 18B. In order to realize high object recognition and detecting performance, it is also necessary to set the number (M) of partial images to a certain large value. However, even if a description will be made by assuming M = 2, since its essence does not change, it is assumed that M = 2 hereinbelow for simplicity of description.

Specifically speaking, it is assumed that registration partial images in the orientation classes are images 1910 and 1911 in
the class 1 and are images 1913 and 1914 in the class 2 as illustrated in FIG. 18B, respectively. In FIG. 18B, a center position of the target object in the registration image is shown by 1912 in the class 1 and by 1915 in the class 2.

A step of detecting the object will now be described. FIG. 16 is a diagram illustrating a flowchart for an object detecting routine in the sixth embodiment. In the object detecting step, first, while sliding a window by the image which has newly been input, a routine for processing a partial image existing in the window is executed. This loop is a loop of S1701 to S1707. This state corresponds to the same operation as that in FIG. 10B used in the description of the third embodiment.

For example, it is assumed that a size of registration image is equal to 100 x 100 and a size of partial image is equal to 20 x 20. Assuming that a size of new image is equal to 200 x 200, the number of partial images which are extracted in an partial image extracting step in S1702 (the same as new partial image set extracting step S107 in FIG. 2B) is equal to 32761 (=181 x 181). In is also possible to construct in such a manner that all of the 32761 (=181x181) partial images are not processed in the loop of S1701 to S1707 but a proper number of partial images among them are sampled, thereby realizing a high speed.

In this loop, the extraction of the partial images is first executed (S1702) and the extracted partial images are input, thereby obtaining discrimination results of the L classification tree discriminators. This loop is a loop of S1703
to S1706. A step of allowing the extracted partial images to be recognized to the respective classification trees is S1704. A flowchart of details of such a step is illustrated in FIG. 17.

The flowchart illustrated in FIG. 17 describes a step of tracing the classification tree from a root node to a leaf node or a null node. It is defined that the node to which attention is paid at present in the classification tree is a current node. First, the root node is set to the current node (S1801).

Subsequently, whether or not the current node is the null node or the leaf node is discriminated (S1802). If the current node is the null node or the leaf node, the present subroutine is finished.

Information stored in the leaf node is a set of information showing "partial image at which position of which registration image". More specifically speaking, it is a group of "class numbers and offsets from a reference position". (Details of the offset will be described hereinafter by using FIGS. 18A and 18B.)

If the current node is none of the null node and the leaf node, a branch number is calculated based on a query of the current node (S1803). A child node of the calculated branch number is set into the current node (S1804). The step described above is a general and universal step in the recognizing step using the classification tree.

Returning to FIG. 16, a vote is performed by using
the recognition result of the i-th discriminator (classification tree) (S1705). This state will be described by using FIGS. 18A, 18B and 19. A state of the vote is illustrated in FIG. 18A. A state of the learning image is illustrated in FIG. 18B. Since the number of registration images, that is, the number of classes is equal to 2, the number of voting surfaces (2-dimensional sheet) illustrated in FIG. 18A is equal to 2. Specific contents of the voting surface are a 2-dimensional table in which scores of the votes are added. A location showing a large value in this table denotes a location where a possibility in which the object of such a class exists is high.

Although two rectangular parallelepipeds (1901) drawn by broken lines are displayed in the diagram of FIG. 18A, this means that the two rectangular parallelepipeds are reflected in the input image. Since FIG. 18A merely illustrates the voting surface, by drawing the image by the broken line, it is expressed that it is not the input image itself. (It should be noted that the two rectangular parallelepipeds 1901 are drawn at the same position of two voting surfaces of the class 1 and class 2 in FIG. 18A.)

Reference numeral 1902 in FIG. 18A denotes "one certain" partial image which was cut out when a partial image frame has been slid, that is, the loop of steps S1701 to S1707 in FIG. 16 has been executed. It is assumed that as a result of the recognition of the partial image 1902, it is matched with the partial image 1910 of the registration image of the class
Thus, a positional relation (offsets to the center position) between the partial image 1910 and the partial image 1912 in FIG. 18B are read out (this information has been stored in the lead node described in FIG. 17). A vote is performed from a position of the partial image 1902 to a position of a point 1904 on the voting surface of the class 1.

Similarly, a vote to the point 1904 on the voting surface is also performed from a recognition result of a partial image 1903. A vote to a point 1907 on the voting surface of the class 2 is performed from a recognition result of a partial image 1905. A vote to the point 1907 is also performed from a recognition result of the partial image 1906.

As described above, the vote to the voting surface in step S1705 denotes "vote to an object center position on the class voting surface of the registration image similar to the partial image in the input image".

Although FIGS. 18A and 18B have been described on the assumption that the vote is performed to one point of the object center for simplicity of description, ordinarily, the vote may be performed so as to be distributed to a wide area as illustrated in FIG. 19. For example, in FIG. 19, a bottom surface is constructed by two dimensions of x and y (two dimensions of x and y have the same meaning as the vertical and lateral two dimensions of the voting surface) and a height indicates a weight of vote. When expressing by an equation, a bell-shaped function of
\[ \text{value} = e^{-\left(dx^2 + dy^2\right)} \] where \( dx \) and \( dy \) are distances from the center, is used. Generally, the invention is not limited to such a function but any function may be used so long as it is a bell-shaped function. A distribution function such as uniform interval distribution may be used.

Although the method of voting to the object center has been described in FIGS. 18A and 18B, it is not always necessary to vote to the object center. That is, a plurality of reference positions are set to a 3-dimensional model of the target object and the voting surface as illustrated in FIG. 18A may be prepared every reference position.

Although the example illustrated in FIGS. 18A and 18B relate to the vote to one position or area with respect to one partial image, in the case where the information stored in the leaf node mentioned in FIG. 17 is the partial images at a plurality of positions of a plurality of classes, the vote is performed to the voting area of each class.

The vote described in FIGS. 18A and 18B are the vote only to the voting surface of the matched class. That is, the partial images 1902 and 1903 were voted onto the voting surface of the class 1 because they are matched with the partial image of the class 1. Likewise, the partial images 1905 and 1906 were voted onto the voting surface of the class 2 because they are matched with the partial image of the class 2. However, the class 1 and the class 2 are not the quite different categories but have a meaning of different orientations of the same
rectangular parallelepiped (target object). Therefore, a vote to a point 1909 on the voting surface of the class 2 may be performed from the recognition results of the partial images 1902 and 1903. Similarly, a vote to a point 1908 on the voting surface of the class 1 may be performed from the recognition results of the partial images 1905 and 1906.

When the above processes will be generally described, it is now assumed that there are N classes and similarity degrees of all pairs of them or their distances are previously calculated. A vote to the voting surfaces of the similar classes in which distances are equal to a predetermined threshold value or less is performed by a size corresponding to the distances. For example, assuming that a distance between the classes is equal to \( D \), the vote corresponding to the distances denotes the vote multiplied by a coefficient as shown by \( \exp(-D) \). (Assuming that the distance between the same classes is equal to 0, it should be noted that such a coefficient is equal to 1). Ordinarily, although the distance between the orientation classes is obtained by an angle of rotation of RODRIGUES rotation, the invention is not particularly limited to it.

When the loop of steps S1701 to S1707 in FIG. 16 is finished, the vote to each voting surface illustrated in FIG. 18A is finished and intensity distribution of each voting surface is obtained. Eventually, distribution in which the target object in each class, that is, in each orientation direction exists is obtained. The orientation direction and position of
a part are decided from such information and an example in such a case will be described hereinbelow.

A position where a peak appears on the voting surface of each class in a loop of S1708 to S1710 is calculated (S1709).

Thus, the location where a possibility that each of the N orientation classes exists is highest and its score are obtained. Specifically speaking, in the case of FIGS. 18A and 18B, the point 1904 is selected as a peak on the voting surface of the class 1 and the point 1907 is selected as a peak on the voting surface of the class 2.

By sorting the results of the N orientation classes, the voting results are collected (S1711). By a result of the collection, the object in the orientation direction in which an existence possibility is high in the input image and its position can be identified. Specifically speaking, in the case of FIGS. 18A and 18B, assuming that a value of the point 1904 is larger than that of the point 1907, as a first candidate of a result of the identification, the position in the orientation class 1 is set to 1904, and as a second candidate, the position in the orientation class 2 is set to 1907.

The method described in FIG. 16 is one example of collecting methods and any process may be executed so long as the orientation directions of the target object and its position can be identified. For example, a plurality of local peaks on the voting surface of each class may be calculated and collected. For instance, in the case of FIGS. 18A and 18B, besides the points
1904 and 1907, the points 1908 and 1909 maybe included in candidate points and collected. Thus, for example, it is assumed that the points are arranged like 1904, 1908, 1907, and 1909 in order from the largest score. Consequently, the object of the orientation class 1 is detected at two positions of 1904 and 1908.

Various exemplary embodiments, features, and aspects of the present invention will now be herein described in detail below with reference to the drawings. It is to be noted that the relative arrangement of the components, the numerical expressions, and numerical values set forth in these embodiments are not intended to limit the scope of the present invention.

Aspects of the present invention can also be realized by a computer of a system or apparatus (or devices such as a CPU or MPU) that reads out and executes a program recorded on a memory device to perform the functions of the above-described embodiments, and by a method, the steps of which are performed by a computer or a system or apparatus by, for example, reading out and executing a program recorded on a memory device to perform the functions of the above-described embodiments. For this purpose, the program is provided to the computer for example via a network or from a recording medium of various types serving as the memory device (e.g. computer-readable medium).

While the present invention has been described with reference to exemplary embodiments, it is to be understood that the invention is not limited to the disclosed exemplary
embodiments. The scope of the following claims is to be accorded the broadcast interpretation so as to encompass all such modifications and equivalent structures and functions.

CLAIMS

1. An image recognition method comprising:
   a first extracting step of extracting, from every registration image which is previously registered, a set of registration partial images of a predetermined size;
   a second extracting step of extracting, from an input new image, a set of new partial images of a predetermined size;
   a discriminating step of discriminating an attribute of the new partial image based on a rule which is formed by dividing the set of the registration partial images extracted in the first extracting step; and
   a collecting step of deriving a final recognition result of the new image by collecting discrimination results in the discriminating step at the time when the new partial images as elements of the set of the new partial images are input.

2. An image recognition method according to claim 1, wherein the attribute is a probability in which the new partial image is included in each of the registration images.

3. An image recognition method according to claim 1, wherein the attribute is a probability in which the new partial image is included in each of the registration partial images.

4. An image recognition method according to any one of claims 1 to 3, wherein in the discriminating step, a plurality of rules are used, a result of the discrimination made based on each of the rules is collected, and a final attribute is decided.

5. An image recognition method according to any one of
claims 1 to 4, wherein in the discriminating step, the division of the set is performed based on a luminance comparison of two pixels selected at random.

6. An image recognition method according to any one of claims 1 to 5, wherein the rule is formed by recursively dividing the set of the registration partial images.

7. An image recognition method according to any one of claims 1 to 6, further comprising a deciding step of deciding the predetermined partial image size by using a cross validation based on the image recognition method.

8. An image recognition method according to any one of claims 1 to 6, further comprising a deciding step of deciding the predetermined partial image size based on a value obtained by dividing an average of distances between an average partial image obtained by averaging the registration partial images in each registration image and the respective registration partial images by a distance between average partial images of the different registration images.

9. An image recognition method comprising:

an extracting step of extracting a partial image from an input image;

a discriminating step of discriminating to which partial image of which category that has previously been learned the partial image belongs;

a voting step of voting based on a discrimination result in the discriminating step;
a collecting step of collecting voting results obtained by repeating the extracting step, the discriminating step, and the voting step; and
an identifying step of identifying a position and a category of an object existing in the input image based on a collection result in the collecting step.

10. An image recognition method according to claim 9, wherein the category is an orientation of the object.

11. An image recognition method according to claim 10, wherein in the voting step, a vote is performed to an orientation discriminated in the discriminating step and to an orientation similar to the orientation.

12. An image recognition method according to any one of claims 9 to 11, wherein the discriminating step is executed by using one or a plurality of classification trees.

13. An image recognition method according to claim 12, wherein the plurality of classification trees are used to discriminate a same category.

14. An image recognition method according to claim 12, wherein the plurality of classification trees are used to discriminate different categories.

15. An image recognition apparatus comprising:
   first extracting means for extracting, from every registration image which is previously registered, a set of registration partial images of a predetermined size;
   second extracting means for extracting, from an input
new image, a set of new partial images of a predetermined size;

discriminating means for discriminating an attribute of the new partial image based on a rule which is formed by dividing the set of the registration partial images extracted by the first extracting means; and

collecting means for deriving a final recognition result of the new image by collecting discrimination results by the discriminating means at the time when the new partial images as elements of the set of the new partial images are input.

16. An image recognition apparatus comprising:

extracting means for extracting a partial image from an input image;

discriminating means for discriminating to which partial image of which category that has previously been learned the partial image belongs;

voting means for voting based on a discrimination result by the discriminating means;

collecting means for collecting voting results obtained by repeating processing by the extracting means, the discriminating means, and the voting means; and

identifying means for identifying a position and a category of an object existing in the input image based on a collection result by the collecting means.

17. A computer-readable program for causing a computer to execute:

a first extracting step of extracting, from every
registration image which is previously registered, a set of registration partial images of a predetermined size;
a second extracting step of extracting, from an input new image, a set of new partial images of a predetermined size;
a discriminating step of discriminating an attribute of the new partial image based on a rule which is formed by dividing the set of the registration partial images extracted in the first extracting step; and
a collecting step of deriving a final recognition result of the new image by collecting discrimination results in the discriminating step at the time when the new partial images as elements of the set of the new partial images are input.

18. A computer-readable program for causing a computer to execute:
an extracting step of extracting a partial image from an input image;
a discriminating step of discriminating to which partial image of which category that has previously been learned the partial image belongs;
a voting step of voting based on a discrimination result in the discriminating step;
a collecting step of collecting voting results obtained by repeating the extracting step, the discriminating step, and the voting step; and
an identifying step of identifying a position and a category of an object existing in the input image based on a
collection result in the collecting step.
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FIG. 5

N registration images → Partial image size → N partial image sets → M images → There are M × N registration partial images in total → There are M images every same class

FIG. 6

There are M × N registration (learning) images in total → When classification tree is formed, 2 pixels are selected at random in internal node and luminance is compared, thereby dividing the pixels into two parts → l classification trees are formed in total (ordinarily, l ≤ 20) → There are M images every same class
### Table

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
</table>
| 601  | **Split a_node(S)**  
|      | Input: PARTIAL SETS OF THE REGISTRATION PARTIAL IMAGES EXISTING IN THE INTERNAL NODE  
|      | Output: DIVISION RESULT S0/S1, OR NULL  
|      | - If stop_split(S) is TRUE then set S as a terminal node and return NULL  
|      | - Otherwise try Z times split S = Pick_a_random_split(S)  
|      | - If split result S0/S1 by the s is OK (S0/S1 > 0) then return S0/S1  
|      | - Set S as a terminal node and return NULL |
| 602  | **Pick_a_random_split(S)**  
|      | Input: PARTIAL SETS OF THE REGISTRATION PARTIAL IMAGES EXISTING IN THE INTERNAL NODE  
|      | Output: DIVIDING METHOD  
|      | - Randomly select 2 pixels (Pixel A and Pixel B)  
|      | - Return a split if (Intensity of Pixel A > Intensity of Pixel B)  
| 603  | **Stop_split(S)**  
|      | Input: PARTIAL SETS OF THE REGISTRATION PARTIAL IMAGES EXISTING IN THE INTERNAL NODE  
|      | Output: TRUE/FALSE  
|      | - If entropy(S) <= threshold then TRUE  
|      | - Otherwise return FALSE |
FIG. 8

The 2 pixels selected at random are compared, the images in which the left side is larger are divided into left parts, and other images are divided into right parts.

It is assumed that there are 16 registration images in total.

In the child node, the 2 pixels selected at random are compared, the images in which the left side is larger are divided into left parts, and other images are divided into right parts.

Lower 10 images remain in the left node.

Lower 6 images remain in the right node.

Lower 3 images remain in the left node.

Lower 3 images remain in the right node.
FIG. 9
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1. Execute the i-th discriminator
2. Set current node to root node
3. Check if current node is null node or leaf node.
4. If yes, go to step 5.
5. Calculate branch number based on query of current node.
6. Set child node of calculated branch number to current node.
7. End.
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