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Unicast message routing using repeating nodes

FIELD OF THE INVENTION
The present invention relates to message routing in mesh networks, in

particular to unicast message routing in dense mesh networks using repeating nodes.

BACKGROUND OF THE INVENTION

With the advancing usage of wirelessly controlled application networks, such
as for instance — but not limited to- mesh networks according to the ZigBee specification, in
particular professional wireless lighting control applications, reliable transmission of control
commands from a source node to a destination node constitutes an important aspect for a
corresponding application. For instance, a command to switch on or off a main light or a
series of lights in an important event in a big ballroom, a luxury hotel or a television show
may be crucial in order to achieve the desired show effect. A corresponding control
command is delivered from a central control node to a wireless receiving node inside a
lighting device via many intermediate nodes, also referred to as forwarding nodes. Especially
in a large network, routes between a source node and a receiving node may be very long. The
success rate of a wireless transmission through a long path depends on many factors, such as
the RF data rate, RF interferences, channel conditions, processing power of individual nodes.
Especially in a large and dense wireless network with many nodes, the reliability of
individual nodes is very poor.

It is known from “Neighbor Table Based Shortcut Tree Routing in ZigBee
Wireless Networks”, by Tachong Kim, et al., published in IEEE Transactions on Parallel and
Distributed Systems, vol 25, No. 3, March 2014 that different tree routing schemes are
known for ZigBee, wherein this paper introduces Shortcut Tree Routing. The main idea of
the shortcut tree routing being to calculate remaining hops from an arbitrary source to the
destination using the hierarchical addressing scheme in ZigBee and then having each source
or intermediate node forward a packet to the neighbor node with the smallest remaining hops
in its neighbor table.

It is further known from “Reliable Broadcast in ZigBee Networks”, by Gang

Ding, et al., published at Sensor and ad hoc Communications and Networks, 2005 that
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broadcasts in ZigBee networks are not very efficient; in line therewith a pruning broadcast
algorithm is suggested that performs a forward node selection algorithm, this algorithm
involves the selection of 1-hop neighbors to cover 2-hop neighbors that are known without
exchanging information.

However, the influence of individual nodes is especially important for so
called unicast transmissions where a sending node addresses a single destination node. In
order to ensure proper transmission of a data message from one node to another, many
network specifications, inter alia the ZigBee specification, use resubmission,
acknowledgement feedback or combinations thereof. In the ZigBee specification, the
reliability of a unicast transmission is handled by two layers. Every node that receives a data
message provides a corresponding acknowledgement to be signaled to the sending nodes as
feedback. When there is any interruption of a transmission along the delivering path, e.g.
along one of a plurality of intermediate nodes, a data packet for which no acknowledgement
has been received by the sending nodes will be transmit again until it reaches the next node.
This retransmission based upon a missing acknowledgement, improves the reliability of a
transmission. On the other hand, the time for delivering a data messages increases as well,
since the retry mechanism is based on timeout: if a sending node fails to receive
acknowledgement from the next node after a predetermined time interval has lapsed, the
sending node will resend the message to the next node. All intermediate nodes along the
delivering path use that mechanism resulting in a unicast delivering time that is highly
variable depending on the delivering conditions of each individual node. The second layer of
the reliability mechanism is the response feedback from the destination node of a unicast
transmission. Upon receipt of the transmission from the source node the destination node will
send back a packet or response to the source node, using the reversed delivering path from
the destination node to the source node. If the source node has not received the response from
the destination node after a given period of time, the source node will try to resend the
message. This layer requires an even longer waiting time, since each node may need to issue
a retry as explained herein above. If the delivering route is long, the uncertainty on the
accumulated time intervals may be such that a delivering time is not predictable. Hence, the
current ZigBee unicast algorithm performances well in simple networks with low external RF
interference, but performance drops significantly in larger networks or in networks with
heavy external RF interferences, ¢.g. from wireless mobile devices using different RF
technologies. Simply introducing redundant concurrent delivering paths would increase the

reliability of a proper data transmission. However, such an approach would have a negative
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impact on the unicast performance. It would reduce the delivering speed, and allocate more

channel capacity.

SUMMARY OF THE INVENTION

It is thus an objective of the present invention to provide a more time constant
or time predictable approach to deliver a unicast message from a source node to a destination
node while maintaining or even improving the reliability of the data transmission from source
to destination.

In an aspect of the invention, there is provided an apparatus for
communicating messages to a receiving node in a wireless network,

said apparatus comprising

a receiver for detecting a message addressed to a destination node, sent from a
transmitting node to a receiving node,

a memory storage for storing a neighbor table specifying one or more neighbor
nodes from the plurality of nodes which are in the neighborhood of the apparatus,

a controller adapted to determine whether the receiving node is in the neighbor
table of the apparatus,

a buffer for storing the message,

the receiver further for detecting retransmissions of the message addressed to
the destination node by helping nodes from the one or more neighbor nodes,

a transmitter configured, upon determination that the receiving node is
included in the neighbor table, to retransmit to the receiving node the message as a helper
node after a predetermined time interval has passed after detecting the message by the
receiving node, and to prevent the retransmission upon detection that the number of
retransmission of the message has exceeded a predetermined number of helping nodes,
wherein the predetermined number of helping nodes is smaller than the number of neighbor
nodes.

Thus, only nodes that are in the range of both the source node and the
receiving node may retransmit to avoid nodes that are not in range of the receiving node to
cause congestion.

In a first embodiment of this aspect of the invention, the receiver is configured
to detect an acknowledgement from the receiving node for acknowledging the message, and
the transmitter is configured to prevent the retransmission upon detection of the

acknowledgment within the time interval.
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In a second embodiment of this aspect of the invention which may be
combined with the first embodiment, the time interval is selected randomly from a set of time
intervals.

In a third embodiment of this aspect of the invention which may be combined
with the first and second embodiments, the message includes an indication of the
predetermined number of helping nodes.

In another aspect of the invention there is provided a method for routing
messages through a mesh network comprising a plurality of nodes, wherein a message is sent
from a sending node to a receiving node. The method comprises the steps of defining a
routing table designating a path from a source node to a destination node through the mesh
network, and defining a neighbor table specifying one or more neighbor nodes from the
plurality of nodes which are in the neighborhood of the sending node. If the destination node
is not in the neighbor table of the sending node, the message is transmitted by the sending
node to a receiving node adapted to forward the message to the destination node in
accordance with the routing table. The one or more neighbor nodes save the message in
internal storage and a predetermined number of helping nodes from the one or more neighbor
nodes repeat the message after respective predetermined time intervals have passed after
detecting the message by the receiving node, wherein the number of helping nodes being
smaller or equal than the number of neighbor nodes.

The present invention provides an approach to execute a unicast using
concurrent multiple paths to increase the reliability of the packet delivery while greatly
reducing the necessity for route discovery in case of link failures along the routing path
resulting in a much lower failure rate, at the cost of slightly longer delivering times, but with
a much lower uncertainty of the delivery delay. The balance between failure rate and
delivering time may be adapted according to a concrete application scenario.

In an embodiment of the present invention repeating the message by the one or
more helping nodes comprises replacing a sending node MAC layer address by the respective
helping node MAC layer address.

In an embodiment of the present invention each respective neighbor node
listens for the message saved in internal storage, increases a message count each time the
message 1s received and only repeats the message after a respective time interval if the
message count is smaller than the predetermined number of helping nodes.

In an embodiment of the present invention the predetermined number of

helping nodes is comprised in a packet format of the message. The message could adjust the
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predetermined number of helping nodes easily without providing additional configuration
messages. Hence, the balance between failure rate and delivering time can be adapted
dynamically during operation.

In an embodiment of the present invention the predetermined number is
preconfigured for each respective helping node. That is advantageous in case of a network
having varying density or varying occupancy, ¢.g. some nodes may be relieved from helping
duties by setting the crowd node counter to a low number or even zero. Furthermore, the
message format would not have to be adapted to further configure the predetermined number
as additional parameter.

In an embodiment of the present invention the one or more neighbor nodes
listen for an acknowledgement from the receiving node and only repeat the message if the
one or more neighbor has not detected an acknowledgement from the receiving node within
the predetermined time interval. In this mode of operation the helping nodes will only repeat
the message if they did not receive an acknowledgement from the receiving node. That way
the traffic between the nodes may be reduced in case of proper transmission of the message
from source to destination node.

In an embodiment of the present invention the sending node only resends the
message if it does not receive an acknowledgement from the receiving node provided in
response to the message transmitted by the source node or in response to a repeated message
transmitted by any of the neighbor nodes.

In an embodiment of the present invention after reception of the message by
the receiving node, the receiving node functions as sending node and a further node along the
data functions as receiving node.

In an embodiment of the present invention the sending node is the source
node.

It shall be understood that the apparatus of claim 1, the method of claim 5 and
the computer program of claim 14 have similar and/or identical preferred embodiments, in
particular, as defined in the dependent claims.

It shall be understood that a preferred embodiment of the present invention can
also be any combination of the dependent claims or above embodiments with the respective
independent claim.

These and other aspects of the invention will be apparent from and elucidated

with reference to the embodiments described hereinafter.
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BRIEF DESCRIPTION OF THE DRAWINGS

In the following drawings:

Figure 1 shows unicast message delivery in a ZigBee mesh network according
to the state of the art.

Figure 2 shows the ZigBee Packet Format with only essential elements

Figure 3 shows the ZigBee Routing Table Entry Format with only essential
clements

Figure 4 shows the ZigBee Neighbor Table Entry Format with only essential
clements

Figure 5 shows ZigBee MAC layer data transmission with an acknowledgment

Figure 6 shows the packet format for “crowdcast”

Figure 7 shows a “crowdcast” delivering path

DETAILED DESCRIPTION OF EMBODIMENTS

Embodiments are now described exemplary in the context of ZigBee
communication networks. However, the person skilled in the art will appreciate that the
presented application will work with any other network having a similar topology. Message,
packet and data delivery or routing are used interchangeable. All shall be understood as data
transmissions along a predetermined path.

The ZigBee standard as currently implemented provides a unicast algorithm,
for delivering messages from a source node to a destination node via a plurality of
intermediate nodes as depicted in Fig. 1.

Before the source node 1 initiates the unicast command for delivering a
message to the intended destination node 2, each node within the network prepares its
neighbor table either by being programmed or within a self-learning algorithm, in which each
node will send a message indicating a link-status at fixed intervals, e.g. 15 seconds. Each
node that receives such a message from a neighboring node will add the sending node into its
neighbor table if the neighbor table has empty entries left. In very dense networks there may
be an upper limit to the neighbor table. In order to keep the table updated, a node is removed
from the neighbor table in case its link-status message is not received, ¢ g. 3 times in a row.
Any other self-learning algorithm to detect other nodes within the transmission range of a
sending node may be exploited to generate the neighbor table.

The source node 1 performs a route discovery for the destination nodel. The

corresponding routing table is created for the destination node 2. During the source node
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performs a route discovery, the destination node 2 will perform a corresponding route
discovery to create a corresponding routing table for the source node 1, which may either be
a symmetric or asymmetric return path. In case of a symmetric return path the time required
for route discovery should be the same as for both devices, in case of an asymmetric return
path the times required for route discovery may differ for the respective devices. Upon
determination of the routing path all intermediate nodes 3a, 3b, 3¢ along the path will create a
corresponding routing table for both the source and destination nodes (both directions). If a
unicast transmission is initiated by the source node 1, the source node will look for the
routing path by searching the neighbor table and the routing table for the destination address,
¢.g. a network address or other unique identifier of the destination device 2. If the destination
address is found in the neighbor table, there is no need for intermediate nodes forwarding the
message packet(s). If the message delivery needs intermediate nodes 3a, 3b, 3¢ to forward the
message to the destination node 2, the packet(s) will be send (4) to a first intermediate node
3a along the routing path, from where it is forwarded (6) to the next intermediate node 3b
along the routing path and so on. Each node 3a, 3b, 3c, etc will check if there is any
acknowledgement (5, 7) from the next node 3b, 3¢, etc., indicating proper receipt of the
packet delivery. The mechanism for ZigBee MAC layer data transmission with
acknowledgement is shown in Fig.5.

If there is no acknowledgement received, the sending node 1, 3a, 3b, 3¢ will
retry to send the packet. If the number of retries exceeds a predetermined number, the
sending node will assume the delivering path is damaged. It may either try to repair the
remaining delivering path, e.g. by initiating a route discovery, or choose to stop sending if the
path is not repairable. In the latter case the entire unicast will be stopped.

Fig. 2 shows the generic ZigBee packet format. The packet destination
address, ¢.g. the network address of the destination node 2, is used for the unicast algorithm
to locate the routing path from the routing table. Fig. 3 shows a routing table with the
minimum entries relevant in this context. The ‘next-hop’-address indicates the next
intermediate node along the routing path to send a message to a corresponding destination
address.

Fig. 4 shows the minimum entries relevant in this context of a neighbor table
comprised in a node. When the network address of the destination node is comprised in the
neighbor table, then the routing table will not be used. The unicast packet will be delivered

directly to the destination node.
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If a packet is successfully forwarded to the last node along the routing path,
that is the destination node 2, the destination node will form a reply packet or response 8.
This response will be delivered to the source node 2 using the same mechanism as described
above, with a reversed routing path (symmetric case) or with a different routing path
(asymmetric case).

If the source node does not receive the response packet after a predetermined
timeout - either because any of the intermediate nodes stopped forwarding or the destination
node failed to respond - the source node will assume the unicast failed and either can retry
the whole process or give up.

The failure rate of the current ZigBee unicast algorithm can be calculated as
follows:

Fu=2x(n+1)x(FP+FA)/r (Equation 1)
where Fy is the overall failure rate of the unicast, n is the number of intermediate nodes along
the routing path, Fp is the average failure rate of the packet forwarding, while the Fa is the
average failure rate of the acknowledgement, and the r is the number of retries in packet
sending.

From equation 1, it can be seen that the unicast failure rate is proportional to
the number of intermediate nodes n. The more nodes there are along the routing path, the
higher the failure rate. In a large or dense network with many nodes, a long delivering path is
unavoidable. A higher number of retries r can reduce the failure rate. However, this would
lead to an increase of the overall delivering time once there is a permanent failure in the
middle of the routing path, e.g. a broken or missing intermediate node.

The overall delivery time of the current ZigBee unicast algorithm can be
calculated as follows:

Tu=2x(n+1)x((Tp+Ta)xr+Trxd) (Equation 2)
where Ty is the overall delivery time of the unicast, n is the number of intermediate nodes
along the routing path, Tp is the average sending time of the packet forwarding, T, is the
average time for the acknowledgement, Tr is the average time for the route discovery once an
interruption along the routing path is detected, r is the number of retries in packet sending,
and d is the average number of route discoveries for a node.

From equation 2, it can be seen that the unicast delivery time is proportional to
the number of intermediate nodes n, and also to the number of retries r, the more nodes in the
delivering path and/or the more number of retries, the longer is the delivery time. In a large

or dense network with many nodes, the route discovery time is extremely expensive in terms
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of network bandwidth consumption or time spent. Route discovery should be avoided as
much as possible, as it contributes to a much higher uncertainty of the delivery delay.

In an embodiment according to the present invention two parameters are added
to the packet format used for message delivering in mesh networks as depicted in Fig. 6. A
“crowd node count” parameter specifying a number of helping nodes to be used for the
modified unicast message routing and an “algorithm type”, defining the mode in which these
helping nodes should be operated. Alternatively the crowd node count may be preconfigured
for each node in the network during commissioning or even during operation. The following
description will concentrate on the delta to the unicast message routing as it is described
above.

Fig. 7 shows a unicast routing path from source node 10 to destination node 20
along a plurality of intermediate nodes 30a, 30b, 30c. A plurality of neighbor nodes 40a, 40b.
40c¢, 40d, 40¢, 40f are determined for the source node, the destination node and for each of
the nodes in the unicast delivering path. A unicast command in the new packet format
according to Fig. 6 is initiated from the source node 10, and the packet is delivered to the first
intermediate node 30a along the routing path. The packet is further overheard by the neighbor
nodes 40a, 40b and 40c of the sending node and saved in internal storage. Furthermore, each
neighbor node 40a, 40b and 40c sets an internal message count to zero. After a predetermined
time period has passed neighbor node 40a determines whether that message count is smaller
than the crowd node count defined in the received message according to the new format.
Assuming a crowd node count of two, the message count of zero is smaller so that the
neighbor node 40a repeats the message by replacing the source address — network address of
the source node 10 - with its own network address and sends the message to the first
intermediate node 30a. This repeated message is also overheard by neighbor nodes 40b and
40c which increase their internal, respective message counts by 1. After a further
predetermined time period has passed neighbor node 40b determines whether the message
count is smaller than the crowd node count defined in the received message according to the
new format. The crowd node count of two is larger than the internal message count of
neighbor node 40D, so that neighbor node 40b will also repeat the message by replacing the
source address — network address of the source node 10 - with its own network address and
send the message to the first intermediate node 30a, effectively forming a further routing
path, or concurrent delivering. Again the neighbor nodes listen for repeated messages and
increase their internal crowd node count by 1. Neighbor node 40c now determines that the

crowd node count is equal to its internal message count and thus refrains from repeating the
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message. Hence, effectively, neighbor nodes 40a and 40b became helping nodes of source
node 20 in delivering the original unicast message to the first intermediate node 30a.

In an example of this embodiment, to decide to participate to the crowdcast,
the neighbor nodes may check whether the destination node is included in their neighbor list.
If the destination node is not included in their neighbor list, the transmitter may prevent to
transmit. Alternatively, the neighbor node may select a predetermined time period of high
value to allow better located neighbor nodes to retransmit first.

According to the above described approach, the helping nodes repeat the
message irrespective of the reception of an acknowledgement from the first intermediate
node. This corresponds to a first algorithm type referred to as “repeating” and defined by the
second parameter added to the packet format. This parameter is not mandatory but may be
uscful to balance the tradeoff between reliability and delivering time. By setting the second
parameter added to the packet format to a second mode, ¢.g. “resending”, repeating of a
message may only be performed in case no acknowledgement is received by a neighbor node
from the first intermediate node in order to avoid unnecessary traffic.

Generally, if a packet from source node 20 is received by the first intermediate
node 30a an acknowledgement packet 60 from the first intermediate node 30a is send to
source node 20. This acknowledgement packet is also overheard by the neighbor nodes 40a
and 40b of the sending node (90). Hence, the neighbor nodes 40a and 40b can determine if
the original packet has been successfully delivered.

After the packet has been successfully forwarded to the first intermediate node
30a along the routing path, this intermediate node 30a will repeat the above procedure to
deliver the packet to the next intermediate node 30b along the routing path.

The packet destination address from the generic ZigBee packet format as
shown in Fig.2 is used for the packet delivering algorithm to locate a routing path from the
routing table as depicted in Fig.3. The new parameter crowd node count as shown in Fig.6 in
the new packet format is used to control how many neighbor nodes shall participate in the
“crowd forwarding”, in other words how many of the neighbor nodes shall act as helping
nodes. This parameter may be chosen in dependence of the density and size of the mesh
network. A further optional parameter may be set to determine the mode in which the helping
nodes shall repeat or forward the packet, for instance, whether they shall repeat only in
dependence of the “crowd node count” or additionally check whether an acknowledgement
has been received. Again a tradeoff between reliability and redundancy level has to be made

in dependence of the concrete application.
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The selection of the helping nodes may be random, depending on which node
reacts first. The selection may be performed according to the following steps:

a. all the nodes will listen for the transmissions within the mesh network;

b. only if the source MAC layer address of a received packet is in the neighbor
table of a node, this node is considered a neighbor for the sending node and only then the
packet is saved in internal storage;

c. a random waiting time is started for each of the neighbor node,

d. after the respective timeout of a waiting period, each neighbor node is
repeating the overheard packet, with the source MAC layer address replaced by the current
device MAC layer address,

¢. at the same time, all the neighbor nodes are listening and counting for the
same packet,

f. if the same packet is heard “crowd node count” times, all the neighbor nodes
will stop repeating this packet.

As for the generic ZigBee unicast sending node 20 will retry to send a packet
if it does not receive a response from the receiving node. If the number of retries exceeds a
predetermined number, the sending node will assume the routing path is damaged. It may
start to repair the remaining routing path, e.g. start a routing discovery, or choose to stop
sending if the path is not repairable. In the latter case the entire unicast will be stopped. If the
packet is forwarded to the last node in the routing path, that is the destination node 20, the
destination node will generate a reply packet as response, and this response will be delivered
to the source node using the same mechanism using helping nodes for delivery, with the
reversed routing direction, either using the same path (symmetric) or a different path
(asymmetric). If the source node does not receive the response within a predetermined time,
either because of any of the intermediate node stopped forwarding or the destination node
failed to respond, the source node will assume the unicast failed and either retry the whole
process or give up.

The failure rate of the above modified unicast algorithm (crowdcast) can be
calculated as follows:

Fc(ma)=2x(n+1)x(FpatFa)/r/(mtl) (Equation 3)
where Fc is the overall failure rate of the crowdcast, m is the “crowd node count”, or the
maximum participating helping nodes, a is the “crowd algorithm type”, n is the number of
intermediate nodes participating the forwarding, Fpa is the average failure rate of the packet

forwarding with correction if a is of type “resending (repeat only if no acknowledgement is
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received)”, while the F, is the average failure rate of the acknowledgement, and r is the
number of retries in packet sending.

From equation 3, it can be seen that the failure rate is reduced if there is any
neighbor node participating in repeating the message.

The overall delivery time of the modified unicast (crowdcast) algorithm can be
calculated as follows:

Te(ma)=2x(n+1)x((Tpat+Ta)xr +Trxd) Equation 4
where Tc is the overall delivery time of the crowdcast, m is the “crowd node count”, or the
maximum participating helping nodes, a is the “crowd algorithm type”, n is the number of
intermediate nodes participating the forwarding, Tpa is the average sending time of the packet
forwarding with correction if a is of type “resending”, the Ta 18 the average time for the
acknowledgement, Tr is the average time for the route discovery once there is an interruption
in the middle of routing path, r is the number of retries in packet sending, and d is the average
number of route discoveries for a node.

From equation 4, it can be seen that the modified unicast delivery time is
increased if there is any neighbor node participating in repeating the message.

Whether the crowdcast algorithm is used in mode “repeating” or “resending
(repeat only if no acknowledgement is received)” may be decided according to the needs of a
concrete application to balance the needs for reliability on the one hand and the execution
time on the other hand. The more nodes there are in “repeating” mode, the more reliable the
packet transmission will be. On the other hand the “resending” mode accounts for the “RF
multipath interference” issue, where one path may suffer from interference and the message
cannot be transmitted properly but an alternative path from a helping node to the receiving
node may not be affected from interference thus properly deliver the message, hence improve

the reliability under RF interference.
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CLAIMS:

1. A method for routing messages through a mesh network comprising a plurality
of nodes, wherein a message is sent from a sending node to a receiving node; the method
comprising:

defining a routing table designating a path from a source node (10) to a
destination node (20) through the mesh network,

defining a neighbor table specifying one or more neighbor nodes (40a, 40b,
40c) from the plurality of nodes which are in the neighborhood of the sending node,

if the destination node (20) is not in the neighbor table of the sending node,
transmitting the message by the sending node to a receiving node (30a) adapted to forward
the message to the destination node (20) in accordance with the routing table, wherein the
one or more neighbor nodes (40a, 40b, 40¢) save the message in internal storage and a
predetermined number of helping nodes from the one or more neighbor nodes repeat the
message after respective predetermined time intervals have passed after detecting
transmission or retransmission of the message, the number of helping nodes being smaller or

equal than the number of neighbor nodes.

2. The method according to claim 1, wherein repeating the message by the one or
more helping nodes comprises replacing a sending node MAC layer address by the respective

helping node MAC layer address.

3. The method according to claim 2, wherein each respective neighbor node
listens for the message saved in internal storage, increases a message count each time the
message 1s received and only repeats the message after a respective time interval if the

message count is smaller than the predetermined number of helping nodes.

4. The method according to claim 3, wherein the predetermined number of

helping nodes is comprised in a packet format of the message.
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5. The method according to claim 3, wherein the predetermined number of

helping nodes is preconfigured for each respective helping node.

6. The method according to claim 1, wherein the one or more neighbor nodes
(40a, 40D, 40c) listen for an acknowledgement from the receiving node (30a) and only repeat
the message if the one or more neighbor have not detected an acknowledgement from the

receiving node within the predetermined time interval.

7. The method according to claim 1, wherein the sending node only resends the
message if it does not receive an acknowledgement from the receiving node (30a) provided in
response to the message transmitted by the source node or in response to a repeated message

transmitted by any of the neighbor nodes (40a, 40b, 40c).

8. The method according to claim 1 wherein after reception of the message by
the receiving node, the receiving node (30a) functions as a further sending node and a further

node along the data functions as a further receiving node.

9. The method according to claim 1 wherein the sending node is the source node.

10. A computer program executable in a processing unit, the computer program
comprising program code means for causing the processing unit to carry out a method as

defined in claim 1 when the computer program is executed in the processing unit.

11. An apparatus for communicating messages to a receiving node,

said apparatus comprising

a receiver for detecting a message addressed to a destination node (20), sent
from a transmitting node (10) to a receiving node (30a),

a memory storage for storing a neighbor table specifying one or more neighbor
nodes (40a, 40b, 40¢) from the plurality of nodes which are in the neighborhood of the
apparatus,

a controller adapted to determine whether the receiving node (30a) is in the
neighbor table of the apparatus,

a buffer for storing the message,

the receiver further for detecting retransmissions of the message addressed to
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the destination node (20) by helping nodes from the one or more neighbor nodes (40a, 40b,
40¢),

a transmitter configured, upon determination that the receiving node (30a) is
included in the neighbor table, to retransmit to the receiving node (30a) the message as a
helper node after a predetermined time interval has passed after detecting transmission or
retransmission of the message, and to prevent the retransmission upon detection that the
number of retransmission of the message has exceeded a predetermined number of helping
nodes, wherein the predetermined number of helping nodes is smaller than the number of

neighbor nodes.

12. The apparatus of claim 11, wherein the receiver is configured to detect an
acknowledgement from the receiving node (30a) for acknowledging the message, and
wherein the transmitter is configured to prevent the retransmission upon detection of the

acknowledgment within the time interval.

13. The apparatus of claim 11, wherein the time interval is selected randomly from

a set of time intervals.

14. The apparatus of claim 11, wherein the message includes an indication of the

predetermined number of helping nodes.
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Field Name Description
Destination Address
Status
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Field Name Description
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