wo 2016/064629 A 1[I NI NDFV 0 00O A O 00O

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

(10) International Publication Number

WO 2016/064629 A1l

28 April 2016 (28.04.2016) WIPOIPCT
(51) International Patent Classification: (74) Agents: MINHAS, Sandip et al.; Microsotft Corporation,
GO6F 17/30 (2006.01) Attn: Patent Group Docketing (Bldg. 8/1000), One Mi-
(21) International Application Number: crosoft Way, Redmond, Washington 98052-6399 (US).
PCT/US2015/055413 (81) Designated States (unless otherwise indicated, for every
. . kind of national protection available). AE, AG, AL, AM,
(22) International Filing Date: AO, 151", AU, Ag, BA, BB, BG, BH), BN, BR, BW, BY,
14 October 2015 (14.10.2015) BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
(25) Filing Language: English DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
) HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KN, KP, KR,
(26) Publication Language: English KZ, LA, LC, LK, LR, LS, LU, LY, MA, MD, ME, MG,
(30) Priority Data: MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ, OM,
14/519,952 21 October 2014 (21.10.2014) Us PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, 84, 5C,
SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN,
(71) Applicant: MICROSOFT TECHNOLOGY LICENS- TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.
ING, LLC [US/US]; Attn: Patent Group Docketing (Bldg. . L
8/1000), One Microsoft Way, Redmond, Washington (84) D.e51gnated. States (unle.ss othef"wzse indicated, for every
98052-6399 (US). kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ,
(72) Imventors: KORYCKI, Jacek A.; Microsoft Technology TZ, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU,
Licensing, LLC, Attn: Patent Group Docketing (Bldg. TJ, TM), European (AL, AT, BE, BG, CH, CY, CZ, DE,
8/1000), One Microsoft Way, Redmond, Washington DK, EE, ES, FL, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,
98052-6399 (US). VAN BRINK, David A.; Microsoft LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK,
Technology Licensing, LLC, Attn: Patent Group Docketing SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ,
(Bldg. 8/1000), One Microsoft Way, Redmond, Washing- GW, KM, ML, MR, NE, SN, TD, TG).
ton 98052-6399 (US).
[Continued on next page]
(54) Title: COMPOSITE PARTITION FUNCTIONS
- a0 (57) Abstract: Composite partition function
N R techniques are described herein that may be
used to repartition a database without moving
existing data. In one or more implementations,
ﬁ_ Sover 2L a database is partitioned in a first arrangement
‘ Pariioning 3 database Aith a first parliion function [ Web Application 20 ) associated with a first partition function. The
o v—T database is repartitioned to form a second ar-
Composte Pa-tton Fanclion 302 rangement associated with a second partition
1 Reperttont e gsatacs [Keyﬁ-f D‘HPMDM'W*J function. A record of key membership for data

08
Creatz a record of key memkership for data entries Ibzated in
partitios existing a1 a tims of rederifioning

Partitior Function p2
208 (2

entries in the partitions existing at the time of
repartitioning is created, which can be used to

recognize data corresponding to the first ar-

308
[Md new parlitions associated with a second partition runmon]

310
Define a compos < pariition Tnctior fo- subsequent datacase
operztions configured to apply the first partition fun=tion for
dalz having key values fourd in the record of key membership
ar apply the second partitien tunction for daca having key
welucs not feund in the record o ey momberahip

l

32
Apply the somposite partition function to marege
data requests assadieted with the database

key > value

EY
123

Patition Parti

208(0y

Feg. 6

208(1)

tion

Fig. 5

Partiticn

208(2)

rangement. A composite partition function is
defined for subsequent database operations that
is contigured to apply the first partition func-
tion for data having keys found in the record of
key membership and apply the second partition
function for other data having keys that are not
found in the record of key membership.




WO 2016/064629 A1 | I TANRW AT 00U EREAR A AROU o

Declarations under Rule 4.17: Published:

— as to applicant’s entitlement to apply for and be granted —  with international search report (Art. 21(3))
a patent (Rule 4.17(ii))

— as to the applicant's entitlement to claim the priority of
the earlier application (Rule 4.17(iii))



10

15

20

25

30

WO 2016/064629 PCT/US2015/055413

COMPOSITE PARTITION FUNCTIONS

BACKGROUND

[0001] Users are increasingly relying upon cloud-based resources for online activities
such as conducting business and personal communications, online meetings, screen-
sharing, video chats, messaging, and otherwise using various resources available from
service providers. Various application and user data associated with user interactions may
be maintained in databases associated with the resources. Generally, a database may
include many different individual partitions or database nodes to which data is allocated.
The partitions may be spread across multiple different physical devices and servers. Data
entries may be associated with identifiers such as key values that indicate which of the
partitions corresponds to the data. The identifiers may be used to allocate and reference
the data to perform operations such as adding, accessing, and modifying corresponding
data entries.

[0002] Over time, the amount of data stored in a database grows and at some point the
storage capacity may be expanded to accommodate the volume of data and requests. One
traditional database expansion approach involves stopping services for and/or access to the
database, adding new storage/partitions to the database, and then reallocating all of the
pre-existing data across the new arrangement of partitions. In this approach, pre-existing
data is moved to new locations and this moving process may be quite time consuming for
large scale databases. As such, traditional database expansion techniques may be quite
disruptive to services provided to users and take a considerable amount of time to process
and re-insert data at new locations in the updated arrangement of partitions.

SUMMARY

[0003] Composite partition function techniques are described herein that may be used to
repartition a database without moving existing data. In one or more implementations, a
database is partitioned in a first arrangement associated with a first partition function. The
database is repartitioned to form a second arrangement associated with a second partition
function. A record of key membership for data entries in the partitions existing at the time
of repartitioning is created, which can be used to recognize data corresponding to the first
arrangement. In one approach, the record of key membership is configured as a Bloom
filter that compactly represents keys or other identifiers associated with the first
arrangement of partitions. A composite partition function that incorporates the first

partition function and the second partition function is defined and used for subsequent



10

15

20

25

30

WO 2016/064629 PCT/US2015/055413

database operations in the second arrangement. The composite partition function is
configured to apply the first partition function for data having keys found in the record of
key membership and apply the second partition function for other data having keys that
are not found in the record of key membership. The repartitioning is performed such that
data entries existing at the time of repartitioning keep their respective locations in
partitions of the first arrangement.

[0004] This Summary is provided to introduce a selection of concepts in a simplified form
that are further described below in the Detailed Description. This Summary is not
intended to identify key features or essential features of the claimed subject matter, nor is
it intended to be used as an aid in determining the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] The detailed description is described with reference to the accompanying figures.
In the figures, the left-most digit(s) of a reference number identifies the figure in which the
reference number first appears. The use of the same reference numbers in different
instances in the description and the figures may indicate similar or identical items.
Entities represented in the figures may be indicative of one or more entities and thus
reference may be made interchangeably to single or plural forms of the entities in the
following discussion.

[0006] Fig. 1 is an illustration of an example operating environment that is operable to
employ techniques for composite partition functions.

[0007] Fig. 2 depicts an example arrangement of partitions for a database system in
accordance with one or more implementations.

[0008] Fig. 3 depicts another example arrangement of partitions for a database system
representing an expansion of the system of Fig. 2 in accordance with one or more
implementations.

[0009] Fig. 4 depicts another example arrangement of partitions for a database system in
accordance with one or more implementations.

[0010] Fig. 5 depicts a representation of assigning partitions to slots in accordance with
one or more implementations.

[0011] Fig. 6 is a flow diagram depicting an example procedure in which a composite
partition function is defined in accordance with one or more implementations.

[0012] Fig. 7 is a flow diagram depicting an example procedure in which a composite
partition function is used to route requests for an arrangement of partitions in accordance

with one or more implementations.
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[0013] Fig. 8 illustrates an example system having devices and components that may be
employed to implement aspects of the techniques described herein.

DETAILED DESCRIPTION

Overview

[0014] Over time, the amount of data stored in a database may grow and at some point the
storage capacity may be expanded to accommodate the volume of data and requests. One
traditional database expansion approach involves shutting down the database to create new
partitions and distributing all of the pre-existing data across the new arrangement of
partitions, which is time consuming and disruptive to users.

[0015] Composite partition function techniques are described herein that may be used to
repartition a database without moving existing data. In one or more implementations, a
database is partitioned in a first arrangement associated with a first partition function. The
database is repartitioned to form a second arrangement associated with a second partition
function. A record of key membership for data entries in the partitions existing at the time
of repartitioning is created, which can be used to recognize data corresponding to the first
arrangement. In one approach, the record of key membership is configured as a Bloom
filter that compactly represents keys or other identifiers associated with the first
arrangement of partitions. A composite partition function that incorporates the first
partition function and the second partition function is defined and used for subsequent
database operations in the second arrangement. The composite partition function is
configured to apply the first partition function for data having keys found in the record of
key membership and apply the second partition function for other data having keys that
are not found in the record of key membership. The repartitioning is performed such that
data entries existing at the time of repartitioning keep their respective locations in
partitions of the first arrangement.

[0016] Using composite partition function techniques as described herein, it is possible to
maintain existing data in their respective location within an arrangement of partitions
during repartitioning of a database. As such, large quantities of data do not have to be
moved which reduces an amount of time associated with repartitioning. Moreover, using a
Bloom filter or other compressed representation of key membership enables quick
assessments to distinguish between data associated with different partition arrangements
(e.g., partition eras) and select the correct partition functions for management of data

requests. Further, the record of key membership is configured to have a relatively small
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size that makes the record manageable and distribution of the record for use by different
servers, partitions, and components of the database system feasible.

[0017] In the following discussion, an example environment is first described that may
employ the techniques described herein. Example details and procedures are then
described which may be implemented in the example environment as well as other
environments. Consequently, the example details and procedures are not limited to the
example environment and the example environment is not limited to the example details
and procedures. Lastly, an example system and components of the system are discussed
that may be employed to implement aspects of the techniques described herein.

Example Environment

[0018] Fig. 1 is an illustration of an environment 100 in an example implementation that is
operable to employ techniques described herein. The illustrated environment 100 includes
a client device 102, an other client device 104, and a service provider 106 that are
communicatively coupled via a network 108. The client device 102, other client device
104, and service provider 106 may be implemented by one or more computing devices and
also may be representative of one or more entities.

[0019] A computing device may be configured in a variety of ways. For example, a
computing device may be configured as a computer that is capable of communicating over
the network 108, such as a desktop computer, a mobile station, an entertainment appliance,
a set-top box communicatively coupled to a display device, a wireless phone, a game
console, and so forth. Thus, the computing device may range from full resource devices
with substantial memory and processor resources (e.g., personal computers, game
consoles) to a low-resource device with limited memory and/or processing resources (€.g.,
traditional set-top boxes, hand-held game consoles). Additionally, although a single
computing device is shown in some instances, the computing device may be representative
of a plurality of different devices, such as multiple servers of the service provider 106
utilized by a business to perform operations, and so on. Further examples of computing
systems and devices suitable to implement techniques described herein are described
below in relation to Fig. 8.

[0020] Although the network 108 is illustrated as the Internet, the network may assume a
wide variety of configurations. For example, the network 108 may include a wide areca
network (WAN), a local area network (LAN), a wireless network, a public telephone
network, an intranet, a peer-to-peer network, and so on. Further, although a single

network 108 is shown, the network 108 may be configured to include multiple networks.
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[0021] The client device 102 is further illustrated as including an operating system 110.
The operating system 110 is configured to abstract underlying functionality of the
underlying device to applications 112 that are executable on the client device 102. For
example, the operating system 110 may abstract processing, memory, network, and/or
display functionality such that the applications 112 may be written without knowing
“how” this underlying functionality is implemented. The applications 112, for instance,
may provide data to the operating system 110 to be rendered and displayed by a display
device as illustrated without understanding how this rendering will be performed. A
variety of applications 112 typically associated with client devices are contemplated
including, but not limited to, a productivity suite that integrates multiple office
productivity modules, a web browser, games, a multi-media player, a word processor, a
spreadsheet program, a photo manager, and so forth.

[0022] The client device 102 and other client device are each illustrated as including a
communication module 114. The communication modules are representative of
functionality to enable various kinds of communications via the network 108. Examples
of the communication modules include a voice communication application (e.g., a VoIP
client), a video communication application, a messaging application, a content sharing
application, a browser to access web content and combinations thereof.  The
communication module 114 for instance, enables different communication modalities to
be combined to provide diverse communication scenarios. This includes but is not limited
to implementing integrated functionality for wuser presence indications, video
communications, online collaboration and meeting experiences, instant messaging (IM),
and voice calling. Further, the communication module may be operable to access online
resources (e.g., content and services), browse web pages and sites, establish
communication connections with service providers and other clients, and enable various
other interactions through user interfaces 116 that may be output via the communication
modules. In at least some implementations, the communication module 114 represents an
application that is deployed to and installed locally on a client device. Additionally or
alternatively, the communication module 114 may be implemented all or in part as a
remote application that is accessed and executed via a web browser (e.g., a web
application), as a remote service from a provider, using peer—to-peer techniques, and so
forth.

[0023] The service provider 106 includes functionality operable to manage various

resources 118 that may be made available over the network 108, such as via a resource
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manager 120 as depicted in Fig. 1. The resource manager 120 represents various
functionality to manage the resources 118 and data related to the resources as discussed
herein. The service provider 106 may provide various resources 118 via webpages or
other user interfaces 116 that are communicated over the network for output by one or
more clients via a web browser or other client application. The service provider 106 is
configured to manage access to the resources 118, performance of the resources, and
configuration of user interfaces 116 to provide the resources 122, and so on. The service
provider 106 may represent one or more server devices used to provide the various
resources 118.

[0024] Additionally, the resource manager 120 may be configured to implement partition
functions 122 to manage databases 124 associated with the resources 118 that may
partitioned and repartitioned into a plurality of partitions 126 (also referred as shards). In
general, a partition function is configured define how data is allocated across an
arrangement of partitions and may also be used to route data requests to appropriate
partitions. At least some of the partition functions 122 may be composite partition
functions that are configured and operate in the manner described above and below.
Additional details regarding formation and use of composite partition functions can be
found in relation to the following figures.

[0025] In at lecast some embodiments, clients may access the resources 118 provided by
a service provider 106 through client/user accounts to which the clients are authenticated.
For instance, to access resources 118, a client device may provide a username and
password that are authenticated by an authentication service. When the authentication is
successful (e.g., the client “is who they say they are”), the authentication service may pass
a token (or other suitable authentication identifier/secret) to enable access to
corresponding resources. A single authentication may correspond to one or more
resources, such that authentication to a single account by a “single sign-on” may provide
access to individual resources, resources from multiple service providers 106, and/or to an
entire suite of resources available from a service provider 106.

[0026] Generally, resources 118 made accessible by a service provider 106 may include
any suitable combination of services and/or content typically made available over a
network by one or more providers. Some examples of services include, but are not limited
to, a search service, an email service, an instant messaging service, an online productivity
suite, a collaboration service (e.g., a service that integrates functionality for one or more of

VolIP calls, online meeting and conferencing, screen sharing, a unified communications
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and collaboration (UC&C) service, instant messaging, video chats, voice communication,
and so forth) and an authentication service to control access of clients to the resources 118.
Content may include various combinations of text, multi-media streams, documents,
application files, photos, audio/video files animations, images, web pages, web
applications, device applications, content for display by a browser or other client
application, and the like.

[0027] Having considered the foregoing example environment, consider now a discussion
of some example details and procedures for composite partition function techniques in
accordance with one or more implementations.

Composite Partition Function Details

[0028] This section discusses details of composite partition function techniques and
example procedures that may be used to repartition a database without moving existing
data in accordance with one or more implementations. Generally speaking, partitioning is
a technique that may be used for scaling databases. Partitioning may involve splitting of
records/data entries into disjoint subsets called partitions 126 (also referred to as shards).
The partitioning may be based upon suitable identifiers for the records, one example of
which is primary keys of the records. Partitions may be physically distributed across
multiple different servers and/or storage devices (e.g., database nodes). In one approach,
cach partition may be assigned to a separate database server such that there is a one to one
mapping between partitions and database nodes. In addition or alternatively, one or more
partitions may be logically divided across servers/storage devices such that space allocated
for a given partition may be located on two or more individual database nodes.

[0029] In this context, a given arrangement of partitions has a finite amount of storage
capacity which is consumed as the database is populated with data. At some point in time,
a capacity threshold may be reached at which the storage capacity may have to be
expanded to make continued operation of the database possible. Expansion of the
database may involve adding one or more partitions to an existing arrangement of
partitions to create another arrangement of partitions with more storage capacity.
Expansion of the database is also referred to herein as repartitioning. Repartitioning may
occur for a balanced system in which each database node is becoming equally saturated,
either with respect to the volume of data stored or rate of requests for access to the data. In
this case, additional storage (e.g., another server/storage device) may be added with a new
partition function configured to take advantage of the additional storage. Repartitioning

may also occur for an unevenly balanced system in which some database nodes are near
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storage limits, while other nodes are lightly loaded and have room to spare. In this
situation the database nodes may remain the same, but a new partition function may be
defined that is configured to favor the less utilized nodes over the more loaded nodes.
[0030] In accordance with techniques described herein, repartitioning may be performed
such that data entries located in partitions existing at the time of repartitioning keep their
respective locations. In other words, data already in the database at the time of
repartitioning 18 not moved as a result of the repartitioning, which results in reduced
processing time and resource utilization. This may be accomplished by using a composite
partition function as discussed herein that is configured to selectively apply multiple
different underlying partition functions corresponding to successive arrangements of the
partitions or “partition eras,” for handling of data requests. In order to do so, the
composite partition function may include or otherwise make use of records of key
membership to recognize partition eras to which each data request corresponds and apply
an appropriate partition function for the partition era that is recognized to handle the
request.

[0031] Consider now the examples of Figs. 2-5, which illustrate further details and
concepts regarding composite partition functions and key membership records, as well as
repartitioning using composite partition functions. In particular, Fig. 2 depicts generally
at 200 an example arrangement of partitions for a database system in accordance with one
or more implementations. In the illustrated example, a server 202 is represented that may
be associated with a service provider 106 as discussed in relation to Fig. 1. The server 202
may be configured to provide functionality associated with a web application 204 and/or
other resources 118. The server 202 also includes a resource manager 120 that may
operate as discussed herein to manage interactions with the web application 204 and
storage of data associated with the web application in a corresponding database. The data
may be stored via storage devices on which partitions 126 for the database are defined and
that may be implemented via one or more servers, which may or may not include the
server 202. In an implementation, one or more of the partitions 126 for a database may be
provided via the server 202.

[0032] The resource manager 120 in the depicted example is configured to implement a
partition function pl 206(1) for the arrangement of partitions depicted in Fig. 2, which
includes two example partitions, namely partition 208(0) and partition 208(1). The data is
represented in a key-value format, where the key is a primary key of a data record and the

value represents the content of the data record. Data requests may be made to access the
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data and perform operations upon the data including but not limited to adding records,
deleting records, modification of the data, read operations, write operations, and so forth.
In order to access the data to perform operations, the requesting application uses the key
(or other comparable identifier) to locate the database node for a partition corresponding to
the indicated key. Once this is done, data may be accessed from the selected node and/or
partition in accordance with particular protocols, formats, and/or database technology for
the database system, which may be different for different systems.

[0033] The partition function pl 206(1) and partition functions 122 in general enable a
deterministic selection of partitions based on corresponding keys. In other words, the
function consistently selects the same partition for a given key so that the data may be
reliably located. Various configurations of partition functions 122 are contemplated. In
one approach, the partition functions may be configured as hash functions that when
applied to key values for data requests return data identifying partitions of the database
corresponding to the key values.

[0034] By way of example and not limitation, a partition function p may have the form
p(k) = hash(k) mod N, where k is the key, hash is a hashing function and N is a number of
partitions for a given arrangement. In this example, the partition function returns a
partition number counting from 0 to N-1. The hash function operates to assigns a large
integer value to a string (or byte array) representing the key k or other identifying data.
The hash functions utilized in this form may be configured to provide a uniform
distribution of values. Alternatively, a hash function may be sclected/configured to
achieve a distribution of values that may be used to skew the placement of data to
particular partition (e.g., under-utilized partitions). The modulo function mod N casts the
large integer value back into a range of 0 to N-1, which may be used as identifiers for the
individual partitions in the arrangement of partitions. Accordingly, the partition function
may be designed to distribute data among the database nodes/partitions in accordance with
a distribution scheme reflected by the partition function.

[0035] In the example of Fig. 2, the partition function pl 206(1) is configured to map
records for keys k1 and k2 to the first partition, which is partition 208(0) in this example.
In other words, the partition function pl 206(1) evaluated for keys k1 and k2 returns an
identifier for partition 208(0), which is the value zero in this case (e.g., (pl(kl) =pl(k2) =
0). Accordingly, data records/values corresponding to keys k1 and k2 may be stored in
and accessed from servers/storage associated with the partition 208(0) as represented in

Fig 2. The partition function p1 206(1) is also configured to map records for keys k3 and
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k4 to the second partition, partition 208(1). Here, the function evaluated for keys k3 and
k4 returns an identifier for partition 208(1), which is the value one in this case (e.g.,
(p1(k3) = pl(k4) = 1). Accordingly, data records/values corresponding to keys k3 and k4
may be stored in and accessed from servers/storage associated with the partition 208(1) as
represented in Fig 2.

[0036] Now, if a capacity threshold is reached for the example system shown in Fig. 2,
additional capacity may be added by including additional servers/storage and
repartitioning the database across the new arrangement of partitions. Consider for
example and expansion from N to N’ > N, where for example N’ = N+1, or N’ = 2*N.
The new arrangement of partitions is governed by a new partition function created to
accommodate the additional capacity/partitions. New data may then be allocated to the
expanded system using a new partition function, which may have the form p’(k) = hash(k)
mod N’ as discussed above. The location of existing data though is governed by the
former partition function (e.g. partition function pl 206 (1)) and therefore the new
partition function may not reliably locate the existing data since generally the two
functions are not aligned (e.g., p(k) # p’(k)). A traditional solution involves stopping the
database service for a period of time, iterating over existing records and performing a
remove and re-insert operation according to the new partition function to enable
subsequent use of the new partition function. As mentioned previously, this can be quite
disruptive and time consuming for databases having a large volume of data and requests.
[0037] Composite partition function techniques described herein, though, may be used to
repartition a database without moving existing data. In general, the composite partition
function uses records of key membership for different partition arrangements to select
corresponding partition function to use for a given database operation. In this case, the
partition function by which particular data was allocated initially to the database continues
to be used for the particular data, even after repartitioning. The records of key
membership enable selection of the correct function to apply and the composite partition
function is designed to use a combination of two or more individual partition functions
that each correspond to a different partition era.

[0038] To illustrate, consider Fig. 3 which depicts generally at 300 another example
arrangement of partitions for a database system representing an expansion of the system of
Fig. 2 in accordance with one or more implementations. In this example, an additional
partition 208(2) is depicted as being included in the arrangement of partitions of Fig. 3.

Additionally, the resource manager 120 is illustrated as implementing a composite

10
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partition function 302 that governs data allocation for the arrangement of partitions of Fig.
3. The composite partition function 302 is configured to combine the former function for
the arrangement of Fig.2, partition function pl 206(1), with a new function, partition
function p2 206(2), established for the rearrangement of partitions shown in Fig. 3. The
composite partition function 302 is also configured to include or make use of a key record
b1 304(1) that may be used to recognize correspondence of key values with the individual
partition function incorporated in the composite partition function 302. In one approach,
the key record bl 304(1) provides a mechanism to identify which key values are
associated with the former function (partition function p1 206(1)) and therefore select this
function for handling of corresponding data requests. The partition function p2 206(2)
may be used for other data requests which do not correspond to key values contained in
the key record b1 304(1).

[0039] In this example, date entries/values associated with keys k1, k3, k3 and k4 are
preexisting in the system and are distributed across two partitions as shown in Fig. 2.
Repartitioning may occur to add an additional partition as shown in Fig. 3. In
implementations, the database system may be stopped to create an additional partition(s)
and install the composite partition function. As part of the repartitioning, existing keys in
the system (e.g., k1, k2, k3 and k4) are processed to create a records keys membership at
the time of repartitioning, which is represented by key record b1l 304(1). It is noted that
this processing may take significantly less time relative to the amount of time it would
take to move the existing records in accordance with the new partition function.

[0040] The composite partition function 302 may be defined in the following manner.
Partition function pl 206(1) is the original partition function for the arrangement of two
partitions and may have the form pl (k) = hash(k) mod 2. Partition function p2 206(2) is
the new partition function established for the expanded arrangement of three partitions and
may have the form p2(k) = hash(k) mod 3. Now, the composite partition function 302

represented as p’(k) may be expressed as:

p’(k) = pl(k) for any k for which bl(k) = true, or p’(k) = p2(k) otherwise.

[0041] In other words, a check is made to see if a key value is included in the key record
bl 304(1). If the key value is found, pl is used for handling a corresponding
request/operation. Otherwise if the key value is not found, p2 is used for handling a

corresponding request/operation. Using the composite partition function 302, existing
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records can stay in their original locations since they are still located using pl. New
records may populate data across the arrangement of partition including the new partition
using p2. Consequently, the entire set of database nodes are utilized going forward.

[0042] Records of key membership such as the key record bl 304(1) of Fig. 3 may be
configured in any suitable way to distinguish between keys associated with different
partition arrangements and/or partition eras. Raw lists of keys corresponding to each
arrangement/era may be employed in one or more implementations. Practically, though,
the size of raw list of keys may make it difficult to distribute the lists to different database
servers and nodes and take up a considerable amount memory. Accordingly, a compact
representation of keys in a compressed format may be employed in addition or
alternatively to using raw lists. A wvariety of different compressed data structures are
contemplated that may be configured to identify keys corresponding to data entries
existing in a database at the time of repartitioning. Examples of compressed data
structures include but are not limited to a bit map, an arrays, matrices, and filters, to name
a few examples.

[0043] Another example of a compressed data structure that may suitable for records of
key membership in one or more implementations is a Bloom filter. A Bloom filter is a
data structure that is designed to remember a set membership for a set of values in a space
efficient way. In particular, given a set of keys S = {kl, ... kN}, a Bloom filter may be
created to “remember” existence of each key in the set S. Since it is space efficient, the
Bloom filter does not merely remember the list of all the keys. Instead, the Bloom filter
maintains a bit vector, where for each key k from the set S, a bit is set at index hash( k)
mod M, where hash is a hash function (which may or may not differ from hash functions
associated with partition functions), and M is the length of the bit vector. In order to
determine the set membership of any given key k, a lookup is performed for the bit at
position hash(k) mod M. If the bit is set, the key is a member of the set, otherwise it is
not. The bit vector is very space efficient, and thus it makes it possible to store the Bloom
filter in the memory of database nodes, even for large numbers of keys typically found in
databases supporting large applications.

[0044] It is noted that Bloom filter is a probabilistic data structure that produces some
false positive errors. For example, a key k2 that is not a member of the set S might hash to
the same value as the key k1 that is a member of S. This error is known as a collision of
the hashing function. The error rate is small, but it is still possible. Accordingly, for a

small number of keys that are not members of S, the Bloom filter may incorrectly classify
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them as set members. The probability of errors may be minimized by extending the length
of the bit vector and/or by using multiple hash functions and resolving the membership
based on examination of multiple bits settings indicated by these hash functions. Thus, a
Bloom filter may be selectively configured to control the error by specifying the length of
the bit vector and by choosing one or more hash functions to use for the Bloom filter. In
practice, a tradeoff may be made to set an acceptable error rate subject to constraints on
storage space consumed by the Bloom filter and latency/cost for computation of the hash
functions. The error rate is acceptable since if the Bloom filter misrecognizes a key for
new data as being a member of set it will consistently do so. Thus, the data may be
reliably located even if it is placed using a former partition function. Moreover, the
Bloom filter does not return false negatives for keys that are members of the set (e.g., keys
for pre-existing records) and thus old data may remain in and be reliably located in
original locations. In one approach a configuration of the Bloom filter may include setting
a configurable tolerance that determines how frequently false positive errors are produced.
In turn, a degree of compactness of the Bloom filter is dependent upon the configurable
tolerance. For example, a higher degree of compactness may be achieved by setting the
configurable tolerance to produce or “tolerate” more false positive errors. In practice a
very high degree of compactness may be attained since misrecognized data entries may
still be reliably located using a function from a preceding era. In other words, the effect of
Bloom filter errors may be negligible so a relatively large frequency of errors may be
tolerable and therefore very compact configurations of Bloom filters may be employed.

[0045] Consider now an example represented by Fig. 3 in which four new records are
added to the system after repartitioning. For the purposes of this example, assume the key
record b1 304(1) is configured as a Bloom filter as just described. Keys k1, k3, k3 and k4
are preexisting in the system and will be recognized as being members of the Bloom filter.
Accordingly, requests associated with these keys are governed by the partition function pl
206(1). Keys k5 and k6 are found to be not members of the Bloom filter and may be
assigned by the partition function p2 206(2) to partition 208(1). Key k7 is also not found
in the Bloom filter, and assigned by partition function p2 206(2) to the new partition of
database 3. Key k8 is an interesting case, since it is a new key that came about after
repartitioning, yet due to the Bloom filter error as discussed above it is misclassified as a
member, and hence assigned by partition function pl 206(1) to partition 208(1). As noted

though, this does not cause an issue with the integrity of the data or ability to locate data
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corresponding to key k8 since, the Bloom filter will consistently misrecognize key k8 and
therefore reliably route requests for the data.

[0046] It is further noted that the repartitioning process described herein may be
performed multiple times for successive partition eras. The concepts discussed above in
relation to Figs 1-3 may be applied to a generalized case that involves multiple
repartitioning operations. For example, the former function pl in the preceding example
may be a different composite partition function that corresponds to a previous
repartitioning. In other words, the composite partition function established for a current
arrangement of partitions may incorporate one or more other composite partition functions
for previous arrangements.

[0047] To further illustrate, consider Fig. 4 which depicts generally at 400 another
example arrangement of partitions for a database system in accordance with one or more
implementations. In particular, Fig. 4 depicts a generalized case of multiple database
partitions (1 through N) and multiple repartitioning operations, each of which does not
cause movement of existing data to new locations in the arrangement of partitions. In this
example, the database system’s lifetime may has a series of successive partition eras (1
through M). Each partition era is associated with a respective partition function 122 that
defines how to allocate and locate data for partitions existing for that partition era.
Additionally, repartitioning represents the end of a previous partition era and the
beginning of a new partition era. Bloom filters or other records of key membership
existing at the end of each era may be established as part of the repartitioning. Thus,
different partition era may be associated with different records of key membership that
may be used to recognize the correct partition functions 122 to apply for data request.
[0048] The current petition era M is governed by a composite partition function 402,
which is a combination of multiple hash based partition functions pl...pM having
references 206(1) . . . 206(M) for each partition era. Additionally, key records bl...bm1
having references 304(1) . . . 304(M-1) are depicted as being established for each of the
petition eras prior to the current era. The composite partition function 402 may be
configured to check whether a key value is found in any one of the key records and then
apply a corresponding partition function when membership in one of the key records is
determined. In one approach, the check begins by checking the key record for the oldest
era and then progresses through each era from oldest to newest until a match is found. If

match is not found in any of the key records, the partition function pM (206(M)) for the
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current era is selected and applied. In this context, the composite partition function 402

may be expressed as follows:

if k is found in filter bi then set p(k) = pi(k)

else if k is found in filter bz then set p(k) = pa(k)

... continue evaluations for intervening eras

else if k is found in filter bm.ithen set p(k) = pm-1(k)
else set p(k) = pm(k)

A representation of the example composite partition function 402 in pseudo code is as

follows:

repeat for i from I to M
if bi(k) == true
return pi(k)
return pu(k)

[0049] In accordance with the foregoing discussion, a composite partition function
configured to selectively apply partition functions for two or more partition eras may be
defined to govern database operations and requests for a current era. In one or more
implementations, the composite partition function is configured to provide a substantially
equal distribution of new data records across partitions in the current arrangement of
partitions. Depending upon the distribution of data that exists at the time of repartitioning,
though, distribution of new data may or may not create an acceptable load balance since a
newly added partition may have much more storage space available than existing
partitions on which old data is already stored.

[0050] For example, consider a system with N partitions expanded to N’ using partition
functions hash(k) mod N and hash(k) mod N’. For the purpose of example, assume N=2
and N’=3 as in the examples of Figs 2 and 3, respectively. The corresponding partition
functions pi(k) = hash(k) mod 2 and pz(k) = hash(k) mod 3 will place some data onto a
new partition but the existing partitions will likely be more loaded due to load conditions
at the time of repartitioning. The allocation may therefore result in an unbalanced system.
[0051] Accordingly, a rebalancing feature may also be provided in conjunction with the

composite partition function techniques discussed herein. In one approach, the
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rebalancing feature may be provided as an option that may be selectively toggled on or off
to skew allocation of new data to new and/or underutilized partitions. In addition or
alternatively the resource manager 120 may be configured to automatically implement
rebalancing based on factors such as the available capacity of partitions, volume of
requests, rate of increase in data, and so forth. Generally, the rebalancing feature may
involve using a modified hash function configured to incorporate a skew factor to cause
allocation of new data to one or more designated partitions more frequently than to other
partitions. For example, a skew factor may cause uneven distribution of data to allocate
more data to new partitions added for a reconfigured arrangement than to old partitions
existing prior to a repartitioning operation. Various techniques to skew allocation towards
particular partition are contemplated. For example, a skew factor may operate to specify a
configurable interval at which requests are allocated to a selected partition even if the hash
function would indicate a different partition. Thus, the system may be set to automatically
allocate requests to the selected partition at the interval (e.g., every third or fourth request).
In another approach, the skew factor may be dynamically altered based on relative loads of
the partitions such that more requests are allocated to the selected partition initially, but
over time the function gradually may return to making even distributions. For example,
the skew factor may vary according to a decay function that cause the effect of the skew
factor to diminish over time as the selected partition fills up with data.

[0052] In another approach, the skew factor is implemented via a modified partition
function which uses a slotting concept to bias allocation towards the new partitions in an
arrangement. Here, the modified partition function defines multiple slots that are greater
in number than the number of partitions. Then, the slots are logically assigned to the
partitions such that a new partition or selected partition may be assigned to more than one
of the slots. The hash function is configured to return data identifying the slots and
allocate data to corresponding partitions. Since the values returned by the hash function
span the number of slots, data will be allocated more frequently to a partition that is
assigned to more than one of the slots relative to partitions assigned to just one slot.

[0053] To illustrate, consider Fig. 5 which depicts generally at 500 a representation of
assigning partitions to slots in accordance with one or more implementations. Here, the
three partitions 208(0), 208(1), 208(2) of the example in Fig. 3 are shown. A number of
slots 502 are defined and assigned to the partitions. In this example four slots 502 are

assigned to three partitions 208(0), 208(1), 208(2) with each of partition 208(0) and
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partition 208(1) (e.g., old partitions) being assigned to one slot and partition 208(2) (e.g.,
the new partition) being assigned to two slots.

[0054] For a partition function having the general form p(k) = hash(k) mod N as not
above, the modification to implement the bias involves replacing the value of N with the
value of S, where S is the number of slots. In addition, data indicative of slot assignments
may be maintained to map slot identification returned to the actual partitions. Then,

partitioning is computed in two steps:

(1) compute the slot = hash(k) mod S, where S is the number of slots

(2) map the slot to the partition using data indicative of slot assignment

[0055] As new data arrives, more keys are mapped to the new partition, and accordingly
the new partition fills up at a faster rate than old partitions and takes over more of the load.
Eventually the system may approach balance between the partitions, at which point
continuing to skew towards the newer partition may cause an imbalance to return, this
time with the newer partition servicing too much of the load. To address this issue,
another repartitioning operation as described herein may be performed, which uses the
same partitions but causes a switch from the skewed hash function back to the “standard”
function that does not use slots or skew factors. Here the additional repartitioning is
performed to change update the partition function without adding more capacity. After
this additional repartitioning, the system will be both balanced and expanded.
Example Procedures

[0056] The following discussion describes techniques that may be implemented utilizing
the previously described systems and devices. Aspects of each of the procedures may be
implemented in hardware, firmware, or software, or a combination thercof. The
procedures are shown as a set of blocks that specify operations performed by one or more
devices and are not necessarily limited to the orders shown for performing the operations
by the respective blocks. In portions of the following discussion, reference may be made
to the environment 100 of Fig. 1 and the examples of Figs. 2-5. By way of example,
aspects of the procedures may be performed by a suitably configured computing device,
such as by one or more server devices associated with a service provider 106 configured to
provide resources 118 and/or a resource manager 120.

[0057] Functionality, features, and concepts described in relation to the examples of Figs.

1-5 may be employed in the context of the procedures described herein. Further,
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functionality, features, and concepts described in relation to different procedures below
may be interchanged among the different procedures and are not limited to
implementation in the context of an individual procedure. Moreover, blocks associated
with different representative procedures and corresponding figures herein may be applied
together and/or combined in different ways. Accordingly, individual functionality,
features, and concepts described in relation to different example environments, devices,
components, and procedures throughout this document may be used in any suitable
combinations and are not limited to the particular combinations represented by the
enumerated examples.

[0058] Fig. 6 is a flow diagram depicting an example procedure 600 in which a composite
partition function is defined in accordance with one or more implementations. A database
is partitioned with a first partition function (block 602). For example, a resource manager
120 may operate to manage a database 124 associated with resources 118 as discussed
previously. The database 124 may be divided into multiple partitions 126, which are
defined and/or managed via a partition function 122 implemented by the resource manager
120 or otherwise.

[0059] Subsequently, the database is repartitioned (block 604). Repartitioning may be
initiated automatically or at the direction of a user. Repartitioning may be performed
when the storage capacity of an existing arrangement of partition reaches a threshold level
of utilization. In this case, the repartitioning may involve adding more storage capacity.
In addition or alternatively, repartitioning may be performed for other reasons such as to
rebalance the partitions as discussed herein, change the partition function to achieve a
particular allocation goal, undo a skewed hash function to return to a balanced allocation,
and so forth.

[0060] As part of repartitioning, a record of key membership is created for data entries
located in partitions existing at a time of repartitioning (block 606) and one or more new
partitions associated with a second partition function are added (608). Various techniques
may be used to implement a record of key membership as discussed previously herein.
For instance, a Bloom filter or other compressed data structure may be used to record key
values or other suitable identifiers associated with data entries located in partitions
existing at the time of repartitioning. Further, new partitions may be added to increase
storage capacity and create a new arrangement of partitions. As discussed herein, the new

arrangement of partitions is associated with a second partition function that accounts for
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the new partitions and is configured to distribute new data across both the new and old
partitions.

[0061] Additionally, a composite partition function is defined for subsequent database
operations that is configured to apply the first partition function for data having key values
found in the record of key membership or otherwise apply the second partition function
for data having key values not found in the record of key membership (block 610). Then,
the composite partition function is applied to manage data requests associated with the
database (block 612). Generally, the composite partition function is configured to utilize a
record or records of key membership to map key values/identifiers for data to
corresponding partition functions associated with different partition eras. Data requests
may then be handled in accordance with corresponding partition functions returned by
application of the composite partition function. Using the composite partition function
approach discussed herein enables the repartitioning to be performed such that the data
entries located in partitions existing at the time of repartitioning keep their respective
locations. In other words, the old data is not moved. Various details and examples
regarding composite partition functions that may be employed in connection with the
procedure 600 were discussed previously in relation to Figs. 1-5.

[0062] Fig. 7 is a flow diagram depicting an example procedure 700 in which a composite
partition function is used to route requests for an arrangement of partitions in accordance
with one or more implementations. A record of identifiers is established for data
corresponding to a first partition function associated with a first arrangement of one or
more partitions for a database (block 702). The record of identifiers may be configured as
a Bloom filter as described herein or other suitable data structure that may be used to
indicate membership of data with respect to an arrangement of one or more partitions (e.g.,
a partition era). The identifiers may be configured as key values as discussed herein,
although other identifiers are also contemplated such as identifying strings, a hash value
for data content, and so forth. The first arrangement of one or more partitions may
correspond to an initial configuration of a database (e.g., an initial partition era). In
addition or alternatively, the first arrangement of one or more partitions may result from
repartitioning of an arrangement for a previous era, in which case the first partition
function may be configured as a composite function.

[0063] The arrangement of partitions for the database is reconfigured to add at least one
additional partition to increase storage capacity in a reconfigured arrangement (block 704).

Here, repartitioning may occur as discussed previously to add additional capacity to the
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system. Repartitioning results in a reconfigured arrangement that may have more
partitions than the first arrangement. Accordingly, a composite partition function is
generated that combines the first partition function associated with a first arrangement and
a second partition function associated with the reconfigured arrangement, the composite
partition function configured to use the record of identifiers to ascertain whether to apply
the first partition function or the second partition function for routing of data requests
between the partitions for the database (block 706). Then, data requests are routed using
the composite partition function (block 708). As described previously, a composite
partition function may be generated that accounts for two or more successive partition eras
associated with different arrangements of partitions. The different arrangements may be
associated with different individual partition functions and/or different numbers of
partitions (although the same number of partitions may be used for two or more eras in
some scenarios (e.g., rebalancing). Different eras/arrangements may also be associated
with respective records of identifiers that may be employed to recognize membership of
data/requests within particular eras. Appropriate partition functions are then mapped to
the data/requests and used to route data/request to the corresponding partitions. A
composite partition function is configured to combine two or more partition functions
associated with successive partition eras with each partition era corresponding to a
particular arrangement of partitions for the database. Various additional details and
examples regarding composite partition functions that may be employed in connection
with the procedure 700 were discussed previously in relation to Figs. 1-6.

[0064] Having considered some example procedures, consider now a discussion of an
example system and devices that may be employed to implement aspects of the techniques

described herein in one or more implementations.

Example System and Device

[0065] Fig. 8 illustrates an example system generally at 800 that includes an example
computing device 802 that is representative of one or more computing systems and/or
devices that may implement the various techniques described herein. The computing
device 802 may be, for example, a server of a service provider, a device associated with
the client (e.g., a client device), an on-chip system, and/or any other suitable computing
device or computing system.

[0066] The example computing device 802 as illustrated includes a processing system

804, one or more computer-readable media 806, and one or more I/O interfaces 808 that
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are communicatively coupled, one to another. Although not shown, the computing device
802 may further include a system bus or other data and command transfer system that
couples the various components, one to another. A system bus can include any one or
combination of different bus structures, such as a memory bus or memory controller, a
peripheral bus, a universal serial bus, and/or a processor or local bus that utilizes any of a
variety of bus architectures. A variety of other examples are also contemplated, such as
control and data lines.

[0067] The processing system 804 is representative of functionality to perform one or
more operations using hardware. Accordingly, the processing system 804 is illustrated as
including hardware elements 810 that may be configured as processors, functional blocks,
and so forth. This may include implementation in hardware as an application specific
integrated circuit or other logic device formed using one or more semiconductors. The
hardware elements 810 are not limited by the materials from which they are formed or the
processing mechanisms employed therein. For example, processors may be comprised of
semiconductor(s) and/or transistors (e.g., electronic integrated circuits (ICs)). In such a
context, processor-executable instructions may be electronically-executable instructions.
[0068] The computer-readable media 806 is illustrated as including memory/storage 812.
The memory/storage 812 represents memory/storage capacity associated with one or more
computer-readable media. The memory/storage 812 may include volatile media (such as
random access memory (RAM)) and/or nonvolatile media (such as read only memory
(ROM), Flash memory, optical disks, magnetic disks, and so forth). The memory/storage
812 may include fixed media (e.g., RAM, ROM, a fixed hard drive, and so on) as well as
removable media (e.g., Flash memory, a removable hard drive, an optical disc, and so
forth). The computer-readable media 806 may be configured in a variety of other ways as
further described below.

[0069] Input/output interface(s) 808 are representative of functionality to allow a user to
enter commands and information to computing device 802, and also allow information to
be presented to the user and/or other components or devices using various input/output
devices. Examples of input devices include a keyboard, a cursor control device (e.g., a
mouse), a microphone, a scanner, touch functionality (e.g., capacitive or other sensors that
are configured to detect physical touch), a camera (e.g., which may employ visible or non-
visible wavelengths such as infrared frequencies to detect movement that does not involve
touch as gestures), and so forth. Examples of output devices include a display device

(e.g., a monitor or projector), speakers, a printer, a network card, tactile-response device,
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and so forth. Thus, the computing device 802 may be configured in a variety of ways as
further described below to support user interaction.

[0070] Various techniques may be described herein in the general context of software,
hardware elements, or program modules. Generally, such modules include routines,
programs, objects, clements, components, data structures, and so forth that perform
particular tasks or implement particular abstract data types. The terms “module,”
“functionality,” and “component” as used herein generally represent software, firmware,
hardware, or a combination thereof. The features of the techniques described herein are
platform-independent, meaning that the techniques may be implemented on a variety of
commercial computing platforms having a variety of processors.

[0071] An implementation of the described modules and techniques may be stored on or
transmitted across some form of computer-readable media. The computer-readable media
may include a variety of media that may be accessed by the computing device 802. By
way of example, and not limitation, computer-readable media may include “computer-
readable storage media” and “communication media.”

[0072] “Computer-readable storage media” refers to media and/or devices that enable
storage of information in contrast to mere signal transmission, carrier waves, or signals per
se. Thus, computer-readable storage media does not include signal bearing media or
signals per se. The computer-readable storage media includes hardware such as volatile
and non-volatile, removable and non-removable media and/or storage devices
implemented in a method or technology suitable for storage of information such as
computer readable instructions, data structures, program modules, logic elements/circuits,
or other data. Examples of computer-readable storage media may include, but are not
limited to, RAM, ROM, EEPROM, flash memory or other memory technology, CD-ROM,
digital versatile disks (DVD) or other optical storage, hard disks, magnetic cassettes,
magnetic tape, magnetic disk storage or other magnetic storage devices, or other storage
device, tangible media, or article of manufacture suitable to store the desired information
and which may be accessed by a computer.

[0073] “Communication media” may refer to a signal-bearing medium that is configured
to transmit instructions to the hardware of the computing device 802, such as via a
network. Communication media typically may embody computer readable instructions,
data structures, program modules, or other data in a modulated data signal, such as carrier
waves, data signals, or other transport mechanism. Signal media also include any

information delivery media. The term “modulated data signal” means a signal that has one
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or more of its characteristics set or changed in such a manner as to encode information in
the signal. By way of example, and not limitation, communication media include wired
media such as a wired network or direct-wired connection, and wireless media such as
acoustic, RF, infrared, and other wireless media.

[0074] As previously described, hardware elements 810 and computer-readable media 806
are representative of instructions, modules, programmable device logic and/or fixed device
logic implemented in a hardware form that may be employed in some embodiments to
implement at least some aspects of the techniques described herein. Hardware elements
may include components of an integrated circuit or on-chip system, an application-specific
integrated circuit (ASIC), a field-programmable gate array (FPGA), a complex
programmable logic device (CPLD), and other implementations in silicon or other
hardware devices. In this context, a hardware element may operate as a processing device
that performs program tasks defined by instructions, modules, and/or logic embodied by
the hardware element as well as a hardware device utilized to store instructions for
execution, ¢.g., the computer-readable storage media described previously.

[0075] Combinations of the foregoing may also be employed to implement various
techniques and modules described herein. Accordingly, software, hardware, or program
modules including applications 112, communication module 114, resource manager 120
and other program modules may be implemented as one or more instructions and/or logic
embodied on some form of computer-readable storage media and/or by one or more
hardware elements 810. The computing device 802 may be configured to implement
particular instructions and/or functions corresponding to the software and/or hardware
modules. Accordingly, implementation of modules as a module that is executable by the
computing device 802 as software may be achieved at least partially in hardware, e.g.,
through use of computer-readable storage media and/or hardware elements 810 of the
processing system. The instructions and/or functions may be executable/operable by one
or more articles of manufacture (for example, one or more computing devices 802 and/or
processing systems 804) to implement techniques, modules, and examples described
herein.

[0076] As further illustrated in Fig. 8, the example system 800 enables ubiquitous
environments for a seamless user experience when running applications on a personal
computer (PC), a television device, and/or a mobile device. Services and applications run

substantially similar in all three environments for a common user experience when
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transitioning from one device to the next while utilizing an application, playing a video
game, watching a video, and so on.

[0077] In the example system 800, multiple devices are interconnected through a central
computing device. The central computing device may be local to the multiple devices or
may be located remotely from the multiple devices. In one embodiment, the central
computing device may be a cloud of one or more server computers that are connected to
the multiple devices through a network, the Internet, or other data communication link.
[0078] In one embodiment, this interconnection architecture enables functionality to be
delivered across multiple devices to provide a common and seamless experience to a user
of the multiple devices. FEach of the multiple devices may have different physical
requirements and capabilities, and the central computing device uses a platform to enable
the delivery of an experience to the device that is both tailored to the device and yet
common to all devices. In one embodiment, a class of target devices is created and
experiences are tailored to the generic class of devices. A class of devices may be defined
by physical features, types of usage, or other common characteristics of the devices.

[0079] In various implementations, the computing device 802 may assume a variety of
different configurations, such as for computer 8§14, mobile 816, and television 818 uses.
Each of these configurations includes devices that may have generally different constructs
and capabilities, and thus the computing device 802 may be configured according to one
or more of the different device classes. For instance, the computing device 802 may be
implemented as the computer 814 class of a device that includes a personal computer,
desktop computer, a multi-screen computer, laptop computer, netbook, and so on.

[0080] The computing device 802 may also be implemented as the mobile 816 class of
device that includes mobile devices, such as a mobile phone, portable music player,
portable gaming device, a tablet computer, a multi-screen computer, and so on. The
computing device 802 may also be implemented as the television 818 class of device that
includes devices having or connected to generally larger screens in casual viewing
environments. These devices include televisions, set-top boxes, gaming consoles, and so
on.

[0081] The techniques described herein may be supported by these various
configurations of the computing device 802 and are not limited to the specific examples of
the techniques described herein. This is illustrated through inclusion of the resource

manager 120 on the computing device 802. The functionality of the resource manager 120
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and other modules may also be implemented all or in part through use of a distributed
system, such as over a “cloud” 820 via a platform 822 as described below.

[0082] The cloud 820 includes and/or is representative of a platform 822 for resources
824, The platform 822 abstracts underlying functionality of hardware (e.g., servers) and
software resources of the cloud 820. The resources 824 may include applications and/or
data that can be utilized while computer processing is executed on servers that are remote
from the computing device 802. Resources 824 can also include services provided over
the Internet and/or through a subscriber network, such as a cellular or Wi-Fi network.
[0083] The platform 822 may abstract resources and functions to connect the computing
device 802 with other computing devices. The platform 822 may also serve to abstract
scaling of resources to provide a corresponding level of scale to encountered demand for
the resources 824 that are implemented via the platform 822. Accordingly, in an
interconnected device embodiment, implementation of functionality described herein may
be distributed throughout the system 800. For example, the functionality may be
implemented in part on the computing device 802 as well as via the platform 822 that

abstracts the functionality of the cloud 820.

Example Implementations

[0084] Example implementations of composite partition functions described herein
include, but are not limited to, one or any combinations of one or more of the following
examples:

[0085] A method implemented by a computing device comprising: partitioning a database
with a first partition function; and repartitioning the database by: creating a record of key
membership for data entries located in partitions existing at a time of repartitioning;
adding one or more new partitions associated with a second partition function; defining a
composite partition function for subsequent database operations configured to: apply the
first partition function for data having key values found in the record of key membership;
or apply the second partition function for data having key values not found in the record of
key membership.

[0086] A method as described above, wherein the repartitioning is performed such that the
data entries located in partitions existing at the time of repartitioning keep their respective

locations.
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[0087] A method as described above, wherein the record of key membership is configured
to record key values associated with data entries located in the partitions existing at the
time of repartitioning.

[0088] A method as described above, wherein the record of key membership comprises a
compressed data structure configured to identify keys corresponding to data entries
existing in the database at the time of repartitioning.

[0089] A method as described above, wherein the record of key membership comprises a
Bloom filter.

[0090] A method as described above, wherein the composite partition function is
configured to combine two or more partition functions associated with successive partition
eras, each partition era corresponding to a particular arrangement of partitions for the
database.

[0091] A method as described above, wherein the first partition function and the second
partition function are configured as hash functions that when applied to key values for data
requests return data identifying partitions of the database corresponding to the key values.
[0092] A method as described above, wherein the first partition function comprises a prior
composite function established for a previous repartitioning of the database to add
additional storage capacity, the composite partition function that is defined configured to
apply the prior composite function for data having key values found in the record of key
membership and the second partition function for other data.

[0093] A method as described above, wherein the combined partition function is
configured to bias allocation of data towards placement of new data entries on the new
partitions to balance a distribution of data across partitions of the database.

[0094] A method as described above, wherein the combined partition function
misrecognizes at least some key values for new data entries as being found in the record of
key membership, such that data entries associated with misrecognized key values are
allocated to and consistently located within the partitions existing at the time of
repartitioning.

[0095] A computing device comprising: a processing system; and one or more modules
that, when executed by the processing system, perform operations for repartitioning of a
database to increase storage capacity including: creating a record of key membership for
data entries located in partitions of the database existing at the time of repartitioning,
partitions of the database existing at a time of repartitioning associated with a first

partition function; adding a new partition associated with a second partition function; and
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defining a composite partition function for handling of subsequent database requests
configured to: apply the first partition function for data requests including key values
found in the record of key membership; or apply the second partition function for data
requests including key values not found in the record of key membership, such that data
entries located in partitions existing at the time of repartitioning keep their respective
locations in the partitions existing at the time of repartitioning.

[0096] The computing device above, wherein the record of key membership is configured
as a Bloom filter having bit values set for keys associated with data entries existing at the
time of repartitioning to indicate membership for the keys via the Bloom filter.

[0097] The computing device of above, wherein: the Bloom filter produces false positive
errors according to a configurable tolerance which causes at least a portion of data entries
created after repartitioning to be misrecognized and handled using the first partition
function, the false positive errors being consistent such that misrecognized data entries are
reliably located using the first partition function; and a degree of compactness of the
Bloom filter depends upon the configurable tolerance.

[0098] The computing above, wherein the composite partition function is configured to
combine the second partition function with a plurality of individual partition functions
associated with multiple previous operations to repartition the database.

[0099] The computing device above, wherein the second partition function is configured
to allocate data across partitions of the database existing at the time of repartitioning and
the new partition.

[00100] A method implemented by a computing device comprising: establishing a
record of identifiers for data corresponding to a first partition function associated with a
first arrangement of one or more partitions for a database; reconfiguring the arrangement
of partitions for the database to add at least one additional partition to increase storage
capacity in a reconfigured arrangement; generating a composite partition function that
combines the first partition function associated with the first arrangement and a second
partition function associated with the reconfigured arrangement, the composite partition
function configured to use the record of identifiers to ascertain whether to apply the first
partition function or the second partition function for routing of data requests between
partitions for the database; and routing data requests using the composite partition
function.

[00101] A method as described above, wherein routing data requests using the

composite partition function comprises for cach data request: using the record of
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identifiers to ascertain whether an identifier associated with the data request is included in
the record of identifiers; and when the identifier is included, routing the data request using
the first partition function; or when the identifier is not included, routing the data request
using the second partition function.
[00102] A method as described above, wherein the data requests comprises requests
to access, add, or modify data entries in partitions of the database.
[00103] A method as described above, wherein data entries existing prior to the
reconfiguring are not moved to different locations as a result of the reconfiguring.
[00104] A method as described above, wherein the second partition function
comprises a modified hash function configured to incorporate a skew factor to cause
allocation of new data to the at least one additional partition added for the reconfigured
arrangement more frequently than to the one or more partitions existing for the first
arrangement.

Conclusion
[00105] Although the subject matter has been described in language specific to
structural features and/or methodological acts, it is to be understood that the subject matter
defined in the appended claims is not necessarily limited to the specific features or acts
described. Rather, the specific features and acts are disclosed as example forms of

implementing the claimed subject matter.
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CLAIMS

1. A method implemented by a computing device for repartitioning of a
database to increase storage capacity comprising:

partitioning a database with a first partition function; and

repartitioning the database by:

creating a record of key membership for data entries located in partitions
existing at a time of repartitioning;
adding one or more new partitions associated with a second partition
function;
defining a composite partition function for subsequent database operations
configured to:
apply the first partition function for data having key values found in
the record of key membership; or
apply the second partition function for data having key values not
found in the record of key membership.

2. A method as described in claim 1, wherein the repartitioning is performed
such that the data entries located in partitions existing at the time of repartitioning keep
their respective locations.

3. A method as described in claim 1, wherein the record of key membership is
configured to record key values associated with data entries located in the partitions
existing at the time of repartitioning.

4. A method as described in claim 1, wherein the record of key membership
comprises a compressed data structure configured to identify keys corresponding to data
entries existing in the database at the time of repartitioning.

5. A method as described in claim 1, wherein the record of key membership
comprises a Bloom filter.

6. A method as described in claim 1, wherein the composite partition function
is configured to combine two or more partition functions associated with successive
partition eras, each partition era corresponding to a particular arrangement of partitions for
the database.

7. A method as described in claim 1, wherein the first partition function and
the second partition function are configured as hash functions that when applied to key
values for data requests return data identifying partitions of the database corresponding to

the key values.
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8. A method as described in claim 1, wherein the first partition function
comprises a prior composite function established for a previous repartitioning of the
database to add additional storage capacity, the composite partition function that is defined
configured to apply the prior composite function for data having key values found in the
record of key membership and the second partition function for other data.

9. A method as described in claim 1, wherein the combined partition function
is configured to bias allocation of data towards placement of new data entries on the new
partitions to balance a distribution of data across partitions of the database.

10. A method as described in claim 1, wherein the combined partition function
misrecognizes at least some key values for new data entries as being found in the record of
key membership, such that data entries associated with misrecognized key values are
allocated to and consistently located within the partitions existing at the time of
repartitioning.

11. A computing device comprising:

a processing system; and

one or more modules that, when executed by the processing system, perform
operations for repartitioning of a database to increase storage capacity including:

creating a record of key membership for data entries located in partitions of
the database existing at the time of repartitioning, partitions of the database
existing at a time of repartitioning associated with a first partition function;
adding a new partition associated with a second partition function; and
defining a composite partition function for handling of subsequent database
requests configured to:
apply the first partition function for data requests including key
values found in the record of key membership; or
apply the second partition function for data requests including key
values not found in the record of key membership,
such that data entries located in partitions existing at the time of
repartitioning keep their respective locations in the partitions existing at the
time of repartitioning.

12.  The computing device of claim 11, wherein the record of key membership
is configured as a Bloom filter having bit values set for keys associated with data entries
existing at the time of repartitioning to indicate membership for the keys via the Bloom

filter.
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13.  The computing device of claim 12, wherein:

the Bloom filter produces false positive errors according to a configurable
tolerance which causes at least a portion of data entries created after repartitioning to be
misrecognized and handled using the first partition function, the false positive errors being
consistent such that misrecognized data entries are reliably located using the first partition
function; and

a degree of compactness of the Bloom filter depends upon the configurable
tolerance.

14.  The computing device of claim 11, wherein the composite partition
function is configured to combine the second partition function with a plurality of
individual partition functions associated with multiple previous operations to repartition
the database.

15. The computing device of claim 11, wherein the second partition function is
configured to allocate data across partitions of the database existing at the time of

repartitioning and the new partition.
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