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MULTIPLE VIDEO CAMERA PROCESSING FOR
TELECONFERENCING

RELATED APPLICATION

[0001] The present application claims priority of U.S. Patent Application No.
12/275,119 filed 11 November 2008.

FIELD OF THE INVENTION

[0002] The present disclosure relates generally to videoconferencing systems.

BACKGROUND:

[0003] Today’s videoconferencing systems have improved in quality to provide a sense
of remote conference participants being present. Hence they are commonly called
“telepresence systems.” One example is the CISCO CTS3000 Telepresence system, by
Cisco Systems, Inc. In a videoconferencing room set up for such a videoconferencing
system, seating locations are fixed. Cameras have a fixed focus, zoom, and angle to

reproduce each member in a life-size “close-up” on the matched video display.

[0004] Customers have other conference rooms that they would like to use for
telepresence conferencing. In these rooms, the seating locations may vary greatly from

meeting to meeting.

[0005] Some existing telepresence systems use actual pan-tilt-zoom (PTZ) and/or
electronic PTZ (EPTZ) cameras. Whether actual pan-tilt-zoom, or electronic, the
cameras must be manually steered by a person to achieve a good view. While this is
bothersome with one camera, it becomes untenable in a multi-camera situation. Thus, it
is desirable to use a plurality of cameras that automatically seek out good close-up

people views of each participant.

BRIEF DESCRIPTION OF THE DRAWINGS

[0001] FIG. 1A shows a top view of a first example arrangement of a conference room

in which three cameras are used for videoconferencing according to an embodiment of

the present invention.
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[0002] FIG. 1B shows a top view of a second example arrangement of a conference
room in which two cameras are used for videoconferencing according to an

embodiment of the present invention.

[0003] FIG. 1C shows a top view of a third example in which three video cameras 121,
123, and 125 are used for videoconferencing according to an embodiment of the

present invention.

[0004] FIG. 2 shows a simplified functional block diagram of one embodiment of the
invention, applicable, for example, to the arrangement of participants shown in

FIG. 1A.

[0005] FIG. 3 shows a simplified functional block diagram of one embodiment of the
invention, applicable, for example, to the arrangements of participants shown in

FIGS. 1B and 1C.

[0006] FIG. 4 shows a flowchart of a method embodiment of operating a processing

system according to an embodiment of the present invention.

[0007] FIG. 5 shows a flowchart of another method embodiment of operating a

processing system according to an embodiment of the present invention.

[0008] FIG. 6 shows a line drawing from a photograph of an example of a wide angle

camera view in a typical conference room for a video teleconference.

[0009] FIG. 7 shows a line drawing from a photograph of an example wide angle
camera view from a camera on one side of a display screen, according to an

embodiment of the present invention.

[0010] FIG. 8 shows a line drawing from a photograph of an example wide angle
camera view from a camera on the opposite side of a display screen to that shown in

FIG. 7, according to an embodiment of the present invention.

[0011] FIG. 9 shows a line drawing from a photograph of a people view that would be
transmitted to a remote endpoint in the example shown in FIGS. 6 and 7, according to

an embodiment of the present invention.

[0012] FIG. 10 shows a simplified block diagram of a teleconferencing system that
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includes teleconference terminal that includes an embodiment of the present invention,

and that is coupled to a network to which at least one endpoint is also coupled.

DESCRIPTION OF EXAMPLE EMBODIMENTS

Overview

[0006] Conventional teleconference systems used in a standard conference room

typically show a wide angle group people view.

[0007] Described herein is a teleconference system with video camera that adapts to
the seating positions of a number of people in a room. One or more wide-angle cameras
capture wide angle camera views of the participants, who, ¢.g., are around a table. In
one embodiment, each face is located by a combination of audio and video
information. People shots are composed or selected as if there is a set of “virtual”
close-up cameras each producing a people view. The people views generated by the
virtual cameras are then used in a teleconference, ¢.g. a teleconference using multiple
display screens. The system does not require a fixed seating arrangement, because it
automatically analyzes the scene and positions the virtual electronic pan-tilt-zoom
cameras to capture a correct “head and shoulder” people view. Embodiments of the
system can produce one or multiple video output streams each containing one or

multiple people without requiring a fixed seating arrangement.

[0008] A feature of some embodiments is that the system can be dynamically
deployed. That is, it is not necessary to permanently mount it in a specific location, but

rather it may be moved to whatever room is convenient.

[0009] Thus, embodiments of the present invention include an apparatus and a method,
can add electronic pan-tilt-zoom function and multiple view capability to a simple

telepresence system.

[0010] Particular embodiments include an apparatus comprising a plurality of video
cameras each configured to capture a respective camera view of at least some
participants of a conference. The camera views together including at least one view of
cach participant. The apparatus further includes a plurality of microphones and an

audio processing module coupled to the plurality of microphones and configured to
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generate audio data and direction information indicative of the direction of sound
received at the microphones. The apparatus also includes a composition element
coupled to the video cameras and configured to generate one or more candidate people
views, each people view being of an area enclosing a head and shoulders view of at
least one participant. The apparatus also has a video director element coupled to the
composition module and to the audio processing module and configured to make a
selection, according to the direction information, of which at least one of the candidate

people views are to be transmitted to one or more remote endpoints.

[0011] In one version of the apparatus, the cameras are set to cach generate a candidate
people view. The composition element is configured to make a selection of which at
least one camera views is to be transmitted to the one or more remote endpoints
according to the direction information. The apparatus in such a version also includes a
video selector element coupled to the video director and to the video cameras and
configured to switch in, according to the selection by the video director, at least one of

the camera views for compression and transmission to one or more remote endpoints.

[0012] Other versions of the apparatus further include a face detection element coupled
to the cameras and configured to determine the location of each participant’s face in
cach camera view and to output the determined location(s) to the composition element.
The camera views in these versions are not necessarily people views. The composition
module is coupled to cameras via the face detection element, and further configured to
generate according to the determined face locations, one or more candidate people
views, each candidate people view being of an area enclosing a head and shoulders
view of at least one participant, and to output to the video director candidate view
information. In such versions, the video director is further configured to output selected
view information according to the selection by the video director, and the apparatus
further includes an electronic pan-tilt-zoom element coupled to the video director and
to the video cameras and configured to generate, according to the selection selected
view information, video corresponding to the selected at least one of the candidate

views for compression and transmission to one or more remote endpoints.
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[0013] Each participant appears in only one people view, or each participant may
appear in more than one people view, in which case, the composition element includes
a first composition element configured to compose people views, and a second
composition element configured to select the candidate people views from the
composed people view, such that each participant appears in only one candidate people

view.

[0014] Particular embodiments include a method of operating a processing system. The
method includes accepting a plurality of camera views of at least some participants of a
conference. Each camera view is from a corresponding video camera, with the camera
views together including at least one view of each participant. The method includes
accepting audio from a plurality of microphones, and processing the audio from the
plurality of microphones to generate audio data and direction information indicative of
the direction of sound received at the microphones. The method further includes
generating one or more candidate people views, with each people view being of an area
enclosing a head and shoulders view of at least one participant. The method also
includes making a selection, according to the direction information, of which at least
one of the candidate people views are to be transmitted to one or more remote

endpoints.

[0015] In one version, the accepted camera views are each a candidate people view,
and the method further includes, in response to the made selection, switching in at least
one of the accepted camera views for compression and transmission to one or more

remote endpoints.

[0016] Other versions include detecting any faces in the camera views and determining
the location of each detected face in each camera view. In such versions, the camera
views are not necessarily people views, and the generating of the one or more
candidate people views is according to the determined face locations, such that each
candidate people view is of an area enclosing a head and shoulders view of at least one
participant, the generating determining candidate view information. Furthermore,
making the selection according to the direction information includes providing selected

view information according to the made selection. Such versions include generating
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according to the selected view information, video corresponding to the selected at least
one of the candidate views for compression and transmission to one or more remote

endpoints.

[0017] In one case, each participant appears in only one people view. In other cases,
each participant may appear in more than one people view, and the method for such
versions further includes composing possible people views, and selecting the candidate
people views from the composed possible people view, such that each participant

appears in only one candidate people view.

[0018] Particular embodiments include a method of operating a processing system. The
method includes, for a plurality of camera views from corresponding video cameras in
a room, detecting any faces in the camera view, determining the location of participants
in the room, determining which face or faces is or are in more than one camera view,,
and for each subgroup of one or more adjacent faces, composing a people view,
selecting respective people views for each respective participant, mapping each people
view to one or more determined voice directions, such each determined voice direction
is associated with one of the people views; and selecting one or more people views for
transmission to remote endpoints, such that video for the people views selected for

transmission can be formed.

[0019] In some such method, when a voice direction changes, the method includes

switching between people views according to the sound direction.

[0020] Particular embodiments include a computer-readable medium having encoded
thereon executable instructions that when executed by at least one processor of a
processing system cause carrying out a method. The method includes, for a plurality of
camera views from corresponding video cameras in a room, detecting any faces in the
camera view, determining the location of participants in the room, determining which
face or faces is or are in more than one camera view,, and for each subgroup of one or
more adjacent faces, composing a people view, selecting respective people views for
each respective participant, mapping each people view to one or more determined
voice directions, such each determined voice direction is associated with one of the

people views; and selecting one or more people views for transmission to remote
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endpoints, such that video for the people views selected for transmission can be

formed.

[0021] Particular embodiments may provide all, some, or none of these aspects,
features, or advantages. Particular embodiments may provide one or more other
aspects, features, or advantages, one or more of which may be readily apparent to a

person skilled in the art from the figures, descriptions, and claims herein.

The embodiments

[0022] Embodiments of the present invention use two or more wide-angle cameras,
e.g., high definition video cameras. Some embodiments and electronic pan-tilt-zoom
applied to one or more of the camera views with face detection to determine one or

more close-up views, each of one or more, ¢.g., two or three of the participants.

[0023] FIG. 1A shows a top view of a first example arrangement of a conference room
in which three cameras 121, 123, and 125 are used for videoconferencing according to
a first embodiment of the present invention. At least one display screen 127 is located
at one end of the conference room in which a table 111 is positioned. FIG. 1B shows a
top view of a second example arrangement of a conference room in which two cameras
121, 123 are used for videoconferencing according to an embodiment of the present
invention, while FIG. 1C shows a top view of a third example in which three video
cameras 121, 123, and 125 are used. The display is usually in landscape orientation,
showing one or two people side-by-side and life-size, vertically positioned so that the
image of their eyes are at the same elevation as the people in the room. The table is a
typical conference room table, which might be an elongated table, ¢.g., a rectangular
table as shown in FIG. 1A, or, as shown in FIGS. 1B and 1C, an oval table. Participants
101, 102, 103, 104, 105, 106, and 107 in FIG. 1A, and 101, 102, 103, 104, 105, 106,
107, 108, and 109 in each of FIGS. 1B and 1C are around the table. A plurality of
cameras is used in a cross-fire arrangement to provide wide angle camera views that in
some arrangements, ¢.g., those of FIGS 1B and 1C overlap so that each participant is in
at least one view. In FIGS. 1A, each participant is in exactly one camera view, while in
the arrangements of FIGS. 1B or 1C there may be a least one participant who is in

more than one view. Furthermore, the cameras are angled so that each participant’s
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face is in at least one wide-angle view. Thus, for example, if there are participants on
opposite sides of the table, by angling the cameras, each such participant’s face is in at

least one view.

[0024] Modern videoconferencing systems that use high-definition video cameras in
especially configured rooms are often called telepresence systems because they provide
for the participants around the table life size images of remote participants on the at
least one display screen, as if the remote participants are present. The display is usually
in landscape orientation, showing one or two people side-by-side and life-size,
vertically positioned so that the image of their eyes are at the same elevation as the
people in the room. One mechanism is to set up a video conferencing room with a
plurality of cameras fixed and located around the room in a radial manner, or spaced
apart and pointed out parallel to each other and perpendicular to the display(s), such
when the participants sit around a conference table, a people view of the head and
shoulders of each participant is obtained suitable for displaying on a remote screen to
give the impression that the participant or participants is/are present at the remote

location.

[0025] One feature of embodiments of the present invention is providing the same
effect with a less expensive arrangement of the plurality of cameras set up near the
display screen(s) at angles arranged to capture wide-angle views as shown in the
example arrangements of FIGS. 1A-1C. In one example, the cameras are near the
display; with two cameras near the two sides of the display and if there is a third
camera (or only one camera), it is centered directly over the display. The cameras are
approximately at eye level of the participants, and may be, in one example, 18 inches

from either side of the display.

[0026] FIG. 2 shows a simplified functional block diagram of one embodiment of the
invention, applicable, for example, to the arrangement of participants shown in
FIG. 1A. A plurality of cameras 203, e.g., high definition video cameras that each
provide a resolution with at least 600 lines of video, e.g., with 1920x1080 at 60 frames
per second, are arranged such that each camera view shows two or at most three people

side by side and close up. In one embodiment, each camera has a fixed wide-angle



WO 2010/059481 PCT/US2009/064061

9
view. The depth of field is arranged fir the participants sitting at the table 111 such that
for each participant, there is at least one camera that has the participant’s face view in

focus.

[0027] In a first version, the framing is adjusted per camera such that each frame is
suitable for a people view of the head and shoulders of the participants suitable for
displaying on a remote screen to give the impression that the participant or participants
is/are present at the remote location. Each camera view has one, two or possibly three
participants. In such an embodiment, every participant appears in one and only one
camera view. The cameras are arranged such that the two or three participants that
appear in a camera’s people view do not significantly obscure each other. A particular
participant is captured by the camera position that is farthest away from him or her,
which is also the position closest to a “frontal” people view of that participant. In the
first version, the framing is adjusted per camera such that camera view has one, two or

possibly three participants, already framed to be suitable to a people view.

[0028] In a second version, the framing is not necessarily adjusted per camera such that
camera view is a people view. Some additional composition may be needed. The
cameras are again arranged such that the two or three participants that appear in a
camera view’s people view(s) do not significantly obscure each other. The people
views are such that each person appears in only one people view. A particular
participant is captured by the camera position that is farthest away from him or her,
which is also the position closest to a “frontal” people view of that participant. Because
in this second version, the framing may not necessarily be a people view of the head
and shoulders of the participants suitable for displaying on a remote screen to give the
impression that the participant or participants is/are present at the remote location,

electronic composition is carried out to achieve such functions.

[0029] In both versions, a directional microphone subsystem includes two or more
microphones 113, arranged, for example as a microphone array and an audio
processing module 209 coupled to the microphones and configured to generate audio
data and direction information indicative of the direction of sound received at the

microphones. In one example embodiment, the direction information is in the form of
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the angle of sound. Thus, the microphones are used to capture the audio of each
participant clearly and the audio processing is used to determine in which of the people
views a participant is speaking. There is no correspondence necessary in such an
arrangement between a microphone and a person, as there would be if each participant

was provided with a separate microphone.

[0030] One aspect of the invention is applicable to such arrangements, and includes a
method of determining which camera view shows the current speaker, in cases where

there is not a one-to-one correspondence between microphones and camera views.

[0031] In the first arrangement in which the framing is pre-set for the people view, and
in which each participant appears in one and only one camera view, the orientation,
framing and scale of each camera, e.g., the location of each person relative to that
camera is arranged such that participants’ eye levels and the people view for such a
camera shows two or at most three people in a head and shoulders view that would
scale to be life size in a typical teleconference room display screen. In such an
arrangement, the composition module 223 generates information as to which direction

is associated with which camera view (a people view in this case).

[0032] A video director element 225 is coupled to the composition module 223 and to
the audio processing module and configured to make a selection, according to the
direction information, of which at least one of the candidate people views are to be

transmitted to one or more remote endpoints.

[0033] The video director outputs information to a video selector element 227 to select,
according to the selection by the video director, at least one of the camera views for
compression and transmission together with a processed version of the audio data to
one or more remote endpoints. The selected camera view(s) correspond(s) to the
selected candidate people view(s) and become(s) the active people view(s) sent to

remote endpoints of the teleconference.

[0034] In the second arrangement that includes electronic composition, i.e., when each
camera view is not necessarily framed directly as a people view, a face detection
element 221 accepts the camera views and locates the faces in each camera view. A

composition module 223 is coupled to the face detection element 221 and configured to
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generate candidate people views, with one person in only one candidate people view,
and typically, one per camera, each people view being of an area enclosing a head and
shoulders view of at least one participant, typically two or three participants. In one
embodiment, the composition module is arranged such that each people view provides
images of a size and layout such that when displayed remotely on a remote display
screen, each participant is displayed life size and facing the expected audience in the
remote location where the remote display screen is situated. The composition element
composes, using information on the frame border locations and on the location and
sizes of the heads, the candidate people views, and outputs candidate view information,
e.g., in the form of people view size and positions relative to the corresponding camera

view frame. These are the possible candidate people views.

[0035] The video director element 225 is coupled to the composition module 223 and
to the audio processing module and configured to make a selection, according to the
direction information, of which at least one of the candidate people views are to be
transmitted to one or more remote endpoints. As soon as a participant speaks, any
change in directional information causes the video director to switch its selection to
include the people view that contains the participant who is speaking. One method uses
a two-dimensional overhead mapping of the location of the participants in the room for
making the selection. The video director element 225 outputs selected candidate view
information, ¢.g., in the form of the selected people view size(s) and position(s) relative
to the corresponding camera view frame such that an electronic real-time electronic
pan-tilt-zoom (EPTZ) element 227 can form a high definition video frame(s)from the
corresponding camera view(s) according to the selection by the video director element.
The real time electronic pan-tilt-zoom element 227 is configured to form, ¢.g., using
video rate interpolation, a high definition video frame for each selected people view to

be the active people view(s) sent to remote endpoints of the teleconference.

[0036] A video codec and audio codec subsystem 231 is configured to accept the audio
and the selected one or more active people video views, and in some embodiment, any
other views and to compress the video and audio for transmission to the other

endpoints of the video teleconference.
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[0037] The invention is not limited to any particular architecture for the codecs. In one
embodiment, the codec subsystem 231 encodes the video in high definition at 60

frames per second.

[0038] A second set of embodiments is applicable for the case wherein each camera
view is a wide angle view that need not be restricted to be a people view or that need
not be limited such that each participant can appear in one and only one camera view.
The arrangements shown in FIGS. 1B and 1C have overlapping camera views that
might have the same participant in more than one camera view. Electronic pan-tilt-
zoom (EPTZ) is used to create the people views by processing of the video signals in
real time, with each people view displaying one, or more typically two or three, e.g.,
not more than three participants suitable for transmission to the remote endpoints. Face
detection is used to detect the participants in each camera view. In these arrangements,
again, a number of microphones are used, in order to capture the audio of each
participant clearly and to be able to determine which participant is speaking. In one
embodiment, the plurality of microphones is arranged as a microphone array 113
together with an audio processing module configured to associate particular people
views with the sensed sounds such that when a particular participant speaks, the
constructed people view that includes the best view of that participants is selected one
of the at least one people view that is transmitted to the other endpoints in the

teleconference.

[0039] FIG. 3 shows a simplified functional block diagram of one embodiment of the
invention, applicable, for example, to the arrangements of participants shown in
FIGS. 1B and 1C. A plurality of cameras 303, e.g., high definition video cameras is
arranged such that each camera view overlaps so that together, the camera views show
all participants. The camera views are wide-angle, and it is possible and likely that one

or more participants appear in more than one camera view.

[0040] A view selection/ composition element 305 includes a face detection element
321 to locate the human faces within each of the camera views, a first composition
element 323 (“composition 17) that is coupled to the face detection element 321, and

configured to accept face size and positions of the camera views, and compose from
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the camera views people views of one, two, or three faces. The composition module
323 is arranged such that each people view provides images of a size and layout such
that when displayed remotely on a remote display screen, each participant is displayed
life size and facing the expected audience in the remote location where the remote
display screen is situated. The output of the composition element 323 in one
embodiment includes people view information, ¢.g., in the form of the sizes and
locations of the people view(s) relative to the framing of the corresponding camera

view(s).

[0041] The view selection/ composition element 305 further includes a second
composition element 325 (“composition 2”) that is a people view selection element 325
configured to accept people view information, e.g., people view size(s) and position(s)
relative to the framing of the corresponding camera view(s) from the composition
element 323 and to select the people view for each participant to form candidate people
views. The output of the people view selection element 325 is in the form of candidate
people view information for each candidate people view, ¢.g., candidate people view

size(s) and position(s) relative to the framing of the corresponding camera view(s).

[0042] Thus the first and second composition elements 325 and 327 together form a

composition element that is configured to generate candidate people views.

[0043] A directional microphone subsystem includes two or more microphones 113,
arranged, for example as a microphone array and an audio processing module 209
coupled to the microphones and configured to generate audio data and direction
information indicative of the direction of sound received at the microphones. In one
example embodiment, the direction information is in the form of the angle of sound.
Thus, the microphones are used to capture the audio of each participant clearly and the
audio processing is used to determine in which of the people views a participant is

speaking.

[0044] Many methods of determining the direction of a sound using a plurality of
microphones are known in the art, and the invention is not limited to any particular

method.
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[0045] One aspect of the invention is applicable to such an arrangement, and includes a
method of mapping, e.g., in the people selection element 325, which of the selected

people views to use for which sound direction.

[0046] A video director element 327 is coupled to the second composition elements
(the people selection element) 325 and to the audio processing module and configured
to make a selection, according to the direction information, of which at least one of the
candidate people views are to be transmitted, the selection in the form of information
for real-time video composition in an electronic pan tilt zoon (EPTZ) element 329, and
for compression and transmission ion with a processed version of the audio data to one
or more remote endpoints. As soon as a participant speaks, any change in directional
information causes the video director 327 to switch its selection to include the people
view that contains the participant who is speaking. One method uses, for selection, a
two-dimensional overhead map of the participant locations in the room. The output of
the video director is in the form of the people view information for the one or more,
typically one people view that is to be transmitted, e.g., as people view size(s) and

position(s) relative to the framing of the corresponding camera view(s).

[0047] An electronic pan tilt zoom (EPTZ) element 329 is coupled to the view
selection/composition module 305, in particular to the video director 327 and to the
video outputs of the video cameras 303, and forms, at video rate, the video frames of
the people views according to the people view information. This forms the video

signal(s) for the active video view(s).

[0048] A video codec and audio codec subsystem 231 is configured to accept the audio
and the video signal(s) for the active video view(s), and in some embodiment, any
other views and to compress the video and audio for transmission to the other
endpoints of the video teleconference. The invention is not limited to any particular
architecture for the codecs. In one embodiment, the codec subsystem 231 encodes the

video in high definition at 60 frames per second.

[0049] Note that some existing telepresence systems also use a face detection
mechanism. In such a system, if a face is detected, the face detection system

determined the size and position of a detected face within the view of the camera is
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used to steer the camera. Older systems might use a separate wide angle camera and
close up pan-tilt-zoom (PTZ) camera. Some systems might simulate this with
electronic pan-tilt-zoom that is used to track the location of the speaker and direct the
pan-tilt-zoom view to that person. Such tracking approaches differ from those of the
present invention by at least the difference that in embodiments of the present
invention, for a “telepresence” experience, the people views are constrained and kept
fixed during the duration of a teleconference session. That is, every time a particular
participant shows up, that participant is in the same place to simulate fixed cameras

used.

[0050] Thus, in embodiments of the present invention, the direction of sound does not
steer an actual or virtual camera, but rather chooses between several fixed virtual
(EPTZ) camera views obtained by the composition module and selected by the people
selection module such that each person appears in one and only one selected composed
people view. Face detection does not directly steer the PTZ, which would only produce
simple close-ups of a face in the center of the picture. Each face is ultimately located
by a combination of audio and video information. The system is capable of producing
multiple video output streams containing multiple people, and yet it does not require a

fixed seating arrangement.

[0051] The high definition video cameras have at least 1280 by 620 at 60 frames per
second, and in some embodiments, 1920x1080 at 60 frames per second. The cameras
are arranged to provide fixed, wide-angle views to maintain reasonable image quality
even if only a portion of the image is selected. In one embodiment, the cameras have a

relatively large depth-of-field so as to keep all participants in its camera view in focus.
[0052] The cameras are placed slightly above eye level.

[0053] Thus the system of the present invention automatically composes people views
and chooses between them to generate the life-size, close-up experience of a multi-
camera Telepresence system. This process allows a relatively small number of
cameras—even a single camera to behave as if there were a much larger number of

virtual cameras present.
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[0054] FIG. 4 shows a flowchart of one method embodiment of operating a processing
system. The method includes in 401 accepting a plurality of camera views of at least
some participants of a conference. Each camera view is from a corresponding video
camera, with the camera views together including at least one view of each participant.
The method also includes in 403 accepting audio from a plurality of microphones and
in 405 processing the audio from the plurality of microphones to generate audio data
and direction information indicative of the direction of sound received at the

microphones.

[0055] The method includes in 407 generating one or more candidate people views,
cach people view being of an area enclosing a head and shoulders view of at least one
participant. In one version, the accepted camera views are each a candidate people
view. That is, the cameras are pre-framed to provide people views. 407 in such a case

is a trivial step.

[0056] In other versions, the camera views are not necessarily pre-set to be people
views, in which case the method further includes, in 407, detecting any faces in the
camera views and determining the location of each detected face in each camera view.
The generating of the one or more candidate people views in 407 is according to the
determined face locations, such that each candidate people view is of an area enclosing
a head and shoulders view of at least one participant, the generating determining

candidate view information.

[0057] The method includes in 409, making a selection, according to the direction
information, of which at least one of the candidate people views are to be transmitted to
one or more remote endpoints. In the case that the camera views are not necessarily
cach a people view, making the selection according to the direction information

includes providing selected view information according to the made selection

[0058] The method further includes in a 411, in response to the made selection,
switching in at least one of the accepted camera views for compression and
transmission to one or more remote endpoints. In the case that the camera views are not
necessarily each a people view, the method includes generating according to the

selected view information, video corresponding to the selected at least one of the
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candidate views for compression and transmission to one or more remote endpoint. The

generating uses EPTZ.

[0059] The method further includes in a step 413, compressing the switched in video,

and the audio data, and transmitting the compressed data to one or more endpoints

[0060] In one version in which the camera views are not necessarily each a people
view, each participant appears in only one people view. In another version, each
participant may appear in more than one people view. In such a case 407 further
includes composing possible people views, and selecting the candidate people views
from the composed possible people view, such that each participant appears in only one

candidate people view.

[0061] FIG. 5 shows a flowchart of another method embodiment of operating a
processing system. The method includes in a face detection step 501, for each camera
view from a corresponding view camera in a room, detecting any faces in the camera
view. The method further includes, in step 503, determining the location of the
participants in the room, ¢.g., creating a map of the location of faces in the room to

locate each participant.

[0062] The method further includes, in step 505, for composition, determining which
face or faces is or are in more than one camera view. That is, detecting the image of
cach participant who is in more than one camera view. The method further includes, in
step 507, again for composition, determining a zoom factor, e.g., for each face, based

on face size and/or distance from camera.

[0063] In step 509, the method further includes, for each subgroup of one or more
adjacent faces, ¢.g., for each pair of faces, or subgroup of three faces, composing a
people view. In one embodiment, for the case of two participants in each people view,
the zoom for the people view is the average of the zoom factors for the two individual
faces. The composition of the people view contains the subgroup of faces inside the

people view, ¢.g., without touching a perimeter band.

[0064] In a step 511, the method includes selecting respective people views for each

respective participant by choosing a subset of the composed people views such that
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cach face is presented in only one of the composed people views in the subset, and
such that the subset includes the face of each participant. These candidate views can be
considered “virtual camera” views as if each pair of participants had its own fixed

“virtual” camera.

[0065] Step 513 includes mapping each people view to one or more voice directions,
cach voice direction determined by an audio process performed in audio processing
element 209 is coupled to two or more microphones and that determines from which
direction a voice comes, such that each determined voice direction is associated with

one of the people views of the subset of people views.

[0066] Step 515 includes selecting one or more people views for transmission to
remote endpoints, including, when the sound changes, ¢.g., a voice direction changes,

switching between people views according to the sound direction.

[0067] Step 517 includes forming the video for the people views selected for
transmission. In one embodiment, the video output is made of cuts or possibly cross
fades between the candidate views—the virtual camera views. In one embodiment,
multiple streams of such virtual camera views—the active people views—are formed

for simultaneous transmission and viewing on multiple display screens at an endpoint.

[0068] In one embodiment the method includes switching automatically between a
group shot, showing most or all of the local participants of the conference, and a people

view, showing just one or two participants.

[0069] Step 519 includes encoding or transmitting the audio and those one or more
people views selected in 515 and formed in step 517 for transmission to the endpoints

of the teleconference.

[0070] In one embodiment, the people view composition of steps 503 to 513 of the

method of FIG. 5 occurs at the beginning of a teleconference session.

[0071] One embodiment of the method is now described in more detail. The method
uses camera views and constructs people views, each a rectangular region-of-interest

within one of the camera views. A people view is essentially a close-up of a subset of
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the participants, e.g., two of the participants. The view construction occurs at the

beginning of the session.

[0072] The face detection step 501 includes a face detection method reporting, for each
view, the position, as an x,y coordinate of each face within the camera view, and a
measure size of the face. As would be clear to one in the art, many face detection
methods are known. The invention does not depend on any particular type of face
detection method being used. One embodiment of face detection includes eye
detection, and includes determining a face size measure according to the distance
between the eyes of a face. Another method includes fitting elliptical shape, ¢.g., half
ellipses to edges detected in the camera views to detect the face. In particular, one
method is as described in commonly assigned U.S. Patent Application No. 12/021,198
to inventors Tian et al., filed January 28, 2008 and titled REAL-TIME FACE
DETECTION. Another is is as described in commonly assigned U.S. Patent
Application No. 12/031,590 to Applicants Tian, et al., filed February 14, 2008 and
titled REAL-TIME FACE DETECTION USING TEMPORAL DIFFERENCES.

[0073] Thus, in some embodiments, the face detecting includes at least one of eye
detection and/or fitting an elliptical shapes to edges detected in the camera views
corresponding to a face. In the case that only eye detection is used, the measure of size
of the face is determined by the distance between the detected eyes of the face. In the
case only elliptical shape fitting is used, the measure of the face is determined from

properties of the elliptical shape fitted to the edges of a face.

[0074] The participant mapping step 503 includes, given the known location and angle
of the cameras for each camera view, creating a map of the location of the faces in the
room, using the (x,y) location of each face and the multiple views. The method
includes converting the determined face size to a depth, that is, a distance from the
camera, using the zoom factor of the camera that is known a priori. Thus, each face’s
approximate distance from the known camera position is determined. Since two or
more cameras are used, the faces are matched and triangulation is used to determine
their physical position in the room. The method thus locates each participant’s face in

the room.
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[0075] The method includes unique face view selection. Step 505 includes identifying
redundant views, including determining which face or faces appear(s) in more than one
camera view but are co-located on the map. One embodiment includes verification,

including approximate image comparison.

[0076] For unique face view selection, the method includes choosing one preferred
camera view of each participant from among redundant camera views for any
participant. For a particular participant, the best camera view is either the only one if
there is only one camera view for the participant, or if more than one, the one in which
the face is more head-on or a full-face view, as opposed to a profile view. For this,
information from the face detection stage is used. For example, for methods that fit an
ellipse or half-ellipse to each face, the widths of the ellipse of half for the same
participant’s are compared. In another embodiment, the location map of 503 is used

and the camera view of the camera that is most opposite a participant’s face is selected.

[0077] A desired composition is pre-determined. For example, one embodiment selects
a 16:9 screen containing two participants side-by-side, with the two faces centered at
certain positions, e.g., with the eyes nearest predefined locations on the screen and the

faces being of a preselected size.

[0078] The composition element of determining candidate people views includes steps
507 and 509. Two (or more) faces that are adjacent in some camera view are candidates
for a people view. A scaling factor (magnification or zoom) is chosen/determined for
the group that optimizes face size for all. The faces are framed within the rectangle of
the pre-determined desired composition. Thus, a candidate people view is composed

for each pair (or more) of participants in a camera view.

[0079] One method includes evaluating candidate group views. One method includes
computing a merit score based on the distance of the faces from the optimal position of
the faces according to the pre-determined desired composition. The rectangle of the
desired composition is moved to optimize the view, equivalent to carrying out

electronic panning.
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[0080] Step 511 includes selecting the composed people view for each participant,
such that the selected composed people views include all the participants just once and

have the highest total score.

[0081] During operation, the set of group views remains fixed. The views do not
actively pan or tilt or zoom to follow movements. However if the scene changes more
radically, the view selection method re-computes a new set of views. In one
embodiment, are-computation of the set of people views, i.c., steps 501-513 includes

re-computing in the case the number of faces in one of the people views changes.

[0082] An example of operation is now presented. Some more details of some of the

elements are now presented.

[0083] FIGS. 6-9 show line drawings produced from actual photographs. FIG. 6 shows
an example of a wide angle camera view in a typical conference room for a video
teleconference from a camera that is positioned approximately at the center of a display
screen of the room. This is what is typically seen with a conventional prior art video
teleconference system. This camera view also corresponds to what the camera view

from camera 125 might be in an arrangement similar to that of FIG. 1C.

[0084] FIG. 7 shows a wide angle camera view from a camera on one side of the
display screen, and corresponds to what the camera view from camera 121 might be in
arrangements similar to those of FIGS. 1B and 1C. Also shown in FIG. 7 are the
locations of two people composed views, each of two participants. The participant

closest to the camera on the left of FIG. 7 obscures a participant behind him.

[0085] FIG. 8 shows a wide angle camera view from a camera on the other side of the
display screen, and corresponds to what the camera view from camera 123 might be in
arrangements similar to those of FIGS. 1B and 1C. Also shown in FIG. 8 are the

locations of two composed people views, each of two participants.

[0086] Note that some participant appear in more than one people view. Furthermore,
the participant hidden in the camera view of FIG. 7 now clearly appears close to face

on in FIG. 8.
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[0087] The candidate people views for each participant, e.g., for each microphone
direction or angle are selected according to which is closer to a head on view. FIG. 9
shows the video people view that would be transmitted to remote endpoints for any of
the two participants that are furthest from the camera for the camera view of FIG. 7,

1.e., the two rightmost participants shown in FIG. 6.

[0088] The result is a set of virtual close-up cameras. These virtual cameras are then
used in a multi-screen teleconference. The effective “life-size” images are very similar
to those provided by existing “telepresence” teleconferencing systems, such as the
CISCO CTS3000 Telepresence System, made by Cisco Systems, Inc., related to the
assignee of the present invention. However, using an embodiment of the present
invention does not require a fixed seating arrangement, because it automatically
analyzes the scene and positions the virtual cameras to capture the correct “head and

shoulder” people view.

[0089] Thus, described herein is a teleconference camera system that adapts to the
seating positions of a number of participants in a room. One or more, typically two or
more wide-angle cameras capture a group shot of the people, ¢.g., around a table, and
uses captured video and audio information and automatically composes people views
for “virtual cameras” and chooses between them to generate the life-size, close-up
experience of a multi-camera “telepresence” system with fewer cameras with the

cameras located on one side of the room.

[0090] An embodiment of the invention thus provides the benefits of current
telepresence systems, e.g., close-up life-size images, from a conference room that was
not specifically designed for telepresence. Rather than using fixed cameras and fixed
seating positions, embodiments of the present invention use two or more camera that
are located in the front near the screens, and this may be portable, to generate positions

of multiple virtual cameras that adapt to the seating arrangement.

[0091] Thus, a system such as described herein can be dynamically deployed; it is not
necessary to permanently mount the system in a specific location, but rather it may be

moved to whatever room is convenient.
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[0092] While in some embodiments, the processing to select the people view is
relatively simple, in another embodiment, processing is carried our, ¢.g., in the EPTZ
element and the composition element, to correct for at least some of the distortions that
might be caused by the cameras 303 being at different location from the “virtual
camera” locations being simulated. That is, the electronic pan-tilt-zoom element jointly
with the composition element is further configured to construct head one views and
correct for at least some of the distortions that occur because the cameras 303 do not
take head-on views of the participants. One embodiment uses perspective correction.
Such an embodiment uses a perspective model of straight lines that converge at a
distant point and assume that each face is planar. Using the distances of each fitted
face, e.g., the distance between eyes, or the width of a half-ellipse fitted, and the known
locations of the camera, geometric transformations are applied to the cameras to correct
for the distortion. More sophisticated methods also are possible that correct for any lens
distortion caused by the wide angle camera lens. See for example Steve Mann and
Rosalind Picard, “Virtual bellows: constructing high quality still from Video,”
Proceedings, First IEEE International Conference on Image Processing ICIP-94,

Volume 1, 13-16 Nov. 1994, Page(s):363 - 367, Austin Texas, November 1994,

[0093] Those embodiments of the invention that include correction for distortion are
not limited to any particular method of carrying out correction for distortions, and
many such methods are known. See for example, Shum, H.-Y ., and Sing ,Bing Kang,
“A review of image-based rendering techniques,” in SPIE Proceedings Vol.

5067 (3), pp. 2-13, Proceedings of the Conference on Visual communications and
image processing 2000, Perth , AUSTRALIA, 20-23 June 2000 for a survey of a few

such methods. Many more have been developed since that paper was written.

[0094] The method and the apparatuses described herein can be implemented in many

different ways.

[0095] FIG. 10 shows a simplified block diagram of a teleconferencing system that
includes teleconference terminal 1001 coupled to a network 1007 to which at least one
endpoint 1009 is also coupled so that a video teleconference can take place between the

terminal 1001 and the at least one endpoint 1009. Terminal 1001 includes an
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embodiment of the present invention, e.g., that of FIG. 3. The terminal 1009 includes a
plurality of video cameras 303, and a plurality of microphones 113. A different version
implements the apparatus shown in FIG. 2, in which case the cameras are cameras 203.

A set of one or more display screens 921 also is included.

[0096] A processing system 1003 includes at least one programmable processor 1011
and a storage subsystem 1013. The storage subsystem includes at least memory, and is
encoded with software, shown as program 1015. Different version of the program
1015, when executed by the at least one processor 1011, causes the processing system
1003 to carry out the method embodiments described in this description. The
processing system includes a coder/decoder subsystem 1017 that in one embodiment
includes, for the video coding/decoding, a plurality of processors and memory, the
memory including program code that causes the processors to execute a method such
that the coder/decoder subsystem codes high definition video and/or decode high
definition video. The processing system further includes a communication subsystem
1019 that, together with the at least one programmable processor 1011, takes care of
communication aspects of operation of the terminal, and that includes an interface to

the network 1007.

[0097] Of course those in the art will understand that the processing system 1003 is
shown in simplified form only, without a lot of the inner working shown, in order not

to obscure the inventive aspects of the present invention.

[0098] Thus, in one embodiment, a computer-readable storage medium is encoded with
instructions that when executed by one or more processors of a processing system, e.g.,
in a virtual camera people view composition apparatus of a teleconferencing terminal,

cause carrying out any of the methods described herein.

[0099] Unless specifically stated otherwise, as apparent from the following
discussions, it is appreciated that throughout the specification discussions using terms

2% ¢

such as “processing,” “computing,” “calculating,” “determining” or the like, refer to
the action and/or processes of a computer or computing system, or similar electronic
computing device, that manipulate and/or transform data represented as physical, such

as electronic, quantities into other data similarly represented as physical quantities.
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[00100] In a similar manner, the term “processor” or “machine” may refer to any device
or portion of a device that processes electronic data, ¢.g., from registers and/or memory
to transform that electronic data into other electronic data that, ¢.g., may be stored in
registers and/or memory. A “computer” or a “computing machine” or a “computing

platform” may include one or more processors.

[00101] Note that when a method is described that includes several elements, e.g.,
several steps, no ordering of such elements, ¢.g., steps is implied, unless specifically

stated.

[00102] The methodologies described herein are, in one embodiment, performable by
one or more processors that accept computer-readable (also called machine-readable)
logic encoded on one or more computer-readable tangible media in which are encoded
a sct of instructions that when executed by one or more of the processors carry out at
least one of the methods described herein. Any processor capable of executing a set of
instructions (sequential or otherwise) that specify actions to be taken are included.
Thus, one example is a typical processing system that includes one or more processors.
Each processor may include one or more of a CPU, a graphics processing unit, and a
programmable DSP unit. The processing system further may include a memory
subsystem including main RAM and/or a static RAM, and/or ROM. A bus subsystem
may be included for communicating between the components. The processing system
further may be a distributed processing system with processors coupled by a network.
If the processing system requires a display, such a display may be included, ¢.g., a
liquid crystal display (LCD) or a cathode ray tube (CRT) display. If manual data entry
is required, the processing system also includes an input device such as one or more of
an alphanumeric input unit such as a keyboard, a pointing control device such as a
mouse, and so forth. The term memory unit as used herein, if clear from the context
and unless explicitly stated otherwise, also encompasses a storage system such as a
disk drive unit. The processing system in some configurations may include a sound
output device, and a network interface device. The memory subsystem thus includes a
computer-readable medium that carries logic (e.g., software) including a set of
instructions to cause performing, when executed by one or more processors, one of

more of the methods described herein. The software may reside in the hard disk, or
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may also reside, completely or at least partially, within the RAM and/or within the
processor during execution thereof by the computer system. Thus, the memory and the
processor also constitute a computer-readable medium on which is encoded logic, ¢.g.,

in the form of instructions.

[00103] Furthermore, a computer-readable medium may form, or be includes in a

computer program product.

[00104] In alternative embodiments, the one or more processors operate as a standalone
device or may be connected, e.g., networked to other processor(s), in a networked
deployment, the one or more processors may operate in the capacity of a server or a
client machine in server-client network environment, or as a peer machine in a peer-to-
peer or distributed network environment. The one or more processors may form a
personal computer (PC), a tablet PC, a set-top box (STB), a Personal Digital Assistant
(PDA), a cellular telephone, a web appliance, a network router, switch or bridge, or any
machine capable of executing a set of instructions (sequential or otherwise) that specify

actions to be taken by that machine.

[00105] Note that while some diagram(s) only show(s) a single processor and a single
memory that carries the logic including instructions, those in the art will understand
that many of the components described above are included, but not explicitly shown or
described in order not to obscure the inventive aspect. For example, while only a single
machine is illustrated, the term “machine” shall also be taken to include any collection
of machines that individually or jointly execute a set (or multiple sets) of instructions to

perform any one or more of the methodologies discussed herein.

[00106] Thus, onc embodiment of each of the methods described herein is in the form of
a medium in which are encoded a set of instructions, ¢.g., a computer program that are
for execution on one or more processors, €.g., one or more processors that are part of
an encoding system. Thus, as will be appreciated by those skilled in the art,
embodiments of the present invention may be embodied as a method, an apparatus such
as a special purpose apparatus, an apparatus such as a data processing system, or a
medium, e.g., a computer program product. The computer-readable medium carries

logic including a set of instructions that when executed on one or more processors
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cause the apparatus that includes the processor or processors to implement a method.
Accordingly, aspects of the present invention may take the form of a method, an
entirely hardware embodiment, an entirely software embodiment or an embodiment
combining software and hardware aspects. Furthermore, the present invention may take
the form of medium (e.g., a computer program product on a computer-readable storage

medium) carrying computer-readable program code embodied in the medium.

[00107] While a medium is shown in an example embodiment to be a single medium,
the term “medium” should be taken to include a single medium or multiple media (e.g.,
a centralized or distributed database, and/or associated caches and servers) that store
the one or more sets of instructions. The term “medium” shall also be taken to include
any medium that is capable of storing, encoding a set of instructions for execution by
one or more of the processors and that cause the carrying out of any one or more of the
methodologies of the present invention. A medium may take many forms, including
tangible storage media. Non-volatile media includes, for example, optical, magnetic
disks, and magneto-optical disks. Volatile media includes dynamic memory, such as
main memory. For example, the term “medium” shall accordingly be taken to included,
but not be limited to, solid-state memories, a computer product embodied in optical and

magnetic media.

[00108] It will be understood that the steps of methods discussed are performed in one
embodiment by an appropriate processor (or processors) of a processing (i.c.,
computer) system executing instructions stored in storage. It will also be understood
that the invention is not limited to any particular implementation or programming
technique and that the invention may be implemented using any appropriate techniques
for implementing the functionality described herein. The invention is not limited to any

particular programming language or operating system.

[00109] Reference throughout this specification to “one embodiment” or “an
embodiment” means that a particular feature, structure or characteristic described in
connection with the embodiment is included in at least one embodiment of the present
invention. Thus, appearances of the phrases “in one embodiment” or “in an

embodiment” in various places throughout this specification are not necessarily all
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referring to the same embodiment, but may. Furthermore, the particular features,
structures or characteristics may be combined in any suitable manner, as would be
apparent to one of ordinary skill in the art from this disclosure, in one or more

embodiments.

[00110] Similarly it should be appreciated that in the above description of example
embodiments of the invention, various features of the invention are sometimes grouped
together in a single embodiment, figure, or description thereof for the purpose of
streamlining the disclosure and aiding in the understanding of one or more of the
various inventive aspects. This method of disclosure, however, is not to be interpreted
as reflecting an intention that the claimed invention requires more features than are
expressly recited in each claim. Rather, as the following claims reflect, inventive
aspects lie in less than all features of a single foregoing disclosed embodiment. Thus,
the claims following the Detailed Description are hereby expressly incorporated into
this Detailed Description, with each claim standing on its own as a separate

embodiment of this invention.

[00111] Furthermore, while some embodiments described herein include some but not
other features included in other embodiments, combinations of features of different
embodiments are meant to be within the scope of the invention, and form different
embodiments, as would be understood by those in the art. For example, in the

following claims, any of the claimed embodiments can be used in any combination.

[00112] Furthermore, some of the embodiments are described herein as a method or
combination of elements of a method that can be implemented by a processor of a
computer system or by other means of carrying out the function. Thus, a processor with
the necessary instructions for carrying out such a method or element of a method forms
a means for carrying out the method or element of a method. Furthermore, an element
described herein of an apparatus embodiment is an example of a means for carrying out

the function performed by the element for the purpose of carrying out the invention.

[00113] In the description provided herein, numerous specific details are set forth.
However, it is understood that embodiments of the invention may be practiced without

these specific details. In other instances, well-known methods, structures and
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techniques have not been shown in detail in order not to obscure an understanding of

this description.

[00114] As used herein, unless otherwise specified the use of the ordinal adjectives
“first”, “second”, “third”, etc., to describe a common object, merely indicate that
different instances of like objects are being referred to, and are not intended to imply
that the objects so described must be in a given sequence, either temporally, spatially,

in ranking, or in any other manner.

[00115] All publications, patents, and patent applications cited herein are hereby
incorporated by reference unless such incorporation are not permitted by the relevant

patent rules and/or statutes.

[00116] Any discussion of prior art in this specification should in no way be considered
an admission that such prior art is widely known, is publicly known, or forms part of

the general knowledge in the field.

[00117] In the claims below and the description herein, any one of the terms
comprising, comprised of or which comprises is an open term that means including at
least the elements/features that follow, but not excluding others. Thus, the term
comprising, when used in the claims, should not be interpreted as being limitative to
the means or elements or steps listed thereafter. For example, the scope of the
expression a device comprising A and B should not be limited to devices consisting
only of elements A and B. Any one of the terms including or which includes or that
includes as used herein is also an open term that also means including at least the
elements/features that follow the term, but not excluding others. Thus, including is

synonymous with and means comprising.

[00118] Similarly, it is to be noticed that the term coupled, when used in the claims,
should not be interpreted as being limitative to direct connections only. The terms
“coupled” and “connected,” along with their derivatives, may be used. It should be
understood that these terms are not intended as synonyms for each other. Thus, the
scope of the expression a device A coupled to a device B should not be limited to
devices or systems wherein an output of device A is directly connected to an input of

device B. It means that there exists a path between an output of A and an input of B
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which may be a path including other devices or means. “Coupled” may mean that two
or more elements are either in direct physical or electrical contact, or that two or more
elements are not in direct contact with each other but yet still co-operate or interact

with each other.

[00119] Thus, while there has been described what are believed to be the preferred
embodiments of the invention, those skilled in the art will recognize that other and
further modifications may be made thereto without departing from the spirit of the
invention, and it is intended to claim all such changes and modifications as fall within
the scope of the invention. For example, any formulas given above are merely
representative of procedures that may be used. Functionality may be added or deleted
from the block diagrams and operations may be interchanged among functional blocks.
Steps may be added or deleted to methods described within the scope of the present

invention.



WO 2010/059481 PCT/US2009/064061

31

CLAIMS

We claim:
1. An apparatus comprising:

a plurality of video cameras each configured to capture a respective camera
view of at least some participants of a conference, the camera views together

including at least one view of each participant;
a plurality of microphones;

an audio processing module coupled to the plurality of microphones and
configured to generate audio data and direction information indicative of the

direction of sound received at the microphones;

a composition element coupled to the video cameras and configured to generate
one or more candidate people views, each people view being of an area enclosing a

head and shoulders view of at least one participant; and

a video director element coupled to the composition module and to the audio
processing module and configured to make a selection, according to the direction
information, of which at least one of the candidate people views are to be

transmitted to one or more remote endpoints.
2. An apparatus as recited in claim 1,
wherein the cameras are set to each generate a candidate people view,

wherein the composition element is configured to make a selection of which at least
one camera views is to be transmitted to the one or more remote endpoints

according to the direction information,
and wherein the apparatus further comprises:

a video selector element coupled to the video director and to the video cameras
and configured to switch in, according to the selection by the video director, at least
one of the camera views for compression and transmission to one or more remote

endpoints.
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3. An apparatus as recited in claim 1, further comprising a face detection element
coupled to the cameras and configured to determine the location of each
participant’s face in each camera view and to output the determined location(s) to

the composition element,
wherein the camera views are not necessarily people views,

wherein the composition module is coupled to cameras via the face detection
element, and further configured to generate according to the determined face
locations, one or more candidate people views, each candidate people view being of
an area enclosing a head and shoulders view of at least one participant, and to

output to the video director candidate view information,

wherein the video director is further configured to output selected view information

according to the selection by the video director, and
wherein the apparatus further comprises:

an electronic pan-tilt-zoom element coupled to the video director and to the
video cameras and configured to generate, according to the selected view
information, video corresponding to the selected at least one of the candidate views

for compression and transmission to one or more remote endpoints.

4. An apparatus as recited in claim 3, wherein each participant appears in only one

people view.

5. An apparatus as recited in claim 3, wherein each participant may appear in more
than one people view, and wherein the composition element includes a first
composition element configured to compose people views, and a second
composition element configured to select the candidate people views from the
composed people view, such that each participant appears in only one candidate

people view.

6. An apparatus as recited in claim 3, wherein the electronic pan-tilt-zoom element
jointly with the composition element is further configured to construct head-on

people views including correcting for at least some of the distortions that occur
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because the camera view corresponding to each people view does not include (a)

head-on view(s) of the participant(s) in the people view.

7. An apparatus as recited in claim 3, wherein the composition element is further

configured to carry out perspective correction.
8. A method of operating a processing system, the method comprising:

accepting a plurality of camera views of at least some participants of a
conference, each camera view from a corresponding video camera, the camera

views together including at least one view of each participant;
accepting audio from a plurality of microphones;

processing the audio from the plurality of microphones to generate audio data
and direction information indicative of the direction of sound received at the

microphones;

generating one or more candidate people views, each people view being of an

arca enclosing a head and shoulders view of at least one participant; and

making a selection, according to the direction information, of which at least one
of the candidate people views are to be transmitted to one or more remote

endpoints.

9. A method as recited in claim &,
wherein the accepted camera views are each a candidate people view,
the method further comprising:

in response to the made selection, switching in at least one of the accepted

camera views for compression and transmission to one or more remote endpoints.
10. A method as recited in claim 8§,

detecting any faces in the camera views and determining the location of each

detected face in each camera view;

wherein the camera views are not necessarily people views,
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15.
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wherein the generating of the one or more candidate people views is according to
the determined face locations, such that each candidate people view is of an area
enclosing a head and shoulders view of at least one participant, the generating

determining candidate view information, and

wherein making the selection according to the direction information includes

providing selected view information according to the made selection, and
wherein the method further comprises:

generating according to the selected view information, video corresponding to
the selected at least one of the candidate views for compression and transmission to

one or more remote endpoints.

A method as recited in claim 10, wherein each participant appears in only one

people view.

A method as recited in claim 10, wherein each participant may appear in more than

one people view, the method further comprising:
composing possible people views, and

selecting the candidate people views from the composed possible people view,

such that each participant appears in only one candidate people view.
A method as recited in claim 10,

wherein the generating according to the selected view information including
correcting for at least some of the distortions that occur because the camera view
corresponding to each people view does not include (a) head-on view(s) of the

participant(s) in the people view.

A method as recited in claim 10, wherein the generating according to the selected

view information includes perspective correction.
A method of operating a processing system comprising;:

for a plurality of camera views from corresponding video cameras in a room,

detecting any faces in the camera view;
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determining the location of participants in the room;

determining which face or faces is or are in more than one camera view;
for each subgroup of one or more adjacent faces, composing a people view;
selecting respective people views for each respective participant;

mapping each people view to one or more determined voice directions, such

cach determined voice direction is associated with one of the people views; and
selecting one or more people views for transmission to remote endpoints,
such that video for the people views selected for transmission can be formed.

A method as recited in claim 15, further comprising when a voice direction

changes, switching between people views according to the sound direction.

A method as recited in claim 15, wherein the face detecting includes determining
the position of each face within the camera view, and a measure of the size of the

face.

A method as recited in claim 17, wherein the face detecting includes at least one of
eye detection and/or fitting an elliptical shapes to edges detected in the camera
views corresponding to a face, and wherein in the case that only eye detection is
used, the measure of size of the face is determined by the distance between the
detected eyes of the face, and wherein in the case only elliptical shape fitting is
used, the measure of the face is determined from properties of the elliptical shape

fitted to the edges of a face.

A method as recited in claim 17, wherein each camera location is pre-determined,
and wherein the method comprises determining each face’s approximate distance

from the pre-determined camera positions.

A computer-readable medium having encoded thereon executable instructions that
when executed by at least one processor of a processing system cause carrying out

a method comprising:
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for a plurality of camera views from corresponding video cameras in a room,

detecting any faces in the camera view;
determining the location of participants in the room;
determining which face or faces is or are in more than one camera view;
for each subgroup of one or more adjacent faces, composing a people view;
selecting respective people views for each respective participant;

mapping each people view to one or more determined voice directions, such

cach determined voice direction is associated with one of the people views; and
selecting one or more people views for transmission to remote endpoints,

such that video for the people views selected for transmission can be formed.
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