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SPEECH PROCESSINGAPPARATUS AND 
METHOD 

0001. The present invention relates to a speech process 
ing apparatus and method. The invention has particular, 
although not exclusive relevance to the detection of Speech 
within an input Speech Signal. 
0002. In Some applications, Such as speech recognition, 
Speaker Verification and Voice transmission Systems, the 
microphone used to convert the user's Speech into a corre 
sponding electrical Signal is continuously Switched on. 
Therefore, even when the user is not speaking, there will 
constantly be an output Signal from the microphone corre 
sponding to Silence or background noise. In order (i) to 
prevent unnecessary processing of this background noise 
Signal; (ii) to prevent misrecognitions caused by the noise; 
and (iii) to increase overall performance, Such Systems 
employ speech detection circuits which continuously moni 
tor the Signal from the microphone and which only activate 
the main Speech processing when speech is identified in the 
incoming Signal. 
0.003 Most prior art devices detect the beginning and end 
of Speech by monitoring the energy within the input Signal, 
Since during Silence, the Signal energy is Small but during 
Speech it is large. In particular, in the conventional Systems 
Speech is detected by comparing the average energy with a 
threshold and waiting for it to be exceeded indicating that 
Speech has then Started. In order for this technique to be able 
to accurately determine the points at which speech starts and 
ends (the So-called end points), the threshold has to be set to 
a value near the noise floor. This System works well in an 
environment with a low, constant level of noise. However, it 
is not Suitable in many environments where there is a high 
level of noise which can change Significantly with time. 
Examples of Such environments include in a car, near a road 
or in a crowded public place. The noise in these environ 
ments can mask quieter portions of Speech and changes in 
the noise level can cause noise to be detected as Speech. 
0004 One aim of the present invention is to provide an 
alternative System for detecting Speech within an input 
Signal. 
0005 According to one aspect, the present invention 
provides a Speech recognition apparatus comprising means 
for receiving the input signal; means for determining the 
local energy within the received signal; means for filtering 
the energy and means for detecting the presence of Speech 
in the input signal using the filtered energy Signal. Such an 
apparatus has the advantage that it can detect the presence of 
Speech more accurately even in environments where there 
are high levels of noise. This is possible because changes in 
the noise level are usually relatively slow (less than 1 Hz) 
compared with the energy variations caused by Speech. 
0006 According to another aspect, the present invention 
provides an apparatus for determining the location of a 
boundary between a Speech containing portion and a back 
ground noise containing portion in an input Speech Signal, 
the apparatus comprising: means for receiving the input 
Signal; means for processing the received signal to generate 
an energy Signal; means for determining the likelihood that 
the boundary is located at each of a plurality of possible 
locations within the energy signal; and means for determin 
ing the location of the boundary using Said likelihoods 
determined for each of Said possible locations. 
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0007 An exemplary embodiment of the invention will 
now be described with reference to the accompanying 
drawings in which: 
0008 FIG. 1 is a schematic view of a computer which 
may be programmed to operate an embodiment of the 
present invention; 
0009 FIG. 2 is a schematic overview of a speech rec 
ognition System; 

0010 FIG. 3 is a block diagram of the preprocessor 
incorporated as part of the system shown in FIG. 2, which 
illustrates Some of the processing Steps that are performed 
on the input Speech Signal; 
0011 FIG. 4 is a diagrammatical representation of the 
division of the input speech Signal S(t) into a series of time 
frames, 
0012 FIG. 5 is a diagrammatical representation of a 
typical Speech Signal for a single time frame; 

0013 FIG. 6a is a plot of the average frame energy of an 
input Speech Signal, illustrating the way in which the average 
energy changes at the beginning and end of Speech within 
the input signal; 

0014 FIG. 6b is a plot of the modulation power of the 
energy Signal shown in FIG. 6a within a frequency band 
centred around 4 Hz, 

0015 FIG. 7 is a block diagram showing in more detail, 
the end point detector shown in FIG. 3; 
0016 FIG. 8a is a flow chart which illustrates part of the 
steps taken by the control unit shown in FIG. 7; 

0017 FIG. 8b is a flow chart which illustrates the 
remaining steps taken by the control unit shown in FIG. 7; 
0018 FIG. 9 is a plot of the average energy shown in 
FIG. 6a after being filtered to remove low frequency varia 
tions and the DC offset; 

0019 FIG. 10 is a block diagram showing in more detail, 
the processing performed by the feature extractor shown in 
FIG. 3; 
0020 FIG. 11 is a diagrammatical representation of the 
magnitude response of the discrete Fourier transform of the 
speech signal shown in FIG. 5; 
0021 FIG. 12 is a diagrammatical representation of the 
averaged magnitude response output of a mel Scale filter 
bank; 

0022 FIG. 13 is a diagrammatical representation of the 
log magnitude spectrum of the output from the mel Scale 
filter bank; 
0023 FIG. 14 is a diagrammatical representation illus 
trating the way in which the energy within the input frame 
is spread over the mel frequency banks, 
0024 FIG. 15a is a plot of the log magnitude spectrum 
of the output from the mel scale filter bank for an example 
word when there is little background noise; 
0025 FIG. 15b is a plot of the log magnitude spectrum 
of the output from the mel scale filter bank for the same word 
when there is high levels of background noise; 
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0026 FIG. 15c shows the plot shown in FIG. 15a when 
a noise masking level is applied to the output from the mel 
Scale filter bank, 
0027 FIG. 15d shows the plot shown in FIG. 15b when 
the same noise masking is performed to the output from the 
mel Scale filter bank, 
0028 FIG. 16 is a diagrammatical representation of the 
cepstrum of the logged magnitude spectrum shown in FIG. 
13; 
0029 FIG. 17 is a plot illustrating a non-linear transfor 
mation used for Scaling the binary values representative of 
the cepstral coefficients in order to reduce the number of bits 
used to represent them; 
0030 FIG. 18a schematically shows the way in which 
the energy level varies during the utterance of an example 
word in which there is little background noise; 
0031 FIG. 18b schematically shows the way in which 
the energy level varies in the utterance of the same word, 
when the utterance is quieter and when there is more 
background noise, 
0.032 FIG. 18c schematically shows the energy levels 
shown in FIGS. 18a and 18b after energy normalisation and 
energy masking, 

0033 FIG. 19a schematically shows two utterances of 
the same word which are used to generate a word model; 
0034 FIG. 19b schematically shows an utterance of a 
training example having large Oscillations at the beginning 
of the utterance caused by the user breathing into the 
microphone; 

0035 FIG. 19c schematically illustrates an utterance of a 
training word which is different to the training words shown 
in FIG. 19a 
0036 FIG. 19d schematically shows an utterance of a 
training word in which part of the word has been cut off; and 
0037 FIG. 19e schematically shows an utterance of a 
training word having a large amount of noise within a speech 
portion thereof. 
0.038 Embodiments of the present invention can be 
implemented in computer hardware, but the embodiment to 
be described is implemented in software which is run in 
conjunction with processing hardware Such as a personal 
computer, WorkStation, photocopier, facsimile machine or 
the like. 

0039 FIG. 1 shows a personal computer (PC) 1 which 
may be programmed to operate an embodiment of the 
present invention. A keyboard 3, a pointing device 5, a 
microphone 7 and a telephone line 9 are connected to the PC 
1 via an interface 11. The keyboard 3 and pointing device 5 
enable the system to be controlled by a user. The microphone 
7 converts the acoustic speech Signal of the user into an 
equivalent electrical Signal and Supplies this to the PC 1 for 
processing. An internal modem and Speech receiving circuit 
(not shown) may be connected to the telephone line 9 so that 
the PC 1 can communicate with, for example, a remote 
computer or with a remote user. 
0040. The programme instructions which make the PC 1 
operate in accordance with the present invention may be 
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Supplied for use with an existing PC 1 on, for example a 
Storage device Such as a magnetic disc 13, or by download 
ing the software from the internet (not shown) via the 
internal modem and the telephone line 9. 
0041. The operation of the speech recognition system of 
this embodiment will now be briefly described with refer 
ence to FIG. 2. A more detailed description of the speech 
recognition System can be found in the Applicant's earlier 
European patent application EP 0789349, the content of 
which is hereby incorporated by reference. Electrical Signals 
representative of the input Speech from, for example, the 
microphone 7 are applied to a preprocessor 15 which 
converts the input speech Signal into a Sequence of param 
eter frames, each representing a corresponding time frame of 
the input Speech Signal. The Sequence of parameter frames 
are supplied, via buffer 16, to a recognition block 17 where 
the Speech is recognised by comparing the input Sequence of 
parameter frames with reference models or word models 19, 
each model comprising a Sequence of parameter frames 
expressed in the same kind of parameters as those of the 
input Speech to be recognised. 
0042 Alanguage model 21 and a noise model 23 are also 
provided as inputs to the recognition block 17 to aid in the 
recognition process. The noise model is representative of 
Silence or background noise and, in this embodiment, com 
prises a Single parameter frame of the same type as those of 
the input speech Signal to be recognised. The language 
model 21 is used to constrain the allowed Sequence of words 
output from the recognition block 17 so as to conform with 
Sequences of words known to the System. The word 
Sequence output from the recognition block 17 may then be 
transcribed for use in, for example, a word processing 
package or can be used as operator commands to initiate, 
stop or modify the action of the PC 1. 
0043. A more detailed explanation will now be given of 
Some of the apparatus blocks described above. 
0044) Preprocessor 
004.5 The preprocessor will now be described with ref 
erence to FIGS. 3 to 17. 

0046) The functions of the preprocessor 15 are to extract 
the information required from the Speech and to reduce the 
amount of data that has to be processed. There are many 
different types of information which can be extracted from 
the input signal. In this embodiment the preprocessor 15 is 
designed to extract “formant' related information. Formants 
are defined as being the resonant frequencies of the Vocal 
tract of the user, which change as the shape of the Vocal tract 
changes. 

0047 FIG. 3 shows a block diagram of some of the 
preprocessing that is performed on the input Speech Signal. 
Input speech S(t) from the microphone 7 or the telephone 
line 9 is supplied to filter block 61, which removes frequen 
cies within the input Speech Signal that contain little mean 
ingful information. Most of the information useful for 
Speech recognition is contained in the frequency band 
between 300 Hz and 4 KHZ. Therefore, filter block 61 
removes all frequencies outside this frequency band. Since 
no information which is useful for Speech recognition is 
filtered out by the filter block 61, there is no loss of 
recognition performance. Further, in Some environments, for 
example in a motor vehicle, most of the background noise is 
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below 300 Hz and the filter block 61 can result in an 
effective increase in Signal-to-noise ratio of approximately 
10 dB or more. The filtered speech signal is then converted 
into 16 bit digital Samples by the analogue-to-digital con 
verter (ADC) 63. To adhere to the Nyquist sampling crite 
rion, ADC 63 samples the filtered signal at a rate of 8000 
times per Second. In this embodiment, the whole input 
Speech utterance is converted into digital Samples and Stored 
in a buffer (not shown), prior to the Subsequent steps in the 
processing of the Speech Signals. 

0.048. After the input speech has been sampled it is 
divided into non-overlapping equal length frames in block 
65. The reason for this division of the input speech into 
frames will now be described in more detail. As mentioned 
above, during continuous speech the formant related infor 
mation changes continuously, the rate of change being 
directly related to the rate of movement of the speech 
articulators which is limited by physiological constraints. 
Therefore, in order to track the changing formant frequen 
cies, the Speech Signal must be analysed over short time 
periods or frames, this method being known in the art of 
Speech analysis as a "short time’ analysis of Speech. There 
are two considerations that have to be addressed when 
performing a short time analysis: (i) what rate should the 
time frames be extracted from the speech signal, and (ii) 
how large a time frame should be used. 

0049. The first consideration depends on the rate of 
movement of the speech articulators i.e. the frames should 
be Sufficiently close to ensure that important events are not 
missed and to ensure that there is reasonable continuity. The 
Second consideration is determined by a compromise 
between the time frame being short enough So that the 
Speech Signals properties during the frame are constant, and 
the frame being long enough to give Sufficient frequency 
detail So that the formants can be distinguished. 

0050. In this embodiment, in order to reduce the amount 
of computation required, both in the front end processing 
and later in the recognition Stage, non-overlapping frames of 
128 samples (corresponding to 16 milliseconds of speech) 
are directly extracted from the Speech without a conven 
tional windowing function. This is illustrated in FIGS. 4 
and 5, which show a portion of an input signal S(t) and the 
division of the Signal into non-overlapping frames and one 
of these frames S(r), respectively. In a conventional system, 
overlapping frames are usually extracted using a window 
function which reduces frequency distortions caused by 
extracting the frames from the Speech Signal. The applicant 
has found, however, that with non-overlapping frames, these 
conventional windowing functions worsen rather than 
improve recognition performance. 

0051) The speech frames S(r) output by the block 65 are 
then written into a circular buffer 66 which can store 62 
frames corresponding to approximately one Second of 
speech. The frames written in the circular buffer 66 are also 
passed to an endpoint detector 68 which process the frames 
to identify when the Speech in the input signal begins, and 
after it has begun, when it ends. Until Speech is detected 
within the input signal, the frames in the circular buffer are 
not fed to the computationally intensive feature extractor 70. 
However, when the endpoint detector 68 detects the begin 
ning of Speech within the input signal, it Signals the circular 
buffer to Start passing the frames received after the Start of 
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speech point to the feature extractor 70 which then extracts 
a Set of parameters for each frame representative of the 
Speech Signal within the frame. 
0.052 Speech Detection 
0053. The way in which the endpoint detector 68 operates 
in this embodiment, will now be described with reference to 
FIGS. 6 to 9. In this embodiment, speech is detected by 
treating the average frame energy of the input signal as a 
Sampled signal and looking for modulations within that 
Sampled signal that are characteristic of Speech. In particu 
lar, the energy due to speech is Strongly modulated at 
frequencies around 4 Hz, with very little modulation below 
1 Hz or above 10 Hz. In contrast, changes in noise level tend 
to occur relatively slowly, typically modulating the Signal 
energy at less than 1 Hz. In addition, random fluctuations in 
the noise energy are uncorrelated from frame to frame and 
are spread over the modulation frequency range from 0 HZ 
to half the frame rate. Therefore, in this embodiment, the 
endpoint detector 68 is arranged to detect the presence of 
Speech by band-pass filtering the average frame energy in a 
frequency band between 2 Hz and 6 Hz, by calculating the 
modulation power within this frequency band and by apply 
ing a detection threshold to the calculated modulation 
power. 

0054 FIG. 6a is a plot illustrating the average frame 
energy within an example input signal. The input Signal 
comprises background noise portions 72-1 and 72-2 which 
correspond to background noise and which bound a speech 
containing portion 74. As shown in FIG. 6a, the average 
energy during the background noise portions does not fluc 
tuate much with time. In contrast, in the Speech containing 
portion 74 the average frame energy fluctuates considerably 
with time and has a larger mean value. 
0055 As mentioned above, the prior art endpoint detec 
tors simply threshold the signal shown in FIG. 6a in order 
to determine the start of speech point (SOS) and the end of 
speech point (EOS). However, in order to determine these 
points accurately, the threshold value must be set near the 
noise level. AS those skilled in the art will appreciate, in 
conditions where there is high noise levels or where the 
noise level changes continuously, this can cause errors in the 
detection of the Start and end points of Speech. 

0056. As mentioned above, in this embodiment, the 
energy signal shown in FIG. 6a is bandpass filtered by a 
band-pass filter having cut-off frequencies of 2 Hz and 6 Hz 
and having a peak response at about 4 Hz. The modulation 
power of the bandpass filtered signal is then determined and 
this is plotted in FIG. 6b for the energy signal shown in FIG. 
6a. AS shown, this modulation power in regions 72-1 and 
72-2 are relatively small compared with the modulation 
power during the speech portion 74. This will be the same 
regardless of the amount of energy within the background 
noise. Therefore, by comparing this bandpass modulation 
power for each frame with a fixed detection threshold Th, the 
start of speech (SOS) and the end of speech (EOS) can be 
detected more accurately than the conventional approach 
described above especially in noisy environments. 
0057 The way in which this is actually performed in this 
embodiment will now be described in more detail. FIG. 7 is 
a block diagram Showing the components of the endpoint 
detector 68 shown in FIG. 3. As shown, the endpoint 
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detector has a energy calculation unit 76 which continuously 
receives the frames S(r) output by the block 65 and which 
continuously calculates and outputs to buffer 78 the average 
energy E(k) of the signal within each received frame. AS 
each new average energy value is calculated and input into 
the buffer 78, a sequence of energy values defined by a 
Sliding window of fixed size and ending at the energy value 
for the last received frame, is filtered by the bandpass filter 
80 and the modulation power calculation unit 82 calculates 
the modulation power of the filtered Sequence. In this 
embodiment, the bandpass filtering and the power calcula 
tion are combined by computing the first non-DC coefficient 
of a discrete Fourier transform of the average energy in the 
Sliding window. In particular, the bandpass modulation 
power, W, for frame k, is given by: 

2 (1) N 

X. e-exp(2II) wi = 

0.058 where e is the average frame energy for frame i 
calculated by block 76 and N is the number of frames in the 
window. In this embodiment N is set to 16 which corre 
sponds to abandpass filter with peak response at about 4 Hz. 
The value of w for each frame is then compared with a 
detection threshold Th in a threshold circuit 84 which 
outputs a control Signal to the control unit 86 identifying 
whether or not the bandpass modulation power for the 
current frame is above or below the detection threshold. 

0059) Depending on the application, the control unit 86 
could cause the feature extractor 70 to commence processing 
of the input Signal as Soon as the threshold circuit 84 detects 
that the bandpass modulation power w exceeds the detec 
tion threshold Th. However, in this embodiment, a more 
accurate determination of the Start of Speech and of the end 
of Speech is performed in order to ensure there is minimum 
processing of background Signals by the feature extractor 
70, to reduce recognition errors caused by the noise and to 
improve recognition performance. In this embodiment this is 
achieved, using a maximum likelihood calculation which is 
calculated when the control unit 36 identifies that the 
bandpass modulation power, W., exceeds the detection 
threshold Th for a predetermined number of frames. 
0060 FIG. 8 shows the control steps performed by the 
control unit 86 in deciding when to perform the maximum 
likelihood calculation. In this embodiment, the control unit 
86 has two states, an INSPEECH state and an INSILENCE 
state. When the control unit 86 is in the INSILENCE state, 
it Searches for the beginning of Speech and when it is in the 
INSPEECH state, it searches for the end of speech. As 
shown in FIG. 8a, in step S1, the control unit 86 determines 
if it is in the INSPEECH state. If it is not, then processing 
proceeds to step S3 where the control unit 86 determines if 
the bandpass modulation power w for the current frame k 
is greater than the detection threshold Th, from the Signal 
received by the threshold circuit 84. If it is not, then 
processing proceeds to Step S5 where k is incremented and 
the same procedure is carried out again for the next frame. 
If the bandpass modulation power w is greater than the 
detection threshold Th, then the processing proceeds from 
step S3 to step S7 where a count CNTABV associated with 
the number of frames above the detection threshold Th is 
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incremented. This count CNTABV is then compared with a 
predefined number NDTCT (which indicates that speech has 
started) in step S9. In this embodiment NDTCT is 18, which 
corresponds to 288 milliseconds of input Speech. 

0061. If the number of frames above the threshold i.e. 
CNTABV, is not greater than the predetermined number 
NDTCT, then the frame number k is incremented in step S13 
and in step S15, the control unit 86 determines if the 
bandpass modulation power w for the next frame is above 
the detection threshold Th. If it is, then the processing 
returns to step S7 where the count CNTABV of the number 
of frames above the threshold is incremented. If the band 
pass modulation power w is less than the threshold at Step 
S15, then processing proceeds to step S17, where the count 
(CNTBLW) of the number of consecutive frames below the 
threshold is incremented. Subsequently, in step S19, the 
count CNTBLW of the number of consecutive frames below 
the threshold is compared with a predetermined number 
NHLD (indicating that the control unit 86 should stop 
counting and wait for the threshold to be exceeded again). In 
this embodiment, NHLD is 6, which corresponds to 96 
milliseconds of input signal. 

0062) If the count CNTBLW is greater than the prede 
termined number NHLD, then both the counts CNTABV 
and CNTBLW are reset in step S21 and the processing 
returns to step S5 where the control unit 86 waits, through 
the action of steps S3 and S5, for the next frame which is 
above the detection threshold Th. If at step S19, the number 
of consecutive frames which are below the threshold is not 
greater than the predetermined number NHLD, then pro 
cessing proceeds to Step S23 where the frame number k is 
incremented. In step S25, the control unit 86 then determines 
if the bandpass modulation power w for the next frame is 
above the detection threshold Th. If it is not, then the 
processing returns to step S17, where the count CNTBL of 
the number of consecutive frames below the threshold is 
incremented. If, on the other hand the control unit 86 
determines, in Step S25, that the bandpass modulation power 
w for the next frame is above the detection threshold Th, 
then the processing passes from step S25 to step S27, where 
the number of frames which are below the detection thresh 
old is reset to Zero and the processing returns to Step S7, 
where the number of frames which are above the detection 
threshold is incremented. Once the count CNTABV is above 
NDTCT, indicating Speech has started, then the processing 
proceeds from step S9 to step S28, where the control unit 86 
initiates the calculation of the Start of Speech point using a 
maximum likelihood calculation on recent frames. The State 
of the control unit 86 is then changed to be INSPEECH in 
Step S29 and the processing returns to Step S1. 

0063. Therefore, to Summarise, when the control unit 86 
is in the state INSILENCE and when the bandpass modu 
lation power first exceeds the detection threshold Th, the 
control unit 86 starts counting the number of frames above 
the threshold and the number of consecutive frames below 
the threshold. If the number of consecutive frames below the 
threshold exceeds NHLD, the algorithm stops counting and 
waits for the threshold to be exceeded again. If this does not 
happen before the count CNTABV of the number of frames 
above the threshold exceeds NDTCT, then the state is 
changed to INSPEECH and the start point is calculated 
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using recent frames. Full processing of the data by the 
feature extractor 70 can then begin after the start of speech 
has been calculated. 

0.064 Once the start of speech has been determined, the 
control unit 86 is programmed to look for the end of speech. 
In particular, referring to FIG. 8a again, at step S1, after the 
Start of Speech has been calculated in Step S28 and the State 
of the controller has been set to INSPEECH, the processing 
will pass from step S1 to step S31 shown in FIG. 8b, where 
the control unit 86 checks to see if the bandpass modulation 
power w for the current frame k is below the detection 
threshold Th. If w is above the detection threshold, then the 
processing loops to Step S33 where the frame counter k is 
incremented and the control unit checks the bandpass modu 
lation power of the next frame. When the control unit 86 
identifies a frame having a bandpass modulation power 
below the threshold, the processing proceeds to step S35, 
where the count CNTBLW of the number of consecutive 
frames below the threshold is incremented. Processing then 
proceeds to step S37 where the control unit 86 checks if the 
number of consecutive frames below the threshold exceeds 
a predetermined number NEND, which indicates that the 
speech has ended. In this embodiment, NEND is 14, corre 
sponding to 224 milliseconds. 

0065. If the number of consecutive frames is less than 
NEND, then speech has not ended and the processing 
proceeds to step S39, where the frame counter k is incre 
mented. Processing then proceeds to step S41 where the 
control unit 86 determines if the bandpass modulation power 
for the next frame is below the detection threshold Th. If it 
is not, then the count CNTBLW of the number of consecu 
tive frames below the detection threshold is reset in step S43 
and processing returns to step S33. If at step S41, the 
bandpass modulation power is still below the detection 
threshold, then the processing returns to step S35, where the 
count of the number of consecutive frames below the 
threshold is incremented. Once the number of consecutive 
frames below the threshold has exceeded NEND, the pro 
cessing proceeds to step S45, where the control unit 86 
initiates the calculation of the endpoint of Speech using a 
maximum likelihood calculation with recent frames. The 
state of the control unit 86 is then changed to INSILENCE 
in Step S47 and the processing returns to Step S1. 
0.066 Therefore, in Summary, after the beginning of 
Speech has been determined, the control unit 86 continu 
ously looks for the end of speech. This is done by the control 
unit 86 counting the number of consecutive frames below 
the detection threshold and when this number exceeds a 
predetermined number, NEND, the control unit 86 changes 
state to INSILENCE and the end of speech is calculated. 
0067 Maximum Likelihood End-Point Detection 
0068. As mentioned above, the beginning and end points 
of the Speech within the input Signal are calculated using a 
maximum likelihood method. In particular, the likelihood 
for an end point occurring at a particular frame is calculated 
and the frame with the largest likelihood is chosen as the end 
point. Again, the average Signal energy per frame is used in 
the likelihood calculation and a simple model for this 
parameter is assumed. 

0069. Referring to FIG. 7, when the control unit 86 
identifies that speech has started, it outputs a control Signal 
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on line 88 to the buffer 78 which causes the N most recent 
frame energies to be read out of the buffer 78 and input to 
a high pass filter 90. The filter 90 removes the DC offset and 
any slowly varying noise contribution in the energy signal 
and outputs the filtered energies to buffer 92. In this embodi 
ment, the filter 90 is a second order recursive filter, with a 
cut-off frequency of 1 Hz. FIG. 9 shows the output of the 
high-pass filter 90 for the energy signal shown in FIG. 6a. 
AS shown, the filtered frame energy fluctuates about Zero 
during the silence portions 72-1 and 72-2 but oscillates 
during the Speech portions 74. As a result, it is assumed that 
during the Silence portions, the filtered frame energies are 
uncorrelated from frame to frame, whereas in the Speech 
portion, the filtered frame energy of each frame depends 
upon the filtered frame energy of its neighbouring frames. 

0070 The maximum likelihood input calculation unit 94 
then processes the N filtered energies stored in the buffer 92 
by taking each point as a possible starting point (i.e. as being 
the end point) and treating all frames before this point as 
noise and all frames after this point as Speech and applying 
each of the designated noise frames into a noise model and 
each of the designated Speech frames into a Speech model to 
give a likelihood Score for that point being the end point. 
This process is performed for each of the N frames in the 
buffer 92 and the one that gives the best likelihood score is 
determined to be the end point. 

0071. In this embodiment Laplacian statistics are used to 
model the noise and speech portions and the likelihood L. 
that frames 1 to M in the buffer 92 are silence is given by: 

M 2 M (2) 
L = (2O)2 es-S. ly i=l 

0072 where y is the high-pass filtered energy and O is 
the Silence variance. Similarly, the likelihood L that frames 
M+1 to N are speech is given by: 

(N-M) V2 (3) L = (2O3)2 exp-X ly, - ay, O 2 11 

0073 where a first order auto-regressive process with a 
Laplacian driving term with variance O2 has been used. The 
parameter a is the prediction co-efficient of the auto-aggres 
sive model and, in this embodiment, a fixed value of 0.8 is 
used. The Laplacian Statistics were found to be more rep 
resentative of the data than the more usual Gaussian Statis 
tics and lead to more robust estimates and require leSS 
computation. However, Gaussian Statistics can be used. 
Multiplying the likelihoods La gives the likelihood for 
a transition from Silence to Speech at frame M. 

0074 The variances O and O. are unknown but values 
which maximise the likelihood can be calculated from the 
data by differentiating equations (2) and (3) and finding a 
which makes the differentials equal to Zero. This gives the 
following expressions for O and O2: 
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V2 (4) 
O1(M) = MX ly; 

V2 (5) 
cr:M)=w M, 2. ly; - ay; 1 

0075 Substituting these estimates into the likelihood, 
taking logarithms and neglecting constant terms gives the 
following log likelihood to be maximised: 

0.076 This is calculated for each M, and the frame with 
the largest l is then chosen as the end point. 
0077. The same algorithm is used to calculate the end of 
speech (EOS), except that the data is time reversed. Addi 
tionally, it is important to ensure that there are enough 
frames of Silence and enough frames of Speech included in 
the window of N frames to allow a reliable end point 
estimate. This is ensured by dynamically choosing the 
window size (N) to include a sufficient number of silence 
and Speech frames. This is achieved by taking all the frames 
since the first time the detection threshold This exceeded up 
until the control unit decides that Speech has started, together 
with the 16 frames which immediately precede the first 
frame which exceeded the detection threshold. 

0078 Feature Extraction 
0079. Once the beginning of speech has been detected, 
the first speech frame is fed from the circular buffer 66 
shown in FIG. 3 to the feature extractor 70. FIG. 10 shows 
in more detail the components of the feature extractor 70 
used in this embodiment. AS shown, the first Step in the 
feature extraction is the calculation of the magnitude of the 
discrete Fourier transform (DFT) of the current frame in 
block 67, i.e. S(f) where f is the discrete frequency 
variable. Only the magnitude information is required, Since 
many aspects of this preprocessor are designed to Simulate 
the operation of the human auditory System, which is 
relatively insensitive to the phase of the input speech Signal. 

0080 FIG. 11 shows the magnitude of the DFTS (f) of 
the speech signal in frame S*(r) shown in FIG. 5, the last 
Sample of which occurs at a frequency of half the Sampling 
frequency, i.e. 4 KHZ. After performing the DFT, the spec 
trum is passed through a filter bank which averages the 
Samples within a number of frequency bands. Studies on the 
human auditory System have shown that the ear frequency 
resolution decreases with increasing frequency. Therefore, a 
logarithmically Spaced filter bank, i.e. one in which there are 
more frequency bands in the low frequency region compared 
to the high frequency region, is preferable to a linearly 
Spaced filter bank Since a logarithmically spaced filter bank 
retains more perceptually meaningful information. 

0081. In the present embodiment, a mel spaced filter bank 
69 having sixteen bands is used. The mel scale is well known 
in the art of Speech analysis, and is a logarithmic Scale that 
attempts to map the perceived frequency of a tone onto a 
linear scale. FIG. 12 shows the output S*(f) of the mel 
spaced filter bank 69, when the samples shown in FIG. 11 
are passed through the bank 69. The resulting envelope 100 
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of the magnitude spectrum is considerably Smoother due to 
the averaging effect of the filter bank 69, although less so at 
the lower frequencies due to the logarithmic spacing of the 
filter bank. 

0082 The formant related information is then extracted 
from the speech using blocks 71, 73, 75 and 77 of FIG. 10, 
by a process which will now be explained. 
0083. It is possible to model the speech signal S(t) of a 
user in terms of an excitation signal E(t) and a filter V(t), 
where the excitation signal E(t) represents the airflow enter 
ing the vocal tract, and the filter V(t) represents the filtration 
effect of the Vocal tract. Consequently, the magnitude of the 
frequency spectrum S(f) of the speech signal is given by the 
multiplication of the magnitude of the frequency spectrum 
E(f) of the excitation signal with the magnitude of the 
spectrum IV(f) of the vocal tract filter, i.e. 

0084. One method, known as the cepstral method, of 
extracting the Vocal tract information from the input speech 
will now be described. This method involves separating the 
vocal tract filter magnitude response IV(f) from the excita 
tion magnitude response E(f) by taking the logarithm of the 
speech magnitude response S(f), which results in the exci 
tation and Vocal tract filter characteristics becoming addi 
tive, i.e. 

logS(f)=logE(f)+log V(f) (8) 

0085 FIG. 13 shows the envelope of the logged output 
from the mel filter bank 69, i.e. log S(f), which shows 
graphically the additive nature of two components 101 and 
103. Component 101 is representative of the vocal tract 
characteristics, i.e. log V(f), and component 103 is repre 
sentative of the excitation characteristics, i.e. log E(f). The 
peaks in component 101 occur at the formant frequencies of 
the Vocal tract and the equally Spaced peaks in component 
103 occur at the harmonic frequencies of the pitch of the 
Speaker. 

0086 The vocal tract characteristics 101 can be extracted 
from the excitation characteristics 103, by performing a 
Discrete Cosine Transform (DCT) on the samples output 
from block 71, and then filtering the result. However, before 
performing the DCT, a dynamic noise masking is performed 
by the noise masking block 73. 
0087 Noise Masking 
0088. The noise masking block 73 performs a dynamic 
masking on each frame by firstly calculating the maximum 
log filter-bank energy output from the mel filter banks 69. 
FIG. 14 illustrates the log filter bank energy for an example 
frame. The first step simply involves determining which 
frequency bank outputs the largest coefficient. In this 
example, this is the Second filter bank and its value is Stored 
as mel. The noise masking block 73 then determines a 
minimum log filter bank energy, mel, by Subtracting a 
predefined range (mela), empirically found from training 
Speech, from the maximum log filter bank energy deter 
mined for the current frame, i.e. the noise masking block 73 
determines: 

melmin-melmax-melange (9) 

0089 Finally, the noise masking block 73 makes any mel 
filter bank energies which are below melt equal to melt. min 
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The reason for and the advantages of this dynamic noise 
masking will now be explained with reference to FIG. 15. 
0090 FIG. 15a shows the log mel filter bank energy of 
an example frame in which there is little noise. AS Shown, 
the log mel energy has three peaks 100a, 100b and 100c 
spaced out along the frequency axis. FIG. 15b shows the log 
mel energy for the Same frame when there is high levels of 
background noise. AS shown, in high levels of noise, the 
peak 100b is smothered by the noise and the output only has 
peaks 100a and 100c. If these two signals were to be 
compared in order to try to match one with the other, then 
even though they are representative of the same speech 
signal, because of the additional noise in the FIG. 15b 
Signal, a misrecognition could be made. However, by defin 
ing a noise floor with reference to the peak log filter bank 
energy of the respective frame, it is possible to reduce Such 
misrecognition errorS Since peaks in the log filter bank 
energy which may be close to the noise floor (and hence 
corrupted by it) are automatically masked out and not taken 
into consideration during the matching process. This is 
illustrated in FIGS. 15c and 15d, which show the log filter 
bank energies shown in FIGS. 15a and 15b respectively 
when the dynamic noise masking of the present embodiment 
is performed. As shown by the bold profiles 102 and 104, 
with the noise masking, the Signals output correspond more 
closely even though one includes a lot more noise. 
0.091 The concept of noise masking is not new. However, 
in the Systems proposed to date, a constant masking level is 
applied to each frame and is calculated relative to the noise 
floor. This can be done if the amplification and Scaling 
applied to each frame is the Same or if the amount of 
amplification and Scaling of each frame is monitored So that 
the same level of masking can be performed on each frame. 
However, this is difficult to do in systems which employ an 
automatic gain controller (AGC) at the input, which applies 
a different gain to each frame of the input Speech, Since the 
gain applied by the AGC is not known. With the dynamic 
noise masking of the present embodiment, which performs 
a different masking for each frame in the manner described 
above, it does not matter what gains have been applied to 
each frame, Since the masking level is determined relative to 
the frame maximum. 

0092. Returning to FIG. 10, after the log filter bank 
energies have been masked by the noise masking block 73, 
a discrete cosine transform (DCT) is performed in block 75. 
In this embodiment, Since there are Sixteen mel filter bank 
energies, a fast cosine transform is actually used in this 
embodiment in the DCT block 75, since this provides some 
speed improvements over the standard DCT. 
0093 FIG. 16 shows the output of the DCT block 75, 
which is known as the cepstrum C(m). The independent 
variable (X-axis of FIG.16) of the cepstrum has dimensions 
of time and is given the name "quefrency'. The Strongly 
periodic component 103 shown in FIG. 13 becomes a peak 
105 in the cepstrum at a location equivalent to the pitch 
period T of the speaker. The slowly varying component 101 
shown in FIG. 13, is transformed onto a number of Small 
peaks 107 near the origin of the cepstrum, the positions and 
amplitudes of which are dependent on the formants. 

0094. As the vocal tract characteristics and the excitation 
characteristics of Speech appear in Separate parts of the 
quefrency Scale, they can be separated from one another by 
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a filtering process, or, in cepstral terminology by a So called 
“liftering” process. The cepstrum C(m) shown in FIG. 16 
is made up of a set of discrete cepstral coefficients (Co, C, 
. . . Cs), and therefore the liftering could be achieved by 
means of a simple rectangular window. However, in order to 
de-emphasise parts of the Spectrum that are considered to be 
leSS reliable, a more gradual windowing function is pre 
ferred. In the present embodiment, the following window 
function is used in liftering block 77: 

1 In (10) 
Wii (m) = (1 + 6 sin) 

0095. In this embodiment, the first nine cepstral coeffi 
cients are calculated, Since the remaining coefficients have 
negligible effect on Speech recognition performance. (In a 
Speaker verification System, however, the coefficients 
around the peak 103 would be used, since the pitch of a 
Speaker is characteristic of the speaker.) 
0096) The coefficients output from the liftering block 77 
are each represented by a 16 bit binary number. In order to 
reduce the amount of memory required, both to Store the 
reference models and to Store the coefficients during recog 
nition processing, the number of bits for each cepstral 
coefficient is reduced to eight. This could be achieved by 
Simply resealing each binary number. However, the appli 
cant has identified that the cepstral coefficients are found to 
be clustered around a mean value, with occasional outliers 
and Such resealing would therefore result in most of the 
cepstral coefficients being clustered close to Zero. 
0097. Therefore, in this embodiment, a non-linear trans 
formation is performed by the bit transformation unit 79 
shown in FIG. 10. FIG. 17 shows the non-linear transform 
which is applied in this embodiment. In particular, the 
X-axis defines the input sixteen bit binary value and the 
Y-axis defines the corresponding eight bit value obtained 
from the non-linear Sigmoid function represented by the 
curve 111. As can be seen from FIG. 17, the sigmoid 
function 111 has a portion 113 around Zero which is sub 
Stantially linear. This corresponds to the area in which most 
of the cepstral coefficients are to be found. Therefore, the 
non-linear sigmoid function shown in FIG. 17 effectively 
increases the resolution available for the majority of the 
cepstral coefficients which lie away from the extreme values, 
while also preventing the extremes from Overflowing. 
0.098 Energy Normalisation 
0099. In addition to the nine cepstral coefficients men 
tioned above, the average energy of the Speech Signal within 
each frame is also used as a recognition feature for each 
input frame. Energy is an important feature Since it can be 
used, among other things, to indicate whether or not the 
input Speech Signal during the frame corresponds to a voiced 
Speech Signal. AS described above, the frame energy of each 
input frame is calculated in the energy calculation unit 76 
and stored in buffer 78 shown in FIG. 7. The energy for the 
current frame output by the buffer 78 is then normalised by 
the normalising block 83 in order to remove the variation 
caused by variable recording conditions. 
0100 FIGS. 18a and 18b illustrate the types of energy 
variations which can affect the recognition accuracy. In 
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particular, FIGS. 18a and 18b show, Schematically, the 
energy levels in two utterances of the same word. The first 
utterance 121, shown in FIG. 18a, is a loud utterance with 
low background noise and the second 123, shown in FIG. 
18b, is a quieter utterance with more background noise. 
Simply using the energy calculated for each utterance by the 
energy calculation unit 76 as a recognition feature would 
show a Significant mismatch between the two utterances. 
Normalising So that the peak energy in both utterances is the 
Same would remove the mismatch in the louder portions, but 
would increase the mismatch between the quieter portions of 
the utterance. In order to overcome this problem, in this 
embodiment, an energy masking step (similar to the noise 
masking technique described above) is performed which 
replaces all energy values that lie more than a fixed amount 
below the maximum with that value below the maximum. 
This is illustrated in FIG. 18c, which shows both the energy 
levels of the utterances 121 and 123 shown in FIGS.18a and 
18b after maximum normalisation and also shows the result 
ing energy level 125 after energy masking with a constant 
masking depth 127 which is set in advance and which is 
found empirically from training data. 
0101 One problem with this technique is that the maxi 
mum energy for each utterance is not known until the whole 
utterance has been received. This causes a problem when the 
input Speech is processed incrementally, i.e. when it is 
processed as it is received without waiting until the end of 
the utterance. However, this problem can be overcome, Since 
the maximum energy within an utterance is normally 
observed within a few frames of the onset of speech. 
Therefore, because the Speech detection algorithm described 
above only confirms the Start of Speech Some time after 
Speech has actually started, it is therefore likely that the 
maximum energy has been encountered by the Stage at 
which energy normalisation is first required. The following 
approach to estimating the maximum energy therefore 
proves Satisfactory: 

0102) i) delay energy normalisation until the start of 
Speech has been confirmed and the recognition Search 
is about to begin; 

0103) ii) assume that the maximum energy is at least 
the masking depth 127 greater than the Silence energy; 

0104 iii) calculate the maximum of all the speech 
frames So far; and 

0105 iv) perform maximum normalisation using the 
greater of the maximum energy identified in (iii) and 
the Silence energy plus the masking depth, but, in 
incremental processing, delay the above processing for 
three frames. 

0106 After the above energy normalisation has been 
performed on each frame energy, the energy term is rescaled 
by an empirically chosen factor which Suitably weights the 
energy contribution to the recognition Scores. 
0107. In Summary, the preprocessor 15 continuously 
monitors the input signal and when it identifies the begin 
ning of Speech, it starts a feature extraction routine which 
extracts nine cepstral coefficients and one energy coefficient 
for each frame of input speech. The coefficient vectors or 
feature vectors output by the preprocessor are then com 
pared with stored reference models which model the words 
already known to the System and the acoustic environment 
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Surrounding the System. Each model associated with a 
particular word comprises a Sequence of feature vectors of 
the same type output by the preprocessor described above. 
0108 Training 
0109) A brief description of the way in which the word 
models described above are generated will now be given. 
For a more detailed description, the reader is referred to the 
Applicant's earlier European application EP 0789349 men 
tioned above. 

0110. The purpose of the training is to generate a repre 
sentative model for each word to be used by the system. The 
input to the training proceSS is multiple training examples 
for the word. Each example is represented by a Series of 
feature vectors extracted by the feature extractor discussed 
above. The training process can generate a word model from 
just two training examples, although three examples pro 
duces Slightly more accurate word models. There is very 
little improvement from using further training examples. 
0111. The training algorithm firstly takes two examples as 
the inputs to generate a first word model. If more than two 
examples are to be used to train the word, it then generates 
a second word model from the first model and a further 
training example. The iteration continues until a required 
number of examples have been used. The word model finally 
generated is Stored as the representative model for the word. 
In either case, the core part of the training algorithm operates 
to generate a word model from just two examples. 
0112 The first step in training is to align the two 
Sequences of feature vectors for the two examples. This 
alignment process is performed using a flexible program 
ming alignment process which does not constrain where the 
optimum alignment path between the words must begin or 
end. This flexible dynamic alignment process is described in 
detail in the Applicant's earlier European application men 
tioned above, and will not be described again here. 
0113 FIG. 19a illustrates the results of such a flexible 
dynamic programming alignment process between two 
training examples 151 and 153. As shown in FIG. 19a, 
training example 151 has portions 151-1a and 151-1b which 
correspond to Silence or background noise and a speech 
containing portion 151-2. Similarly, the Second training 
example 153 also has portions 153-1a and 153-1b at the 
beginning and end thereof corresponding to Silence or 
background noise and a speech containing portion 153-2. 
The alignment process causes the noise frames at the begin 
ning and end of each training example 151 and 153 to be 
matched with a silence or noise model 155 and the speech 
portions 151-2 and 153-2 to be aligned with each other. The 
word model for the Speech is then generated by averaging 
the frames within the portion 151-2 and 153-2 which are 
aligned with each other. However, the above processing can 
cause errors in the word model, especially if the training 
examples are not consistent. In this embodiment, a consis 
tency check is performed to ensure that only consistent 
training examples are used to generate a word model. 
0114 Consistency Checking 
0115 The consistency check performed in this embodi 
ment, is designed to Spot inconsistencies between the 
examples which might arise for a number of reasons. For 
example, when the user is inputting a training example, he 



US 2004/0158465 A1 

might accidentally breath heavily into the microphone at the 
beginning of the training example. This possibility is shown 
in FIG. 19b which shows large oscillations 155 at the 
beginning of the utterance. Alternatively, the user may 
simply input the wrong word. This is illustrated in FIG. 19c 
where the speech portion 159 is clearly different to the 
speech portions in signals 151 and 153. Another possibility 
is that the user inputs only part of the training word or, for 
Some reason, part of the word is cut off. This is illustrated in 
FIG. 19d, which shows that the first part 161 of the training 
word is input, but not the Second part. Finally, during the 
input of the training example, a large increase in the back 
ground noise might be experienced which would corrupt the 
training example. This is illustrated in FIG. 19e which 
shows the training word with a portion of background noise 
163 in the middle of the training word. 
0116. The present embodiment checks to see if the two 
training examples are found to be consistent, and if they are, 
then they are used to generate a model for the word being 
trained. If they are inconsistent, then the following rules 
apply: 

0117 i) If one example is already a word model 
(formed by two or more previous training examples) 
then the other example is discarded and an extra 
example is required. 

0118 ii) If both the examples are directly from the 
feature extractor, then both the examples are Stored but 
no model generation is performed. The system will call 
for another example. If the third example is consistent 
with one of the Stored examples, this consistent pair of 
examples will be used to generate a word model and the 
other example will be discarded. 

0119) iii) If the third example is not consistent with 
either of the Stored examples, the first example is 
discarded and the Second example and the third 
example are re-labelled as the first and Second 
examples. The System then waits for another example. 

0120) A count is made of the number of inconsistencies 
found for each word that is trained. If the number of 
inconsistencies exceeds a fixed maximum, then all further 
inconsistency checking is turned off. This prevents the 
possibility of the System getting Stuck in an infinite loop. 
0121 The consistency test used in the present embodi 
ment will now be described. Firstly, the system determines 
the average frame Score (f) for the frames in the two training 
examples which are aligned with each other, but not includ 
ing Scores from the Silence portions. This is calculated by 
dividing the dynamic programming Score for the aligned 
frames with the number of aligned frames. The system then 
determines the Score of the worst matching ten consecutive 
frames (w) within the aligned speech portions. These values 
are then compared with a model which models how these 
two values (f and w) vary in consistent utterances and 
provided these values for the current training examples 
agree with the model, then the two training examples are 
taken to be consistent. 

0122) The model which is used is determined by consid 
ering the Statistics of these two values (f and w) for a large 
Set of training examples which are known to be consistent. 
The model might Simply be the averages of these two values. 
However, in this embodiment, a bi-variate Gaussian model 
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is used to model the average of the variation between and the 
correlation between these two values found in the consistent 
examples. Two training utterances are then deemed to be 
consistent if the Statistics for their training alignment (i.e. f 
and w) lie within the 95% probability contour of this 
bi-variate Gaussian model or if f and w for the two training 
examples are both less than the expected values for f and W 
defined by the model. 
0123. After a pair of training examples are deemed to be 
consistent, the statistics (f and w) for those training 
examples can be used to update the Stored model for 
consistent utterances. This can be done using a maximum 
likelihood estimation technique. 
0.124. After the system has been trained, the speech 
recognition System can then compare the input utterance 
from a user with the stored word models in order to provide 
a recognition result. The way in which Such a speech 
recognition result can be provided is described in the Appli 
cant's earlier European application mentioned above and 
will not be described here. 

0.125. As those skilled in the art will appreciate, the above 
Speech processing and consistency checking have been 
described in the context of a speech recognition System and 
they are equally applicable in other Speech processing 
Systems, Such as Speaker Verification Systems. 

1. A Speech recognition apparatus comprising: 
means for receiving the input Signal; 
means for processing the received signal to generate an 

energy Signal which varies with local energy within the 
received signal; 

means for filtering Said energy signal to remove energy 
Variations which have a frequency below a predeter 
mined frequency; 

means for detecting the presence of Speech in Said input 
Signal using Said filtered energy signal; and 

means for comparing the detected Speech with Stored 
reference models to provide a recognition result. 

2. An apparatus according to claim 1, wherein Said 
filtering means is operable to remove energy variations 
which have a frequency above a predetermined frequency. 

3. An apparatus according to claim 2, wherein Said filter 
means is operable to filter out energy variations below 2 HZ 
and above 10 Hz. 

4. An apparatus according to claim 2, wherein Said filter 
means is operable to pass energy variations which have a 
frequency of approximately 4 Hz. 

5. An apparatus according to claim 1, wherein Said 
detecting means is operable to compare said filtered energy 
Signal with a predetermined threshold and to detect the 
presence of Speech in dependence upon the result of Said 
comparison. 

6. An apparatus according to claim 1, wherein Said 
processing means is operable to divide the input Speech 
Signal into a number of Successive time frames and to 
determine the energy of the input Signal in each of Said time 
frames to generate Said energy Signal. 

7. An apparatus according to claim 6, comprising modul 
lation power determination means for determining the 
modulation power of the filtered Signal within a predeter 
mined frequency band. 
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8. An apparatus according to claim 7, wherein Said 
filtering means and Said modulation power determining 
means are operable to filter and determine the modulation 
power in discrete portions of Said energy variation Signal. 

9. An apparatus according to claim 8, wherein Said 
filtering means and Said power modulation determining 
means are formed by a discrete Fourier transform means 
which is operable to determine the first non-DC coefficient 
of a discrete Fourier transform of each discrete portion of 
Said energy variation Signal. 

10. A speech recognition apparatus comprising: 

means for receiving a Sequence of input frames each 
representative of a portion of an input signal; 

means for processing each frame in the received Sequence 
of frames to generate a Sequence of energy values 
indicative of the local energy within the representative 
Signal; 

means for filtering Said Sequence of energy values to 
remove energy variations which have a frequency 
below a predetermined frequency; 

means for detecting the presence of Speech in Said input 
Signal using Said filtered energy values, and 

means for comparing the detected Speech with Stored 
reference models to provide a recognition result. 

11. An apparatus according to claim 10, further compris 
ing means for determining the boundary between a speech 
containing portion and a background noise containing por 
tion in Said input signal. 

12. An apparatus according to claim 11, wherein Said 
boundary determining means is operable for determining the 
likelihood that Said boundary is located at each of a plurality 
of possible locations within Said energy signal and means for 
determining the location which has the largest likelihood 
asSociated therewith. 

13. An apparatus for determining the location of a bound 
ary between a Speech containing portion and a background 
noise containing portion in an input Speech Signal, the 
apparatus comprising: 

means for receiving the input Signal; 

means for processing the received signal to generate an 
energy Signal indicative of the local energy within the 
received signal; 

means for determining the likelihood that Said boundary 
is located at each of a plurality of possible locations 
within Said energy signal; and 

means for determining the location of Said boundary using 
said likelihoods determined for each of said possible 
locations. 

14. An apparatus according to claim 13, wherein Said 
likelihood determining means is operable to determine the 
likelihood that Said boundary is located at each of Said 
possible locations by: (i) comparing a portion of the energy 
Signal on one side of the current location with a model 
representative of the energy in background noise; (ii) com 
paring the portion of the energy signal on the other side of 
the current location with a model representative of the 
energy within speech; and (iii) combining the results of Said 
comparisons to determine a likelihood for the current poS 
Sible location. 
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15. An apparatus according to claim 13, comprising 
Speech detection means which is operable to proceSS Said 
received signal and to identify when Speech is present in the 
received signal, and wherein Said likelihood determining 
means is operable to determine Said likelihoods in the 
received signal when Said speech detecting means detects 
Speech within the received signal. 

16. An apparatus according to claim 13, further compris 
ing means for filtering Said energy Signal to remove energy 
variations which have a frequency below a predetermined 
frequency. 

17. An apparatus according to claim 16, wherein Said filter 
means is operable to filter out energy variations below 1 Hz. 

18. An apparatus according to claim 13, wherein Said 
processing means is operable to divide the input Speech 
Signal into a number of Successive time frames and to 
determine the energy of the input Signal in each of Said time 
frames to generate a discrete energy signal. 

19. An apparatus according to claim 16, wherein Said filter 
means is operable to output a number of discrete Samples 
representing Said filtered energy signal. 

20. An apparatus according to claim 19, wherein Said 
likelihood determining means is operable to determine Said 
likelihood for each of Said discrete filtered energy values. 

21. An apparatus according to claim 13, wherein Said 
boundary is at the beginning or at the end of a speech 
containing portion of Said received signal. 

22. An apparatus according to claim 14, wherein Said 
models are statistical models. 

23. An apparatus according to claim 22, wherein Said 
models are based on Laplacian Statistics. 

24. An apparatus according to claim 22, wherein Said 
Speech model is an auto-regressive model. 

25. A Speech recognition method comprising the Steps of: 
receiving the input signal; 
processing the received signal to generate an energy 

Signal which varies with local energy within the 
received signal; 

filtering Said energy signal to remove energy variations 
which have a frequency below a predetermined fre 
quency, 

detecting the presence of Speech in Said input Signal using 
Said filtered energy Signal; and 

comparing the detected Speech with Stored reference 
models to provide a recognition result. 

26. A method according to claim 25, wherein Said filtering 
Step removes energy variations which have a frequency 
above a predetermined frequency. 

27. A method according to claim 26, wherein said filter 
step filters out energy variations below 2 Hz and above 10 
HZ. 

28. A method according to claim 26, wherein said filter 
Step passes energy variations which have a frequency of 
approximately 4 Hz. 

29. A method according to claim 25, wherein said detect 
ing Step compares said filtered energy signal with a prede 
termined threshold and detects the presence of Speech in 
dependence upon the result of Said comparison. 

30. A method according to claim 25, wherein said pro 
cessing Step divides the input Speech Signal into a number of 
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Successive time frames and determines the energy of the 
input Signal in each of Said time frames to generate Said 
energy Signal. 

31. A method according to claim 30, comprising the Step 
of determining the modulation power of the filtered signal 
within a predetermined frequency band. 

32. A method according to claim 31, wherein Said filtering 
Step and Said modulation power determining Step are oper 
able to filter and determine the modulation power in discrete 
portions of Said energy variation Signal. 

33. A method according to claim 32, wherein Said filtering 
Step and Said power modulation determining Step determine 
the first non-DC coefficient of a discrete Fourier transform 
of each discrete portion of Said energy variation Signal. 

34. A Speech recognition method comprising the Steps of: 
receiving a sequence of input frames each representative 

of a portion of an input Signal; 
processing each frame in the received Sequence of frames 

to generate a sequence of energy values indicative of 
the local energy within the representative signal; 

filtering Said Sequence of energy values to remove energy 
variations which have a frequency below a predeter 
mined frequency; 

detecting the presence of Speech in Said input Signal using 
Said filtered energy values, and 

comparing the detected Speech with Stored reference 
models to provide a recognition result. 

35. A method according to claim 34, further comprising 
the Step of determining the boundary between a speech 
containing portion and a background noise containing por 
tion in Said input signal. 

36. A method according to claim 35, wherein said bound 
ary determining Step determines the likelihood that said 
boundary is located at each of a plurality of possible 
locations within Said energy Signal and determines the 
location which has the largest likelihood associated there 
with. 

37. A method of determining the location of a boundary 
between a Speech containing portion and a background noise 
containing portion in an input Speech Signal, the method 
comprising the Steps of: 

receiving the input Signal; 

processing the received signal to generate an energy 
Signal indicative of the local energy within the received 
Signal; 

determining the likelihood that Said boundary is located at 
each of a plurality of possible locations within Said 
energy Signal; and 

determining the location of Said boundary using Said 
likelihoods determined for each of said possible loca 
tions. 

38. A method according to claim 37, wherein said likeli 
hood determining Step determines the likelihood that Said 
boundary is located at each of Said possible locations by: (i) 
comparing a portion of the energy signal on one side of the 
current location with a model representative of the energy in 
background noise; (ii) comparing the portion of the energy 
Signal on the other Side of the current location with a model 
representative of the energy within speech; and (iii) com 
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bining the results of Said comparisons to determine a like 
lihood for the current possible location. 

39. A method according to claim 37, comprising a speech 
detection Step which processes Said received signal and 
identifies when Speech is present in the received signal, and 
wherein Said likelihood determining Step determines Said 
likelihoods in the received Signal when Said speech detecting 
Step detects Speech within the received signal. 

40. A method according to claim 37, further comprising 
the Step of filtering Said energy Signal to remove energy 
variations which have a frequency below a predetermined 
frequency. 

41. A method according to claim 40, wherein Said filtering 
Step filters out energy variations below 1 Hz. 

42. A method according to claim 37, wherein Said pro 
cessing Step divides the input Speech Signal into a number of 
Successive time frames and determines the energy of the 
input Signal in each of Said time frames to generate a discrete 
energy Signal. 

43. A method according to claim 40, wherein Said filtering 
Step outputs a number of discrete Samples representing Said 
filtered energy signal. 

44. A method according to claim 43, wherein Said likeli 
hood determining Step determines Said likelihood for each of 
Said discrete filtered energy values. 

45. A method according to claim 37, wherein said bound 
ary is at the beginning or at the end of a speech containing 
portion of Said received signal. 

46. A method according to claim 38, wherein said models 
are Statistical models. 

47. A method according to claim 46, wherein Said models 
are based on Laplacian Statistics. 

48. A method according to claim 46, wherein Said speech 
model is an auto-regressive model. 

49. A computer readable medium Storing computer 
executable process Steps for controlling a processor to carry 
out a speech recognition method, the process StepS compris 
ing the Steps of: 

receiving the input signal; 
processing the received signal to generate an energy 

Signal which varies with local energy within the 
received signal; 

filtering Said energy signal to remove energy variations 
which have a frequency below a predetermined fre 
quency, 

detecting the presence of Speech in Said input Signal using 
Said filtered energy Signal; and 

comparing the detected Speech with Stored reference 
models to provide a recognition result. 

50. A computer readable medium Storing computer 
executable process Steps for controlling a processor to 
implement a method of detecting Speech with an input 
Signal, the proceSS StepS comprising the Steps of: 

receiving the input signal; 
processing the received signal to generate an energy 

Signal indicative of the local energy within the received 
Signal; 

determining the likelihood that Said boundary is located at 
each of a plurality of possible locations within Said 
energy Signal; and 
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determining the location of Said boundary using Said 
likelihoods determined for each of said possible loca 
tions. 

51. Computer executable proceSS Steps for controlling a 
processor to implement a Speech recognition method, the 
proceSS Steps comprising the Steps of: 

receiving the input Signal; 
processing the received signal to generate an energy 

Signal which varies with local energy within the 
received signal; 

filtering Said energy Signal to remove energy variations 
which have a frequency below a predetermined fre 
quency, 

detecting the presence of Speech in Said input Signal using 
Said filtered energy Signal; and 

comparing the detected Speech with Stored reference 
models to provide a recognition result. 
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52. Computer executable process Steps for controlling a 
processor to implement a method of detecting the presence 
of Speech with an input Signal, the process Steps comprising 
the Steps of: 

receiving the input signal; 

processing the received signal to generate an energy 
Signal indicative of the local energy within the received 
Signal; 

determining the likelihood that Said boundary is located at 
each of a plurality of possible locations within Said 
energy Signal; and 

determining the location of Said boundary using Said 
likelihoods determined for each of said possible loca 
tions. 


