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TERABYTE CAPACITY VIRTUAL TAPE VOLUMES
TECHNICAL FIELD

The present invention is related to the field of virtual magnetic tape

storage devices and method of operation.
BACKGROUND ART

In typical magnetic tape storage environments, many tape cartridges,
tape drives, and library devices are distributed among various clients. These clients
may be single user workstations, work groups, departmental servers, or large multi-
user platforms. The management complexity of these environments increases as a
function of how much data is stored and the heterogeneity of the computational
environment. Storage management costs are a significant portion of the information
technology budget, particularly in emerging markets, such as those known as open
systems. Open systems shops are those that are based upon network- operating
systems such as UNIX, NT servers, and the like.

In open system markets, the primary use of magnetic tape technology
has been concerning data security, particularly for data backup, restoration and
disaster recovery. A combination of factors has hindered the adoption of magnetic
tape for other applications. One of these factors is management complexity. While
automated tape libraries and hierarchical storage tape systems provide a low-cost
solution for storing vast amounts of data, they involve a reasonable amount of

management complexity.

There has been a general tension between client needs and system
management needs, especially in tape applications. For example, when library and
tape device resources are centrally located, clients often need to contend with
resource partitioning schemes that are by definition a sub-optimized utilization of
resources. An example here is the need to maintain individual scratch tape pools for

each partition. Alternatively, client usage of centralized resources may be scheduled
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with each client using a common pool of resources in turn. This is a challenge in
environments characterized by growing information technology resource needs and
periodic workloads, and aggravated by poor communications between centralized
resources management and the clients. Virtual tape technology often makes the
situation more challenging. For example, when a client wishes to backup a data set
for export to another physical site, the mismatch between the multitude of virtual

tape labels and their real counterparts can introduce errors in the recovery process.

Several technologies, such as virtual magnetic tape, storage area
networking, and centralized systems management tools have evolved over the years
to address data storage management challenges. Each of these technologies has
addressed certain portions of the management problem. For example, virtual tape
technology has enabled tape buffering and data transfer rate matching to achieve
highly efficient utilization of the tape drives. Storage area networks have eliminated
the bulk of the problems related to co-location of storage devices and clients,
allowing open systems to centrally locate and manage storage resources. Finally,
systems management tools have promised to provide common tools for data

management in diverse environments.

Each of these technologies, however, solves only some problems. For
example, virtual tape volumes are often designed to emulate real tape cartridges.
From the client’s point of view, there is no management advantage to use the virtual
tape volumes over real tape cartridges. The client still must know on which virtual
tape volume the desired data is stored, and the client must provide control of the
storage appliance to mount and dismount the virtual tape volumes. In another
example, system management tools tend not to provide uniform support for all data
storage systems. Client provided management of a storage appliance provided from
one vendor is usually incompatible is some respect with a second storage appliance

provided from another vendor.

To improve client acceptance of magnetic tape as the preferred media
for their applications, a tape storage system is required that is simple to use and is

available at all times. Ideally, the tape storage system would appear to the client as
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one tape cartridge always mounted in a dedicated tape drive connected directly to the
back of the client’s computer, 'yet realize the benefits of centralized management.
Capacity of this tape cartridge should be variable to meet the client’s requirements
gnd budget. The upper bound of the capacity should be virtually limitless for high

end clients.
DISCLOSURE OF INVENTION

The present invention is a system that emulates a tape cartridge
mounted in a tape drive, and a method of managing the system. Communication
between the emulated tape drive and a client is performed using an interface
protocol. An addressable range of the emulated tape cartridge matches or exceeds
the addressable range defined in the interface protocol giving the tape cartridge the
appearance of a practically limitless capacity. In operation, one or more storage
appliances provide the emulation of the tape drive and multiple virtual tape volumes.
An interface manager control mounting of the multiple virtual tape volumes in the

tape drive so that they appear as one large tape cartridge to the client.

The interface manager includes an address map function that maps the
interface protocol defined addresses into the various virtual addresses used by the
multiple virtual tape volumes. In an alternative embodiment, address mapping can
be used to preserve existing blocks of data by mapping new data to unused blocks
elsewhere in the tape cartridge instead of overwriting the existing data. In a second
alternative embodiment, the interface manager may include a protocol converter that
translates between the interface protocol used to communicate with the client, and a
second protocol used to communicate with the storage appliance. A third
embodiment includes a policy controller that sets ome or more performance
parameters for the emulated tape drive or tape cartridge bgsed upon the client’s level

of service.

Accordingly, it is an object of the present invention to provide a
system and method that emulate a tape cartridge mounted in a tape drive, wherein a

client communicates to the emulated tape drive through an interface protocol, and the
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tape cartridge’s capacity matches or exceeds the addressable range defined by the

interface protocol.

These and other objects, features and advantages will be readily
apparent upon consideration of the following detailed description in conjunction with

the accompanying drawings.
BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram of a system implementing the present

invention connected to a client;

FIG. 2 is a block diagram of the present invention as seen from the

client’s point of view;

FIG. 3 is a block diagram showing a mapping of virtual volumes to

real media within the storage appliances;

FIG. 4 is a block diagram of an alternative embodiment of a system

that implements the present invention connected to the client;

FIG. 5 is a block diagram of another alternative embodiment 6f a

system that implements the present invention connected to the client;

FIG. 6 is a functional flow block diagram of the preferred

embodiment;

FIG. 7 is a schematic showing a mapping of an interface protocol

address into virtual addresses;

FIG. 8 is a flow diagram for a method of managing a read message

from the client; and
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FIG. 9 is a flow diagram for a method of protecting existing data from

being overwritten.
BEST MODE FOR CARRYING OUT THE INVENTION

FIG. 1 is a block diagram of the present invention 100 connected to
clients 90a-c. One or more clients 90a-c communicate with an interface manager 102
over a Fibre Channel-Arbitrated Loop (FC-AL) fabric 92. FC-AL fabric 92 is
defined by the American National Standards Institute (ANSI) (New York, NY)
standard ANSI, X3.272-1996. The interface manager 102 is hosted by a server 106

' connected to the FC-AL fabric 92. Multiple storage appliances 108 are also in

communication with the interface manager 102 via the FC-AL fabric 92. The
interface manager 102 acts as a kind of gateway through which the clients 90a-c
communicate with the storage appliances 108. The interface manager 102 also
manages the storage appliances 108 and alters the communications so that from the
client’s point of view, the storage appliances 108 appear as one large emulated tape
cartridge 110 mounted in an emulated tape drive 112 connected directly to each client
90, as shown in FIG. 2.

Various technologies may be used in the storage appliances 108. The
technologies include, but are not limited to automated tape libraries, automated disk
libraries, redundant aild inexpensive device (RAID) systems, disk farms, and the
like. What is necessary is that the storage appliances 108 can provide the emulated
tape drive 112 and multiple virtual volumes 114 (shown in phantom). Here,
emulation may be performed by using an actual tape drive as the emulated tape drive
112 and one or more actual tape cartridges as one or more of the virtual volumes
114. Physical location of the storage appliances 108 with respect to the server 106
is not important. All that is required is for a channel to be established through the
FC-AL fabric 92 to the interface manager 102. This allows the storage appliances
108 to be located near their source of control and maintenance while the server 106

is located elsewhere, near the clients 90a-c for example.

FIG. 3 shows an example of how the virtual volumes 114 of two
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emulated tape cartridges 110a-b are mapped into multiple storage appliances 108a-c.
The first emulated tape cartridge 110a has eight virtual volumes 114a-h. First virtual
volume 114a is physically located on a first real medium 115a within a first storage
appliance 108a. Second and third virtual volumes 114b-c are physically located
adjacent to each other on a second real medium 115b within the first storage
appliance 108a. Likewise, a fourth and fifth virtual volumes 114d-e are physically
located on third and fourth real media 115¢ and 115d respectively within a second
storage appliance 108b. A sixth and seventh virtual volumes 114f-g are located on
a fifth and sixth real media 115e-f respectively within a third storage appliance 108c.
Finally, the eighth virtual volume 114h is located on the first real medium 115a
within the first storage appliance 108a. In similar fashion, the various virtual
volumes 114 that comprise the second emulated tape cartridge 110b are physically

located on the various real media 115a-g within the storage appliances 108a-c.

Algorithms for mapping between virtual volume 114 order within the
emulated tape cartridge 110 to the real media 115 within the storage appliances 108
may take many factors and policies into account. For example, mounting latency
during data recall can be reduced if many sequential virtual volumes 114 of an
emulated tape cartridge 110 are mapped to one real medium 115. Mounting latency
during data writes can be reduces if the virtual volumes 114 are mapped to the
first/best available real medium 115 in the first/best available storage appliance 108.
Policy considerations may preclude storing data belonging to one client 90a on the
same real media 115 as data belonging to a competitor client 90b. Disaster recovery
requirements may dictate that mapping is made to real media 115 that is backed-up
periodically to an offsite location, or redundantly written to multiple storage
appliances 108 at different sites simultaneously. Historically significant data may
require mapping the virtual volumes 114 to a write-once-read-many type real medium

115 to avoid accidental erasure, and so on.

The FC-AL fabric 92 is the preferred networking technology for the
present invention. FC-AL fabric 92 allows “channels” to be established between the
client 90 and the interface manager 102, and between the interface manager 102 and

the storage appliances 108. Channels are special purpose communication links that
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can be established between nodes on the FC-AL fabric 92. Channels only require
low level software and little overhead to transmit data across the FC-AL fabric 92.
As a result, channels can provide high speed communications between the nodes.
Other types of networks may be used in the present invention in place of the FC-AL
fabric 92. For example, some clients 90a-b and server 106 may be connected on an
Ethernet based local area network (LAN) 94 while the storage appliances 108 and
another client 90c are part of a storage area network (SAN).96 that is accessible to
the server 106, as shown in FIG. 4. In other examples, the server 106 may connect
to the storage appliances 108 through the Internet, a wide area network, an enterprise

network, or any similar network technology.

Returning to FIG. 2, it is convenient when the apparent interface
between the client 90 and the emulated tape drive 112 conforms to an industrial
standard protocol. The preferred interface protocol is the Small Computer System:
Interface-2 (SCSI-2) standard. SCSI-2 is defined by ANSI standard ANSI X3.131--
1994. This standard is commonly used in the computer industry for personal
computers, workstations, servers, tape drives, disk drives, and other computational
and storage devices. SCSI-2 is also one of the standard interface protocols that can
be transparently encapsulated in an FC-AL frame and transported to another node in
the AF-AL fabric. This capability allows the presence of the FC-AL fabric 92 to be
transparent to the client 90. The client 90 only sees an emulated tape drive 112 with
a mounted emulated tape cartridge 110 at one of the logical unit addresses on the
SCSI-2 bus. In an alternative embodiment, the SCSI-2 protocol allows for eight
logical units to be connected to the SCSI-2 bus. Since the client 90 usually occupies
the last logical unit number, then up to seven emulated tape drives 112 with emulated
tape cartridges 110 can be created simultaneously with the preferred embodiment of
the present invention. This allows the client 90 to use the several emulated tape
drives 112 and emulated tape cartridges 110 for different purposes. For example,
one emulated tape drive 112 and emulated tape cartridge 110 may be allocated for
sharing files within a workgroup. A second emulated tape drive 112 and emulated
tape cartridge 110 may be used as a secure location for personal files. A third
emulated tape drive 112 and emulated tape cartridge 110 may be used for nightly

backups of a local server, and so on.
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Another advantage of using the FC-AL fabric 92 to couple the
interface manager 102 to the clients 90 and storage appliances 108 is that FC-AL
fabric 92 supports transparent transportation of many different interface protocols.
Beyond SCSI-2, FC-AL fabric 92 also supports Intelligent Peripheral Interface (IPI),
High Performance Parallel Interface (HIPPI) Framing Protocol, Internet Protocol
(IP), ATM Adaptation Layer for computer Data (AALS), Link Encapsulation (FC-
LE), Single Byte Command Code Set Mapping (SBCCS) and IEEE (Institute of
Electrical and Electronics Engineers, Inc., Piscataway, NJ) 802.2 protocols. Any
of these standards may also be used in the present invention along with other similar

industrial standards.

Referring back to FIG. 1, the interface manager 102 is hosted by the
server 106 connected to the FC-AL fabric 92 in the preferred embodiment. In
alternative embodiments, the interface manager 102 may be hosted at other locations.
One prime location would be to host the interface manager 102 within one storage
appliance 108. Nearly all mass storage systems (storage appliances 108) have at least
one computer providing management and control of the storage resources. One of
these computers would provide a suitable host for the interface manager 102. Such
an arrangement would allow a vendor to provide the present invention as a self-
contained package. For example, a rack mounted automated tape library 116 (a type
of storage appliance 108) containing thirty 35 gigabyte magnetic tape cartridges 134
(for the virtual volumes 114), a real tape drive 136 (for the emulated tape drive 112)
and hosting the interface manager 102, as shown in FIG. 5, would appear to the

client 90 as a single emulated tape cartridge 110 with a one terabyte capacity.

Another possible physical location for hosting the interface manager
102 is within the clients 90a-c. One advantage of this approach is that
communications between the clients 90a-c and the interface manager 102 are no
longer constrained by the speed limitations of the SCSI-2 standard or hardware. Still
other possible hosts for the interface management software include LAN servers,
proxy servers, firewall servers and similar gateways that allow the clients 90a-c to

communicate outside the immediate network.
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The interface manager 102 performs several functions. FIG. 6 is a
functional flow block diagram of the system shown in FIG. 1. Communication with
the clients 90a-c using the interface protocol is providéd by a client controller 118.
In the preferred embodiment, this means that the client controller 118 sends and
receives messages from the clients 90a-c using the SCSI-2 standard. Several SCSI-2
to FC-AL adapters 98a-c provided between the clients 90a-c and client controller 118
to account for insertion and removal of the SCSI message from the FC-AL fabric 92
at the client nodes.

A storage appliance controller 120 resides at the other end of the
interface manager 102 to communicate with the storage appliances 108 (only one
shown). The storage appliance controller 120 provides all of the initialization,
mount, dismount, emulation, and various storage appliance specific control functions
required by the storage appliances 108 to produce the emulated tape drives 112 and
virtual volumes 114. The storage appliance controller 120 also has an ability to
append the virtual volumes 114 together logically so that they appear as the emulated
tape cartridge 110. When the storage appliance controller 120 is using the same
interface protocol to communicate with the storage appliances 108 as the client
controller 118 is using to communicate with the clients 90a-c, then the storage
appliance controller 120 and the client controller 118 may transfer some non-
addressing SCSI-2 messages directly between each other, as shown by the dotted line
122.

The SCSI-2 standard allows for a storage media to be divided as up
into 256 partitions (2%). Each partition can be formatted to a partition size of up to
65,536 (2'%) partition units, with each partition unit being currently selectable at up
to one megabyte (2%). (The SCSI-2 standard allocates two bits to define a partition
size unit. Binary 10 is defined as a partition unit size of one megabyte. Binary 11
is unused in the standard.) This gives a maximum partition format size of
approximately 68.8 gigabytes (2°¢), and a total formatted media capacity of
approximately 17.6 terabytes (2*). Block addressing within partitions is provided
by a 32-bit field, with a typical tape block being approximately 32 kilobytes (2¥) in

size. This means that the addressable range within a partition may theoretically be
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as high as 140 terabytes (2*'), resulting in a wider address range than is currently
used in a partition (2%°). By defining the unused binary 11 as a larger partition size
unit, for example two gigabytes (2*!), then the formatted size of a partition can match

the addressable range (2*") within that partition.

Present day magnetic tape cartridges and their virtual counterparts
have capacities of up to 35 gigabytes. This means that using the SCSI-2 standard,
the present invention can provide the client 90 with an emulated tape cartridge 110
equivalent to four thousand virtual volumes 114/real tape cartridges at 35 gigabytes
per virtual volume 114/real tape cartridge. An address map 124 function is provided
in the interface manager 102 to map the 32-bit block addressing range of the SCSI-2

standard among the four thousand or more virtual volumes 114.

FIG. 7 is a schematic of a mapping scheme where an 8 bit addressing
space 126 is mapped into five virtual volumes 114a-e that are logically appended to
form the emulated tape cartridge 110. In this example, the interface protocol defines
addresses from 00 hex to FF hex. Virtual volumes 114a, 114b, and 114e each have
virtual addresses ranging from 00 hex to 3F hex. Virtual volume 114c has a longer
virtual address range spanning from 00 hex to 4F hex. Virtual volume 114d has a
shorter virtual address range spanning from 00 hex to only 1F hex. (Had virtual
volumes 114¢ and 114d been duplicates of virtual volumes 114a, 114b and 114e,
then each address of the 8 bit interface protocol could be mapped into one virtual
address of virtual volumes 114a-d. Virtual volume 114e would either have none of
the 8 bit interface protocol addresses mapped to it, or virtual volume 114e would not

even exist.)

Referring to FIG. 8, a typical réad message initiated by the client 90
contains a real block address, as shown in block 800. Upon receipt of the read
message, the client controller 118 forwards the real block address to the address map
124, and the read message to the storage appliance controller 120, as shown in block
802. The address map 124 maps the real block address into a virtual block address,
as shown in block 804. A specific virtual volume 114 associated with this virtual

block address is then determined, as shown in block 805. Next, the storage
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appliance controller 120 sends a command to one storage appliance 108 to mount the
specific virtual volume 114, if necessary, and substitutes the virtual tape address for
the real block address in the read message, as shown in block 806. After the specific
virtual volume 114 has been mounted, the storage appliance controller 120 forwards
the read message having the virtual address to the storage appliance 108, as shown
in block 808. The storage appliance 108 responds with data read from the specific
virtual volume 114, as shown in block 810. Storage appliance controller 120 passes
the data to the client controller 118, as shown in block 812. Finally, the client
controller 118 passes the data back to the client 90, as shown in block 814.

An optional function that can be provided by the interface manager
102 is an overwrite protection feature that protects existing data from being
overwritten with new data having the same block address. Referring to FIG. 9, an
overwrite controller 128 examines each message received by the client controller 118
from the client 90 for write messages, as shown in blocks 900 and 902. If the
message is not an attempt to write data, then the NO branch of decision block 902
returns to the begimﬁng to wait for the next message from the client 90. When a
write message is received, the overwrite controller 128 checks the real block address
within the write message to see if the real block address has ever been written to
before, as shown by decision block 904. If this message is the first attempt to write
to that real block address, the NO branch of decision block 904, then the overwrite
controller 128 flags that real block address as having existing data, shown by block
906. Where the message is a second attempt to write to the real block address, the
YES branch of decision block 904, then the address map 124 function is commanded
to re-map the real block address to a new and unused virtual block address, as shown
in block 908. This re-mapping preserves the existing data written earlier at the real
block address. Finally, the re-mapping event may be recorded in a log file 130, as

shown in block 910, to preserve the traceability back to the existing data.

The overwrite controller 128 can cause the emulated tape cartridge
110 to have more data than can be addressed by the client 90 using the interface
protocol. Either a change must be made in the SCSI-2 standard to allow the client

90 to address the older data somehow, or a second interface protocol having a larger
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address range must be used to permit the client 90 to address all versions of the data.
An example of a change to the SCSI-2 standard would be to define 8 reserved bits
in the read message as a version byte. A value of 00 hex is interpreted as a read of
the most recent data written at the real block address. A value of 01 hex is
interpreted as a read of the second most recent old data written to the real block
address. A value of 02 hex is interpreted as a read of the third most recent old data
written to the read block address, and so on. The proper virtual address and virtual
volume 114 of each version of the old data are available in the log file 130. Another
example would be to use two logical unit numbers to address each emulated tape
cartridge 110. One logical unit number could be used to address the emulated tape
cartridge 110 as before, while the second logical unit number could be used to
control access to versions of the data. Here, the address or a portion of the address
associated with the second logical unit number defines the version of the data being

read at the real block address associated with the first logical unit number.

It is apparent that in environments where address blocks are regularly
overwritten, the log file 130 may become very large. Referring back to FIG. 6, the
log file 130a is shown located within the interface manager 102. In an alternative
embodiment, the log file 130b, shown in phantom, may be physically stored in one
storage appliance 108 where the storage capacity is greater. The log file 130b may -
be written on one of the virtual volumes 114 or another storage volume of suitable

size.

To accommodate a variety of clients 90a-c and a variety of storage
appliances 108, the interface controller may be required to communicate to the data
appliances using a second interface protocol. This condition is accounted for in the
present invention by the inclusion of a protocol converter 131 function between the
client controller 118 and the storage appliance controller 120. The protocol
converter 131 function must operate bidirectionally. Interface protocol messages
received from the clients 90a-c must be converted to second interface protocol
messages communicated to the storage appliances 108. Likewise, second interface
protocol messages received from the storage appliances 108 must be converted into

interface protocol messages communicated to the clients 90a-c. In some cases,
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conversion may be as simple as converting between 8 bit wide data bytes used in the
original (narrow) SCSI-2 standard and 16 bit wide data words used in the wide SCSI-
2 standard. In other cases, conversion may require a translation between two

completely different interface protocol standards.

Another feature that the interface manager 102 may provide is an
ability to implement policies that control performance parameters of the emulated
tape drive 112 and emulated tape cartridge 110. A policy controller 132, as shown
in FIG. 6, in communication with the storage appliance controller 120 can dictate
operations of the storage appliances 108. For example, access may be controlled to
allow only certain nodes of the FC-AL fabric 92 (clients) to read and write to the
emulated tape cartridge 110. Other nodes (clients) may have lread-only privileges.
Total capacity of the emulated tape cartridge 110 may be varied from client to client
as required to minimize storage costs to the various clients 90a-c. Allocation of the
virtual volumes 114 to different types of storage appliances 108 may be managed so
that clients 90a-c requiring high bandwidth data transfers are allocated to faster
storage appliances 108. Clients 90a-c requiring reliable data storage may be
allocated to RAID 3 agd RAID 5 type storage appliances 108. Other clients 90a-c
may have data automatically migrated from expensive storage appliances 108 to less
expensive storage appliances 108 in accordance with an aging algorithm. A variety
of policies beyond those listed above may be implemented by the present invention

to control one or more of the performance parameters.

While embodiments of the invention have been illustrated and
described, it is not intended that these embodiments illustrate and describe all
possible forms of the invention. Rather, the words used in the specification are
words of description rather than limitation, and it is understood that various changes

may be made without departing from the spirit and scope of the invention.

-13-



WO 02/27462 PCT/US01/12350

O 00 X O W

10

N

0 3 O W

whn AW N =

WHAT IS CLAIMED IS:

1. A system that emulates a tape cartridge mounted in a tape

drive, the system comprising:

at least one storage appliance operative to emulate the tape drive and

a plurality of virtual volumes mountable in the tape drive; and

an interface manager in communication with the at least one storage
appliance and in communication with the client using an interface protocol that
defines a plurality of addresses, the interface manager being operative to control
mounting of the plurality of virtual volumes in the tape drive to emulate the tape
cartridge mounted in the tape drive, wherein the tape cartridge has a plurality of
virtual addresses at least as great in number as the plurality of addresses defined by

the interface protocol.

2. The system of claim 1 wherein the interface manager

comprises:

a client controller in communication with the client using the interface

protocol; and

a storage appliance controller in communication with the client
controller and the at least one storage appliance, the storage appliance controller
being operative to control mounting of the plurality of virtual volumes in the tape

drive to emulate the tape cartridge mounted in the tape drive.

3. The system of claim 2 wherein the interface manager further
comprises an address map in communication with the client controller and the storage
appliance controller, the address map being operative to map the plurality of
addresses defined by the interface protocol into the plurality of virtual addresses of

the tape cartridge.
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4. The system of claim 3 wherein the plurality of virtual
addresses exceed in number the plurality of addresses defined by the interface
protocol, the interface manager further comprising an overwrite controller in
communication with the address map and the client controller, the overwrite
controller being responsive upon receiving a write message having a selected address
of the plurality of addresses, while the tape cartridge already stores existing data at
the selected address, to re-map the selected address to a virtual address of the
plurality of virtual addresses unmapped to any of the plurality of addresses, to

preserve the existing data.

5. The system of claim 4 wherein the interface manager further
comprises a log file in communication with the overwrite controller to record re-
mapping operations to provide traceability back to the existing data for each re-

mapped address of the plurality of addresses.

6. The system of claim 2 wherein the at least one storage
appliance communicates using a second interface protocol, the interface manager
further comprises a protocol converter in communication between the client
controller and the storage appliance controller to convert between the interface

protocol and the second interface protocol.

7. The system of claim 2 wherein the interface manager further
comprises a policy controller in communication with the storage appliance controller,
the policy controller being operative to control at least one performance :parameter
of the tape drive and the tape cartridge being emulated to provide variable levels of

service to the client.

8. The system of claim 1 wherein the at least one storage

appliance emulates the tape drive using an actual tape drive.

9. The system of claim 1 wherein the at least one storage
appliance emulates the plurality of virtual volumes using at least one actual tape

cartridge.
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10. A method of operation comprising:

~ emulating a tape drive having an interface protocol that defines a

plurality of addresses;

emulating a plurality of virtual volumes mountable in the tape drive

to provide storage capacity; and

mounting the plurality of virtual volumes one at a time in the tape
drive to emulate a tape cartridge mounted in the tape drive, wherein the tape
cariridge has a plurality of virtual addresses at least as great in number as the
plurality of addresses defined in the interface protocol in response to emulating the

plurality of virtual volumes.

11.  The method of claim 10 further comprising mapping the
plurality of addresses defined by the interface protocol into the plurality of virtual
addresses respectively to link each address of the plurality of addresses to a

respective one of the virtual addresses of the plurality of virtual addresses.

12.  The method of claim 11 further comprising determining a first
virtual volume of the plurality of virtual volumes associated with a first virtual
address of the plurality of virtual addresses that is mapped to a selected address of
the plurality of addresseé in response to receiving the selected address from the

client, to identify which part of the tape cartridge is being addressed by the client.

13.  The method of claim 12 further comprising mounting the first
virtual volume of the plurality of virtual volumes in response to determining the first
virtual volume associated with the first virtual address, to make the tape cartridge

accessible to the client at the selected address.

14.  The method of claim 13 wherein the plurality of virtual

addresses exceeds in number the plurality of addresses defined the interface protocol,

-16-
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the method further comprising re-mapping the selected address to a virtual address
of the plurality of virtual addresses unmapped to any of the plurality of addresses in
response to receiving a write message having the selected address while the tape
cartridge already stores existing data at the selected address, to preserve the existing

data.

15.  The method of claim 14 further comprising logging the re-
mapping of the selected address in response re-mapping the selected address to

provide traceability back to the existing data for each re-mapped address.

16.  The method of claim 10 wherein the emulation of the tape
drive and the plurality of virtual volumes is performed by at least one storage
appliance that communicates using a second interface protocol, the method further
comprising translating between the interface protocol and the second interface

protocol to isolate the second protocol from the client.
17.  The method of claim 10 further comprising controlling at least
one performance parameter of the tape drive and tape cartridge being emulated to

provide variable levels of service to the client.

18.  The method of claim 10 wherein emulating the tape drive is

providing an actual tape drive.

19.  The method of claim 10 wherein emulating the plurality of

virtual volumes is providing at least one actual tape cartridge.

-17-



PCT/US01/12350

WO 02/27462

JONVIddY
39VH01S

JONVITddY
39vd0LS

JONVIddV
JOVHOLS

7 b

o

m 1N ™~

" 206
m YYYYYY “ Dlyav IN3ID

L z01 ! A

SR N N N e
SN , m

: ENMEL IN3119

m m cb ﬁ/////: E06

1/6



WO 02/27462 PCT/US01/12350

90
-\\ TAPE DRIVE T 112

CLIENT N - TAPECARTRIDGE I

T

/]
114 :5444/

59 2

108
cuent | 90
106
94 ///' 9%
SERVER
A ]
4 102—//[
CLIENT , CLIENT
RS 90k 90c "] 108
Fiy. £

116, 108

0 GLENT

134,110

136, 112

2/6



PCT/US01/12350

WO 02/27462

801 asol \m%S
= IP — — N
poo| |

T \mm: \mmwt
OO0 O] 000D o0O<
) L /PSH 951 /9GH
m]s] {mfw]((w]=]=) OO0

-l o] | [T >

3/6

- )
p——
D
—=;
i
- ]

______________
______________
lllllllllllllllllllllllll

\ . . \ VOV
\ Aﬂn § g0l .__qv:.__mv:.“ov:__%:

a0l bl CUplL pLL PELL QR




PCT/US01/12350

20!
|/

HITI0HINOD z8l
ADIT0d T

\. J86

y31dvav
V-3
0L ¢-1S3S

\. 06

WO 02/27462

\. ag86

INTITO

ccl -~
T dommmmmnes : gLl
Y e
- mw%mmﬁ@u <] HILHIANOD | H3IT104.1INOD
JI9Y4H0LS 7030104d | T IN3IN9
b
QNN\ Nmﬁk
- dYIN B
f\u ssayaay [~
vel [
H3T104HINOI
gzl — 1 3ILWMH3IA0 |
g0, )
2\/
BRI -
HIDVYNVYIN 901
JOV4HINI

431ldvay
v-04
01 ¢-I1S3S

\. q06

\ €86

IN3ND

H31dvay
1v-04
0L ¢-183S

\. 206

IN3ITO

4/6




WO 02/27462 PCT/US01/12350

110

3F
114e

10 ~/
FF OF
- 00
EF ~—— ] IF /174d

CF

f[j ;, - 4F ~/‘1146

4 e
3F

¥ 3F /—1143
00 |- = 00
(_ START ) ,
o949 9
RECEIVE MESSAGE |__— 900

IS FLAG THIS REAL

EXISTING

MESSAGE ADDRESS AS
TO WRITE? VES ~SLUADDRESS? o NG

902 904

K 906

908 — RE-MAP THE REAL ADDRESS

!

910 — LOG THE RE-MAPPING

END

5/6



WO 02/27462

PCT/US01/12350
(" starT )
\
CLIENT SENDS |00
READ MESSAGE
v
FORWARD REAL BLOCK ADDRESS |02
AND THE READ MESSAGE
w
MAP REAL BLOCK ADDRESS TO | 504
A VIRTUAL BLOCK ADDRESS
\
DETERMINE VIRTUAL VOLUME ASSOGIATED |05
WITH THE VIRTUAL BLOCK ADDRESS
/
MOUNT VIRTUAL VOLUME AND | 806
SUBSTITUTE VIRTUAL BLOGK ADDRESS
Y
SEND MODIFIED READ MESSAGE 808
TOP STORAGE APPLIANGE
/
STORAGE APPLIANGE 810
READS DATA —
Y
FORWARD DATA TO 812
CLIENT CONTROLLER —
Y
FORWARD DATA 814
TO CLIENT —
\
END

59 &

6/6



INTERNATIONAL SEARCH REPORT

lnt‘ ional Application No

Poi, US 01/12350

A, CLASSIFICATION OF SUBJECT MATTER

IPC 7 GO6F3/06

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

IPC 7 GO6F

Minimum documentation searched (classification system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

EPO-Internal, WPI Data

Electronic data base consulted during the international search (name of data base and, where practical, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category ° | Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

A WO 00 04454 A (SUTMYN STORAGE CORP) 1,2,
27 January 2000 (2000-01-27) 8-11,16,
18,19
page 3, line 20 -page 5, line 34; figures
1A,1B
A US 6 029 179 A (KISHI GREGORY TAD) 1,2,
22 February 2000 (2000-02-22) 8-11,16,
18,19
column 4, Tine 1 - Tine 61; figure 2
A WO 99 06912 A (EXABYTE CORP) 1,10
11 February 1999 (1999-02-11)
abstract

D Further documents are listed in the continuation of box C.

Patent family members are listed in annex.

° Special categories of cited documents :

*A" document defining the general state of the art which is not
considered to be of particular relevance

'E" earlier document but published on or after the international
filing date

*L* document which may throw doubis on priority claim(s) or
which is cited to establish the publication date of another
citation or other special reason (as specified)

*O" document referring to an oral disclosure, use, exhibition or
other means

*P* document published prior 1o the international filing date but
later than the priority date claimed

*T* later document published after the international filing date
or priority date and not in conflict with the application but
cited to understand the principle or theory underlying the
invention

*X" document of particular relevance; the claimed invention
cannot be considered novel or cannot be considered to
involve an inventive step when the document is taken alone

*Y* document of paricular relevance; the claimed invention
cannot be considered to involve an inventive step when the
document is combined with one or more other such docu~
meir]lts. such combination being obvious to a person skilled
in the art.

& document member of the same patent family

Date of the actual completion of the international search

7 December 2001

Date of mailing of the internationai search report

14/12/2001

Name and mailing address of the ISA

European Patent Office, P.B. 5818 Patentlaan 2
NL — 2280 HV Rijswijk

Tel. (+31-70) 3402040, Tx. 31 651 epo nl,
Fax: (+31-70) 340-3016

Authorized officer

Moens, R

Form PCT/ISA/210 (second sheet) (July 1992)




INTERNATIONAL SEARCH REPORT

formation on patent family members

It~

onal Application No

Po., US 01/12350

Patent document Publication Patent family Publication

cited in search report date member(s) date

WO 0004454 A 27-01-2000 US 6324497 Bl 27-11-2001
AU 5098799 A 07-02-2000
EP 1119812 Al 01-08-2001
WO 0004454 Al 27-01-2000

uUsS 6029179 A 22-02-2000 NONE

WO 9906912 A 11-02-1999 US 6128698 A 03-10-2000
AU 8684198 A 22-02-1999
Wo 9906912 Al 11-02-1999

Form PCT/ISA/210 (patent family annex) (July 1992)




	Abstract
	Bibliographic
	Description
	Claims
	Drawings
	Search_Report

