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WAVELET-TRANSFORM BASED SYSTEM AND METHOD FOR ANALYZING
CHARACTERISTICS OF A GEOLOGICAL FORMATION

FIELD

[0001] The present invention relates generally to analyzing characteristics of a geological
formation and more particularly to determination of stratigraphic, structural, or physical

classification of a geological formation using wavelet transform.
BACKGROUND

[0002] Geological formations commonly exhibit depositional heterogeneity, which makes

determination of distribution of reservoir properties challenging.

[0003] Accordingly, what is desirable is a method and system that analyzes physical or
stratigraphic characteristics of a geological formation automatically with a high degree of

consistency and accuracy.
SUMMARY

[0004] An embodiment includes a method for analyzing characteristics of a geological
formation. The method includes obtaining at a processor data representative of at least one of
stratigraphic, structural, or physical characteristics of the geological formation, applying at
the processor a wavelet transform to at least a portion of the obtained data or data interpreted
or derived from the obtained data, including but not limited to data derived from the
interpreted data, to derive one or more wavelet transform coefficients representative of the
obtained data, segmenting at the processor at least one or more of the obtained data or data
interpreted or derived from the obtained data into segments, determining at the processor a
measure of variability of the obtained data or the data interpreted or derived from the
obtained data over each segment at one or more scales of the wavelet transform, wherein the
measure of variability is based at least on the wavelet transform coefficients corresponding to
cach segment, and analyzing at the processor each segment based on the determined measure
of variability to produce a stratigraphic, structural, or physical classification of the geological

formation.

[0005] Another embodiment includes a computer readable medium having stored thereon

instructions for analyzing characteristics of a geological formation comprising machine
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executable code which when executed by at least one processor, causes the processor to
perform steps comprising obtaining at a processor data representative of at least one of
stratigraphic, structural, or physical characteristics of the geological formation, applying at
the processor a wavelet transform to at least a portion of the obtained data or data interpreted
or derived from the obtained data to derive one or more wavelet transform coefficients
representative of the obtained data, segmenting at the processor at least one or more of the
obtained data or data interpreted or derived from the obtained data into segments,
determining at the processor a measure of variability of the obtained data or the data
interpreted or derived from the obtained data over each segment at one or more scales of the
wavelet transform, wherein the measure of variability is based at least on the wavelet
transform coefficients corresponding to each segment, analyzing at the processor each
segment based on the determined measure of variability to produce a stratigraphic, structural,
or physical classification of the geological formation, and storing in a memory device the

stratigraphic, structural, or physical classification of the geological formation.
DESCRIPTION OF THE DRAWINGS

[0006] Other features described herein will be more readily apparent to those skilled in the
art when reading the following detailed description in connection with the accompanying

drawings, wherein:

[0007] Figure 1 is an illustration of an exemplary geological formation that is to be analyzed,

in accordance with an embodiment;

[0008] Figure 2 is a schematic illustration of a probe in communication with a computer, in

accordance with an embodiment;

[0009] Figure 3 is a flowchart of a method for analyzing characteristics of a geological

formation, in accordance with an embodiment;

[0010] Figure 4 is a flowchart showing details of the method in Figure 3, in accordance with

an embodiment;

[0011] Figure 5 is a flowchart showing details of the method in Figure 3, in accordance with

an embodiment;
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[0012] Figure 6 is a flowchart showing details of a reclassification process, in accordance

with an embodiment;

[0013] Figure 7 is a flowchart showing details of Stage 1 of the reclassification process in

Figure 6, in accordance with an embodiment;

[0014] Figure 8 is a flowchart showing details of Stage 2 of the reclassification process in

Figure 6, in accordance with an embodiment;

[0015] Figure 9 illustrates plots of exemplary data used for predicting slope facies, in

accordance with an embodiment;

[0016] Figure 10 illustrates classification results of using a top-down approach, in accordance

with an embodiment; and

[0017] Figure 11 illustrates plots of exemplary data used for predicting slope facies using a

bottom-up approach, in accordance with an embodiment.
DETAILED DESCRIPTION

[0018] Geological formations commonly exhibit depositional, structural or physical
heterogeneity. The type of depositional or physical heterogeneity may be described by facies,
or classes, a concept useful in modeling oil and gas reservoirs. Structural heterogeneities,
such as fractures, are sometimes described quantitatively by fracture density, which gives a
localized estimate of the number of fractures per unit depth. Regions of high fracture density
may be flagged in a qualitative manner by visual analysis, resulting in a classification with
two or more classes, labeled, e.g., “0” for low presence of fractures, and “1” for high
presence of fractures. Such regions of high fracture density are in certain depositional

environments of interest for oil and gas exploration.

[0019] Distribution of reservoir properties in modeling slope environments of carbonate
fields is often challenging due to depositional heterogeneity. Recently, geologic interpretation
linking analog outcrop observations with seismic-scale architecture, core data and well-log
interpretation has been applied to classification of slope facies. Some of the stratigraphic and
physical properties of platform facies, upper, middle, and lower slope facies have been

established in manual tying of different types of data.
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[0020] Figure 1 schematically illustrates an example of a facies structure of an exemplary
geological formation 100 that was originally deposited below sea-level in a tropical marine
environment. In this example, the facies structure broadly includes three facies shown as
facies 1, facies 2, and facies 3, although other numbers of facies may be present in other
geological formations. Geological formation 100 includes an outcrop formation but may also
be representative of subterranean carbonate slope formations. Data associated with the
stratigraphic, structural, and/or physical characteristics of geological formation 100 is
collected and analyzed. Such collection of data may be performed manually, using visual
inspection of images or on-site, for example, or using measurement probes, or combinations
of these techniques. Further, data obtained may be processed using a processor in a
computing system or device, and further analysis can be carried out on data interpreted or
derived from the obtained data associated with the characteristics of geological formation
100. Examples of stratigraphic data interpreted from geologic formations include bedding
dip or stratigraphic dip, depositional facies, and morphological elements of the depositional

environment derived from juxtaposition rules of depositional facies.

[0021] As shown in Figure 2, data obtained by a probe 110 (e.g., borchole data), and/or data
interpreted or derived therefrom, are generally stored in a local memory device or relayed via
a wire, though the connection may be made wireless, to a computer 250 that may be, for
example, located at a drilling facility where the data may be received via a bus 260 of the
computer 250, which may be of any suitable type, and stored, for example, on a computer
readable storage device 270 such as a hard disk, optical disk, flash memory, temporary RAM
storage or other media for processing with a processor 280 of the computer 250. Examples of
data interpreted or derived from the measured data provided by probe 110 include
stratigraphic dip interpretation log from resistivity image, interpolated and filtered
stratigraphic dip interpretation log, or a log obtained from the resistivity image log by linear
filtering, such as by wavelet transform. It is to be noted that even though borehole data is
being discussed here, other types of data obtained directly from visual inspection of
geological formation 100, or data derived or interpreted therefrom, could be used to analyze

physical and stratigraphic characteristics of geological formation 100, as discussed below.

[0022] Figure 3 generally shows a flowchart 300 for a method for analyzing characteristics of
geological formation 100 in accordance with an embodiment. The flowchart 300 in Figure 3,

as well as subsequent flowcharts in Figures 4-8, are representative of example machine
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readable instructions for implementing the method for analyzing characteristics of geological
formation 100. The steps or processes described below for the flowchart 300 are example
machine readable instructions for implementing a method in accordance with the
embodiments described in this disclosure. In one example, the machine readable instructions
include an algorithm for execution by: (a) a processor, (b) a controller, and/or (¢) one or more
other suitable processing device(s). The algorithm can be instantiated in software stored on
tangible media, for example, a flash memory, a CD-ROM, a floppy disk, a hard drive, a
digital video (versatile) disk (DVD), blue-ray disk, or other memory devices, but persons of
ordinary skill in the art will readily appreciate that the entire algorithm and/or parts thereof
could alternatively be executed by a device other than a processor and/or embodied in
firmware or in dedicated hardware. For example, the algorithm can be implemented by an
application specific integrated circuit (ASIC), a programmable logic device (PLD), a field
programmable logic device (FPLD), a field programmable gate array (FPGA), discrete logic,
and the like. For example, any or all of the components of the method for analyzing
characteristics of geological formation 100 could be implemented by software, hardware,
and/or firmware. Also, some or all of the machine readable instructions described herein can
be implemented manually. Further, although an embodiment of the present invention is
described and illustrated herein in the flowcharts, persons of ordinary skill in the art will
readily appreciate that many other methods of implementing the example machine readable
instructions can alternatively be used. For example, the order of execution can be changed in
some steps, and/or some of the steps described can be changed, eliminated, or combined

depending on specific geological formations, for example.

[0023] Referring now to Figure 3, in block 302 processor 280 carries out obtaining data
representative of one or more physical, structural, or stratigraphic characteristics of
geological formation 100. In one embodiment, processor 280 obtains data from probe 110,
remotely or locally for processing and deriving or interpreting data from the obtained data.
Such obtained data includes, by way of example only, a stratigraphic dip interpretation, a
resistivity or a conductivity, and/or a porosity of geological formation 100. Data obtained by
processor 280 may be converted to a graphical form, as image data for display and/or further
processing. The graphical data may be stored as full-color data (for example, 24-bit JPEG
data) or may be single color or gray-scale data. Image data (or image logs) may represent

resistivity traces obtained at each of a plurality of positions in a borehole using, for example,

a tool such as FULLBORE FORMATION MICROIMAGER (FMI) ™ tool from
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Schlumberger of Houston, TX. The resistivity traces derived from the obtained data are
normalized by processor 280. A color may be assigned to a measured or processed resistivity
value to get a picture in resistivity. Image data can include a number of stripes, ¢.g., with
eight stripes running down column 3 in Figure 9, for example, in a representation of an
unwrapped cylindrical surface of a borehole wall. These eight stripes represent FMI™ data
from the eight sensor pads obtained with the probe 110, with each sensor pad providing
twenty-four data traces, although other number of traces and pads could be used, depending
on the tool and the mode of display. For example, the color or contrast scale may be chosen
in such a way that the darker areas of the image data in column 3 of Figure 9 represent
relatively conductive regions and the lighter areas represent relatively resistive regions. An
image contrast may appear as a result of varying porosity and fluid type or water salinity in
the formation, as oil and freshwater are highly resistive, while saltwater is highly conductive,
and a rock of very low porosity has less of conductive pathways than a highly porous rock
filled with brine. Inhomogenecous features in the image around the borehole wall may be due
to openings in the borehole wall filled with drilling mud, which can be water-based
(conductive) or oil-based (resistive). Open fractures may therefore appear as bright or dark
features, depending on the relative resistivity of the drilling mud and formation. Healed or
cemented, or partially cemented fractures may show contrast, depending on the resistivity of
their filling. Geometrically, fracture features in images are sinusoidal or near-sinusoidal
features or parts of such features (for partially healed or cemented fractures), as fractures are

planar features intersecting a cylindrical or nearly-cylindrical borehole wall.

[0024] In block 304, according to one embodiment, data obtained from geological formation
100, and/or data interpreted or derived therefrom, or portions thereof, are analyzed for
determining physical, stratigraphic, and/or other characteristics of geological formation 100
using wavelet transform techniques applied at processor 280. The wavelet transform is a
linear transform which convolves the original signal (e.g., from probe 110) or the data
interpreted or derived therefrom with a family of functions or wavelets of zero mean that
satisfy a known admissibility condition. The functions belonging to a wavelet family are of a
mutually similar shape but translated and/or dilated in the time (or depth) variable. The result
of a wavelet transform is termed by wavelet coefficients which are indexed by position and
scale. A family of wavelets is obtained from the mother wavelet ¥(t) by shifting it by a

numerical value x and scaling it by a numerical value a, as shown in equation (1):
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V(D) = %w[%’“] (1)

Once a family of wavelets is chosen, then the continuous wavelet transform of a function f{t)

is defined as (shown here for real functions f{t), ¥(t)) in equation (2):

W (x,a) - % jif(r)w[%’“]dr @)

where Wf{(x,a) are the wavelet coefficients. For some applications, one may choose to restrict

the values of the parameters a,x in Eq.(2) to discrete values, obtained as
a=a,,x=n-x,-a, , where a, >1 is a dilation step, x, # 0 is a translation step, and m,n

are whole numbers. A discrete wavelet transform is associated with the discrete wavelets, as

is known to one of ordinary skill in the art.

[0025] Most applications of wavelet families exploit their ability to efficiently approximate
particular classes of functions with few non-zero wavelet coefficients. Coefficients of a small
magnitude at finest scales are generally corresponding to smooth parts of the signal, while
e.g., abrupt signal changes are generally accompanied by wavelet coefficients having local

maxima or minima of a large magnitude around locations of such changes.

[0026] In one embodiment, the wavelet transform is performed with a Daubechies wavelet
with two vanishing moments, although other types of mother wavelets (e.g., a Morlet
wavelet) may be used, as may be contemplated by one of ordinary skill in the art in view of
this disclosure. In yet another embodiment, the obtained data or properties interpreted or
derived therefrom are depth-readjusted after applying the wavelet transform, for cases of

resistivity images of moderate to high apparent dip.

[0027] In block 306, segmenting at least one or more of the obtained data or data interpreted
or derived from the obtained data into one or more segments is carried out by processor 280.
An initial segmentation may be performed, for example, by wavelet-transform based
resistivity image segmentation, or by another available segmentation method known to one of
ordinary skill in the art and found to be sufficiently sensitive for the data at hand, or by

simple uniform splitting in those cases where loss of a facies boundary location accuracy is
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not a concern. Blocks 306 and 304 can be interchanged, for example, if wavelet transform is
not used for segmentation. Segments shorter than a length of characteristic variations in
properties of interest, as discussed below in relation to measure of variability, may undergo
lumping with adjacent segments, to avoid computing a misleadingly high measure of
variability which can arise in segments with statistically too few samples. In one

embodiment, this length is 3 ft.

[0028] In block 308, a measure of variability v of the obtained data or the data interpreted or
derived from the obtained data over each segment at one or more scales of the wavelet
transform is determined by processor 280. In one embodiment, the measure of variability is
based at least on the wavelet transform coefficients corresponding to each segment. In other
embodiments, additional parameters such as a standard deviation may be used by processor
280 to calculate the measure of variability. The measure of variability of the measured data
or one or more properties interpreted or derived from the measured data is obtained as a
segment average of squares of magnitude of wavelet transform coefficients at the one or more
scales of the wavelet transform. In one embodiment, the measure of variability of a function
f(x), which represents the measured data or a property interpreted or derived from the
measured data, including data derived from the interpreted data, over a segment is calculated

as.
V%ZZWf(xi,a) ; 3)

where Wf'(x.,a) is a wavelet coefficient of function f(x) at scale a at point x; and N is the
number of sampled points x,, i =1..N in the given segment. In the case when the function
f(x) depends on two variables (as when exploring the azimuth dependence of a resistivity

image), Eq.(3) is modified to include summation over the azimuth-related variable and the
coefficients pertain to a two-dimensional wavelet transform. Depending on the application
and type of data, the discrete wavelet coefficients at scale a in Eq.(3) may contain only the
detail wavelet coefficients, or “mother-function” coefficients, or both, as is known to one of

ordinary skill in the art. The latter coefficients are obtained by smoothing the signal f(x)

with a smoothing function at a corresponding scale (a rescaled smoothing function). In the

case of an orthogonal discrete wavelet transform, a detail wavelet coefficient at scale

a=a," atpoint x, is obtained as the difference of the signal smoothed at two successive
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scales aom+1 and a," . In this embodiment, the measure of variability is calculated for a
discrete wavelet transform at a single scale a. However, it will be appreciated that a more

general measure of variability can be calculated as a double sum over scale @, =a," and
over coordinate x;, where the scales in the sum span a range of length scales over which the

signal has significant variations in regions of facies which is to be characterized by a high
measure of variability. This facies is, in the case of slope facies, referred to as the “first
facies”, though it will be appreciated that more generally any facies can be chosen to be
identified in this way if given a property with a high measure of variability in regions where
this facies is present. It will also be appreciated that an analogous measure of variability may
be used in our method, whereby the measure of variability is calculated as a double integral
over scale and coordinate taken as continuous variables (in a continuous wavelet transform of

the measured signal, or signal interpreted or derived therefrom).

[0029] For a function f(x) which has very large values in the region of the first facies

compared to all other regions, a measure of variability which includes the mother-function
wavelet coefficients may be advantageous, while a function which has a similar segment
average in the region of the first facies as elsewhere is better identified by a measure of
variability which includes only detail coefficients. For a signal which is a constant in a
region, its smoothed version is the same as the original one at all points away from the region
edge, on scales smaller than the distance to the edge, so that its detail coefficients at such

points are zero, while the mother-wavelet coefficients need not be.

[0030] The knowledge of length scales over which the signal has significant variations for a
particular facies ideally comes from regions of calibration with core, i.¢., regions where it is
known a priori that this facies is present. For example, scales can be from 1/32 ft to 32 ft. In
one embodiment, wavelet transform coefficients are used to calculate a variability measure of
the interpolated and smoothed dip interpretation log. The one or more scales of wavelet
transform coefficients used for the variability measure of the smoothed interpolated dip
interpretation log are of an order of scale for stratigraphic dip changes of geological
formation 100. For example, the order of scale for stratigraphic dip changes in one
embodiment is in a range of 1 to 32 ft, although other ranges could be used depending upon
specific structure of geological formation 100. In applying wavelet transform to the resistivity

image in the embodiment of fracture zone detection, scales from 1/32 ft to 10 ft may be used.
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Small scales in this range are appropriate for detecting fractures which in image appear more
resistive than the formation. For example, this is generally the case of open fractures in shale
in a well drilled with an oil-based drilling mud. Large scales in this range may be useful for
example for dissolution-enlarged fractures in wells drilled with a water-based mud in a highly

resistive formation.

[0031] In an embodiment, the scales may be visually selected by looking at the fine-scale
variations of the image data logs that can be geologically interpreted (i.e., without
considering the noise-related variations). That is, a few scales are chosen as representative of
variabilities within segments in which this facies occurs. These scales may be limited by the
resolution of the well-logs analyzed. Additional and/or different scales may be selected for
different geological environments. Selection of the scales may also be automated with a
software or program that automatically performs a search for the most relevant length scale
by maximization of a variability measure as a function of scale, over a part of data known to
exhibit geological variations of interest, or by another method. Variability measure in this
case may be normalized at each scale prior to comparison to other scales. Normalization may

be done by an average variability measure at given scale over all data.

[0032] Obtained data from probe 110 or portions thercof can be filtered over the scale
selected for calculation of variability measure or a comparable scale to eliminate noise, as by
low-pass filtering. For example, the smoothed interpolated interpreted stratigraphic dip log
can be obtained by interpolating and smoothing stratigraphic dips which were picked by a
geologist from a resistivity image or picked by automated analysis tools known to one of
ordinary skill in the art. To avoid obtaining an erroneously large measure of dip variability in
geologic regions where noise in image may have affected the accuracy of dip picking
(especially at high dips), the interpolated interpreted dip log may be smoothed prior to the
calculation of wavelet transform. The scale for smoothing is chosen in the range of 1 to 10 ft,

depending on the largest length scale on which noise appears to be affecting dip picking.

[0033] In block 310, processor 280 analyzes the computed measure of variability in each
segment to produce a stratigraphic, structural or physical classification of geological
formation 100. Analysis of the measure of variability has at its core a comparison of
segments based on their measure of variability of a property, which allows ranking the
segments. To put the ranking in a context i.e. identify meaningful thresholds to separate

facies based on having a higher or a lower measure of variability of a first property, this

10
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analysis may either impose as a threshold an average measure of variability of this property
for all segments (or another global or local statistic for the measure of variability of this
property), or it can involve identification of a starting segment for at least one facies, other
than the facies (“the first facies™) for which the measure of variability of the first property is
expected to be the highest among all facies. The starting segment is chosen as a
representative segment of the corresponding facies according to a particular property, which
is implemented specifically as selection by highest or lowest value or having only values in a
particular range (this criterion being called “a distinguishing condition”) for the segment
average of this property among all segments. It will be appreciated, that a property can be

defined for this purpose as a measure of variability of another property (other than the first

property).

[0034] In one embodiment, segmented data obtained in block 306 of Figure 3 are classified
as belonging to the first facies in an order of decreasing measure of variability of the first
property until a stopping condition is met. By way of example only, the stopping condition
can state that the measure of variability of the first property over a segment currently under
consideration to be classified is lower than a value of the measure of variability of the first
property over at least one of the segments previously classified as belonging to facies other

than the first facies.

[0035] For a facies classification based on the measure of variability of resistivity image, the
analysis of the measure of variability may involve identification of a facies with an expected
high measure of variability of resistivity image (for example, a highly fractured region) in all
segments which have the measure of variability higher than a particular value (or, threshold)
and identifying all other segments as belonging to the other facies. The threshold in one
embodiment is determined as the highest value of measure of variability in the starting

segments of all other facies.

[0036] In the case of a slope facies classification, the analysis of a measure of variability is a
multi-step procedure where a first, coarse classification is carried out, followed by a step-
wise reclassification of different facies in geological formation 100 to improve accuracy of
the final classification. The coarse classification involves identification of a starting segment
of at least one other facies, and identifying a boundary between each two facies which have
their starting segments situated the closest, at one of the boundaries of segments which are in-

between these starting segments. For facies with starting segments which are the first or the

11
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last starting segments in the data sequence, they may be assigned a boundary closer than the
respective end of the data, in order to avoid assigning all segments through that end of data to
the facies of this starting segment in cases when such assigning would give a block of
segments for which a distinguishing condition of the respective property is not satisfied.
Thus, a potentially low-quality data at data ends is excluded from classification. A step-wise
reclassification is done to allow also for the phenomenon of reentrance, where e.g. an upper
slope facies, while usually occurring above a lower slope facies segments, may occur below a

lower slope facies.

[0037] The analysis of the obtained data using the measure of variability is described in more
detail in Figure 4. In block 402, processor 280 carries out selecting for a first facies, in a
plurality of facies of geological formation 100, a first property among the one or more
properties interpreted or derived from the obtained data that has an expected or known
highest measure of variability for the first facies. In one embodiment, the first facies is a
middle slope facies, and the first property is stratigraphic dip interpretation in a carbonate
environment. The stratigraphic dip could be interpreted either from a resistivity image log or
from a reasonably close outcrop in the case when a resistivity image log is not available. In
another embodiment, the first property is derived from either a resistivity image log, a density
image log, or an acoustic image log. Examples of a first property may include a normalized
image as a function of depth and of sensor number around the borehole, while examples of a
second property may include the width of a wavelet coefficient distribution derived for
wavelet coefficients of image values at a given depth or in a segment centered at that depth.
For an acoustic image log, either the amplitude image or the time image may be used. In
block 404, processor 280 carries out identifying a segment having a highest or a maximum
value of the measure of variability of the selected first property among all segments as a
starting segment for the first facies. For example, for the middle slope facies, the segment
with the highest dip variability is identified as the starting segment for the middle slope
facies. In block 406, processor 280 carries out selecting one of remaining facies, different
from the previously selected first facies in the plurality of facies. The remaining facies are
lower slope, upper slope, and platform facies, when the first facies selected in block 402 is

middle slope facies.

[0038] In block 408, processor 280 carries out selecting a property (referred to as a second

property) among the one or more properties that is expected from prior geologic knowledge

12
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to satisfy a distinguishing condition including either an expected range of segment average,
a maximum segment average value, or a minimum segment average value for the selected
facies over regions belonging to the selected facies. In one embodiment, a second property
may be same as the first property. In one embodiment, when a facies selected at step 406 is a
lower slope facies, the second property is a stratigraphic dip interpretation, and the
distinguishing condition is that the average stratigraphic dip interpretation is in a range of 0°
to 20°. In one embodiment, when a facies selected at step 406 is upper slope facies, the
second property is resistivity and the distinguishing condition for the upper slope facies is
that resistivity average is maximum in the upper slope facies among all facies. In another
embodiment, when the facies selected at step 406 is upper slope facies, the second property is
porosity and the distinguishing condition for the upper slope facies is that porosity average is
minimum in this facies among all facies. For example, porosity could be evenly resampled
from an interpolated core sample porosity, or it could be obtained from a borehole

measurement.

[0039] In block 410, processor 280 carries out identifying one segment as a starting segment
of the selected facies, among one or more segments which satisfy the distinguishing condition
for the selected facies. The one segment should not have been already classified as a starting
segment for another facies. In the case of a slope facies classification, such identification of
the starting segments becomes a part of a coarse preliminary recognition of a single sequence
of upper, middle, and lower slope facies in a top-down approach. In block 412, processor
280 checks whether or not any more facies are remaining. If yes, the flow goes back to block
406. If not, the flow goes to block 510, described below with reference to Figure 5. Next,
processor 280 carries out classification of each segment as one of the facies of the two closest
starting segments. This is done by starting-segment neighborhoods, in a loop shown in

Figure 5.

[0040] Referring to Figure 5, in block 510, a facies (referred to as “facies F”’) for
consideration in the current pass of the loop is selected. Only those facies are considered, for
which a starting segment has been identified. In general, the order of facies selection may be
arbitrary as long as the possibility of enlargement on both sides of the starting segment are
taken into account. In one embodiment, essentially all steps of Figure 5 are applied to a
selected facies whereby another facies had a closer starting segment on the same side of the

facies selected in a previous pass of the steps, except that the steps in Figure 5 which refer to
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the first facies are modified to apply to the selected facies if its segment blocks have another
one of their boundaries not yet fixed through a contact to a facies selected in one of the
previous passes of the loop of steps starting at step 510 through step 530. In another
embodiment, the process of enlargement starts at a starting segment which is the closest to
one end of data, in a pre-processing to the set of steps 510-530 of Figure 5, with the choice of
the starting segment not excluding its respective facies from being selected in the later set of
steps 510-530. This pre-processing is done by adding a neighboring segment towards the
respective end of data in a process similar to steps 512 to 525 in Figure 5 except that the case
when the verification step 516 is not satisfied is taken directly out of that sequence and onto
the step 530, instead of moving onto the step 518. This is done so that potentially low-quality
data at the respective end is excluded from classification when a neighboring segment fails to
satisfy the verification process. For the slope facies, the first facies is selected in the first pass
of the loop, and for the following passes the facies with the closest starting segment below
the starting segment of the facies from the previous pass is selected, or, if the end of the data
is reached and there are more starting segments with unassigned neighboring segments, the
facies is selected among them as that with a starting segment being closest to the starting
segment of the first facies. In one embodiment, the latter is the case of selecting the upper
slope facies. Starting with block 512 and carrying out steps ending at step 530, processor 280
carries out iteratively enlarging the block of segments of the currently selected facies towards
the closest among starting segments of other facies and ends of data, which in the case of the
first facies involves doing so on both the side above and the side below the first facies block,
until an enlargement stopping criterion is met for that facies. This is done by adding one by
one a neighboring segment chosen at step 512 by beginning with a neighboring segment of
the starting segment of the selected facies, after a verification process is carried out in steps
514 and 516, until an enlargement stopping criterion is satisfied (step 524). A neighboring
segment is selected as a segment adjacent to the block of segments already classified to
belong to the selected facies, whereby this segment is neither a starting segment for another
facies nor located in a block of segments already identified to belong to a facies selected in
this or any previous pass. If there is no segment remaining to be tried as a neighboring
segment in the sequence of steps 512 through 524, this loop is exited at step 525 and the
analysis of the neighborhood of the selected facies is taken through step 526 before moving
on to the selection of another facies (if available, as checked in step 530) at the next
execution of step 510. In step 526, the processor 280 classifies the remainder of unclassified

segments among the last neighboring segment which underwent the verification steps in the
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loop and the segments between it and the closest starting segment on that side of the last
neighboring segment which is opposite to where the starting segment of the selected facies is

located, as belonging to the facies of such closest starting segment.

[0041] The verification process starts at step 514. At this step, a closest starting segment of
other facies and the segments between it and the neighboring segment under consideration for
adding in this enlargement are grouped into a so-called neighboring facies block of that other
facies. This is referred to as identification of neighboring facies blocks, although such
identification nomenclature does not imply classification itself. If there are no starting
segments of other facies between the neighboring segment under consideration for adding
and the end of data, processor 280 then identifies a block of segments as a neighboring end
block if the block of segments does not contain starting segments of any of the facies and its
two distinct boundaries are a boundary of the enlarged block of segments and an end of the

obtained data

[0042] Subsequently at step 516, processor 280 verifies, if the selected facies is the first
facies, that the enlarged block of segments of the selected facies has an overall highest
measure of variability of the first property (as discussed for block 402) when compared with
the neighboring facies blocks and neighboring end blocks of segments adjacent to the
enlarged block of segments. In the same step processor 280 verifies, if the selected facies is
not the first facies, that the enlarged block of segments of the selected facies (referred to
herein as the selected facies block) satisfies the distinguishing condition for the second
property for the selected facies (as discussed for block 408) when compared with the
neighboring facies blocks and the neighboring end blocks of segments adjacent to the

enlarged block of segments.

[0043] If verification at step 516 fails, the enlargement in the direction of adding more
segments situated between the block of segments of selected facies F and the neighboring
facies block on the neighboring segment’s side other than the block of facies F (with the
facies of the neighboring facies block, referred to here as “facies F1”) stops. There are no
more neighboring segments for the block of segments of facies F on the side where the block
of the facies F1 is located, because the neighboring segment under current consideration has
failed the criteria for inclusion into the block of facies F. If F is not the first facies, then the
nearest neighboring segment on the other side of the block of facies F has already been

classified in one of the previously selected facies. If F is the first facies, and if this is the first
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time that a neighboring segment for consideration to be classified as F has failed verification,
then there could be a neighboring segment on the other side of the facies F block which may
satisfy conditions to be classified as F and continue enlargement. For these reasons, the
process enters block 518, where processor checks whether it is satisfied that the selected
facies F is the first facies and that this is the first time that verification at step 516 fails. If this
is correct, the process enters step 520 next, while if this is incorrect, the loop for neighboring
segment selection is exited and the process enters step 526. In both of these steps, processor
280 carries out classifying the segments located between the block of selected facies F and
the starting segment of the neighboring facies F1 block, which have not been previously
classified, as belonging to facies F1. In the case of step 520, the neighboring segment under
current consideration has been rejected for inclusion into the block of facies F and thus will
be classified as facies F1. In step 526, the same will be the case if the process came to step
526 by failing the condition in step 516, but it should be noted, as Figure 5 shows, that step
526 applies also to those threads of the process which exited the neighboring segment
selection loop with the last neighboring segment considered being classified as facies F (e.g.,
a thread that passes through step 522 and exits through a stopping criterion or through no
further availability of neighboring segments due to an end of data or a starting segment of

another facies).

[0044] If verification at step 516 is successful, the process enters step 522 where processor
280 classifies the neighboring segment under consideration as belonging to the selected facies
F. After that, the process joins the thread that finished step 520 and gets to step 523. Step 523
checks whether, in case the selected facies is not the first facies, the block of the selected
facies has a neighboring end block. If this is correct, the process skips step 524 where it is
investigated if a stopping criterion is met, and continues at step 525 to the selection of the
next neighboring segment. This is of importance for facies with a block by an end of data,
selected in the method of picking facies with closest starting segments to the previously
selected facies, because they have only one neighboring facies block. Enlargement in this
case will stop when another neighboring segment is not available (e.g., at end of data) or
when verification at step 516 fails. If the query of step 523 is not satisfied, then the processor
moves on to step 524. The enlargement stopping criterion includes a requirement that in the
neighboring facies blocks of segments adjacent to the enlarged block of segments for the
facies of the starting segment contained in the respective neighboring facies’ blocks of

segments: 1) the distinguishing condition of step 408 is satisfied if the facies of the
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neighboring facies block is not the first facies, and 2) the measure of variability of the first
property is maximum if the facies of the neighboring facies block is the first facies. Ifiit is
not satisfied, the process moves to step 525, thus starting another enlargement iteration of
selecting a neighboring segment of the selected facies block if such a segment is available. If
the stopping criterion is satisfied, enlargement stops and the process moves to step 526 for
classification of remaining segments between the selected facies block and the starting

segment of the neighboring facies F1 block as already discussed.

[0045] After step 526, processor 280 checks if there are any other facies which have starting
segments but have not yet been selected (in step 530 for continuation of the loop which starts
at 510). If so, processor 280 selects one of remaining facies at step 510 and carries out
iteratively enlarging a block of segments of the selected facies by carrying out steps 512
through 530 again. The iterative enlargement is carried out by adding a segment at an end of
the block of segments of the selected facies, whereby the end does not contact a boundary
between the selected facies and any of the facies selected in previous passes of the loop at
step 510, such that the verification step 516 is satisfied. In one embodiment, the second pass
of the loop 512 to 530 will have that facies selected which has its starting segment closest
below the first facies. The loop that started at step 510 is exited at step 530 when there are no
more remaining facies among those which have starting segments but have not yet been

selected.

[0046] In the case of slope facies, it is optional to carry out another iterative enlargement of
the middle slope facies in the direction towards the top end of data, i.c., at the boundary to the
upper slope facies. This step is referred to as the fine-tuning of the boundary between the
middle slope and upper slope facies. This is done by adding a neighboring segment to the
middle slope facies block from the upper slope facies block after a verification that includes
verifying 1) that the neighboring segment is not a starting segment, 2) that, among the block
of the lower slope facies and the new blocks of the upper slope and middle slope facies, the
measure of variability of the first property is the highest in the middle slope facies block and
the distinguishing condition for the upper slope facies is satisfied in the upper slope facies
block, and 3) that, depending on whether the second property with the upper slope as selected
facies is resistivity, or conductivity or porosity, the segment-average of the second property
over the new block of the upper slope facies is higher (for resistivity) or lower (for

conductivity or porosity) than over the block of the upper slope facies before the segment was
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taken out of it to be considered for enlargement of the middle slope facies block. The

enlargement stops once this verification fails.

[0047] At this point, a coarse classification, shown in Column 9 of Figure 10, has been
achieved, referred to also as a top-down approach classification because it assumes that the

upper, middle and lower slope facies occur at most once down the well.

[0048] A step-wise reclassification is done to allow for the reentrance phenomenon, where
separate blocks of one facies may occur in the well. The reclassification starts with
information obtained on each segment without the context of its relative position in the well
and for that reason is referred to as the bottom-up approach. Such information is used in
initial stages of reclassification, and then put in a context of the top-down approach
classification to produce a final classification. Reclassifying individual segments is based on
at least one of respective measure of variability of the one or more properties interpreted or
derived from the obtained data for each individual segment and one or more segments
neighboring the individual segment, respective segment lengths, and respective relative
positions of each individual segment to boundaries between the first facies and the additional
facies in the top-down approach classification, to produce a revised stratigraphic
classification in terms of the upper slope, the middle slope, the lower slope, and/or the
platform facies. It is to be noted that additional criteria other than those listed above may be
used, as can be contemplated by one of ordinary skill in the art in view of this disclosure. In
one embodiment for slope facies classification, reclassification is shown schematically in

Figure 6.

[0049] Referring to Figure 6, in step 640, processor 280 carries out selecting a minimum
length, which pertains to a reentrant first facies (middle slope facies) block. This selection
can be obtained from previous geological knowledge as a predefined geologically known
minimum length of the first facies, such that any longer interval in the first (middle slope)
facies is expected to exhibit stratigraphic dip characteristic of the middle slope facies, i.c., to
have regions of dip higher than a certain value and a high measure of dip variability when
compared to any low dip facies block. Alternatively, an automatic selection can be made
from the length of the middle slope facies in the top-down approach classification at the exit
of step 530, prior to the optional step of fine-tuning the boundary between the middle and
upper slope. In one embodiment, the selected minimum length is 10m, although different

geological formations will warrant different thresholds on the selected minimum length,
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generally in the range of 2 m to 50 m, as can be contemplated by one of ordinary skill in the
art in view of this disclosure. In step 642, processor 280 carries out selecting a high-dip
threshold (“HIGHDIP”) such that any interval longer than the selected minimum length in a
region of consecutive geologically identified segments of the middle slope facies is expected
to exhibit regions of dip higher than the high-dip threshold. In one embodiment, the high-dip
threshold is 35°. Also in step 642, a low-dip threshold (“LOWDIP”) is sclected. For the case
when the lower slope facies property is stratigraphic dip interpretation, this threshold is
selected as the highest dip in the range of dip in the distinguishing condition for the lower
slope facies. In other cases, a value between 15° and 20° can be input as a parameter to fix
the LOWDIP selection. From this point, reclassification proceeds in four stages: 1) dip
thresholding (step referred to as Stage 1 in Figure 6, with steps 700 through 712 detailed in
Figure 7); 2) ordering by a measure of dip variability and classification in terms of dip-
defined types (step referred to as Stage 2 in Figure 6 and detailed in Figure 8), where
processor 280 carries out classifying each segment in the consecutive geologically identified
segments as one of dip-defined types, by ordering by a dip value and by the measure of
variability of the middle-slope property; 3) amalgamation of segments into blocks of different
dip-defined types by geologic rules (step referred to as Stage 3 in Figure 6), and 4) final
classification stage, which relates the dip-defined type of each block to the slope facies by
geologic rules and produces the final stratigraphic classification of slope facies (step referred
to as Stage 4 in Figure 6). In this embodiment, reclassification uses the information on 1) dip
maximum in each segment and a measure of dip variability for each segment to assign a dip-
defined type to each segment; 2) geologic rules on what dip-defined types of segments can be
amalgamated into a single dip-defined type block (taking also account of their thicknesses);
3) geologic rules on where in the coarse segmentation a particular dip-defined type of
segment can be in order to be amalgamated with a neighbor; 4) block average of the second
property with the upper slope as a second facies, for all blocks formed at the end of stage 3;
and 5) geologic rules on how the amalgamated blocks translate into slope facies based on

their dip type, resistivity or on their length.

[0050] In one embodiment, the dip-defined types are: 1) low-dip type, such that all dips in
the given segment of this type are less than the selected LOWDIP threshold; 2) variable
intermediate-dip type , where there are dips in the segment that are higher than the selected
low-dip threshold but none are higher than the high-dip threshold, and the measure of dip
variability is higher than in any of the segments of the low-dip type; 3) variable high-dip
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facies, where there are dips in the segment that are higher than the high-dip threshold, and the
measure of dip variability is higher than in any of the segments of the low-dip type; 4) stable
intermediate dip facies, where there are dips in the segment that are higher than the low-dip
threshold but none are higher than the high-dip threshold, and the measure of dip variability
is lower than in some of the segments of the low-dip type; and 5) stable high dip facies,
where there are dips in the segment that are higher than the high-dip threshold, and the

measure of dip variability is lower than in some of the segments of the low-dip type.

[0051] In an embodiment of the reclassification Stage 1 shown in Figure 7 by way of
example only, each segment is assigned a class of a dip type, among the low-dip,
intermediate dip and high-dip classes, whereby the classes are defined as follows. The low-
dip class coincides with the low-dip type, the intermediate-dip class includes the variable
intermediate-dip type and the stable intermediate-dip type, and the high-dip class includes the
variable high-dip type and the stable high-dip type. Assignment to one class for each
segment (selected in step 700) is done by testing whether stratigraphic dip at any point in the
segment has a value larger than HIGHDIP (step 702) and, if it has not, whether it has a value
larger than LOWDIP (step 706), with assignments appropriate for classes definition. It is to
be understood that the choice of order in which steps 702 and 706 and appropriate
assignments are made may be arbitrary as long as the assignments are in agreement with

classes definition, and that the order of segment selection may be arbitrary.

[0052] In an embodiment of the reclassification Stage 2 shown in Figure 8 by way of an
example, the assignment of dip types is done by first ordering segments from the one of
highest to the one of lowest measure of dip variability in step 820, identifying variable dip
types in the intermediate-dip (step 828) and high-dip (step 830) class segments in this order
until a low-dip class segment is encountered (step 824), and assigning stable dip type among
the remaining intermediate-dip (step 840) and high-dip (step 838) class segments. The dip
variability among the stable dip type segments is lower than that of any segments that were

classified as of variable high-dip and variable intermediate-dip type.

[0053] In one embodiment, reclassification in Stage 3 is applied starting from above
downward, and amalgamation rules are applied to each block of same dip-defined type
segments that is shorter than the minimum selected length of step 640. Amalgamation rules
are based on geological observations and represent rules of reassigning dip types to segments

or to blocks of same dip type segments based on the block thickness and block dip type, and

20



WO 2013/070395 PCT/US2012/060355

on present thickness and dip type of its neighbor blocks, as well as information on where the
given block is located in the top-down approach classification. Amalgamation rules include
specifying that a short block should be amalgamated to its neighbors (i.e., assigned the same
type as its neighbors) when its neighboring block above and below are blocks of same type,
provided that the bottom block is thicker than the selected minimum length. For the case
when the neighboring blocks are of same dip type but the length of the bottom block is less
than the minimum selected length, amalgamation rules specify the short block is to be
amalgamated to its neighbors if the neighboring blocks are of a variable high-dip type or if a

compatibility condition applies.

[0054] The compatibility condition includes for example a rule that applies to a block that is
not of a low-dip type nor of a stable intermediate-dip type, if it is located in the region
assessed as lower slope in the top-down approach classification and either the neighboring
blocks are of a low-dip type, or it is satisfied that the neighboring block from above is of a
stable intermediate-dip type and the block in question for amalgamation is not of a variable
high-dip type. This rule helps protect occurrence of stable intermediate-dip type and of
variable high-dip type blocks, because they have a role at Stage 4 in recognizing upper and
middle slope facies. Additional geologic rules may be applied for other cases of short blocks
and their neighbors, and may include amalgamation rules which specify when a segment
from the neighboring block at the boundary to the short block is to be amalgamated to the
short block, that is, assigned the same dip type as the short block. Such rules include a
requirement that an enlargement of a short block results in a block that is larger than the
minimum selected length and that the neighboring block from which the segment was taken
for amalgamation to the short block is still larger than the minimum selected length. The
enlargement is done at most once per short block and performs addition of one adjacent
segment if this satisfies length requirements, or two adjacent segments from the same
neighboring block. These rules are referred to as amalgamation rules for finger enlargement.
In one embodiment, performing amalgamation from above downward, finger enlargement is
considered first from segments of the neighboring block above. In certain cases, when finger
enlargement cannot be applied, additional geologic rules may be implemented to amalgamate

the short block with the segment above or the segment below (referred to as default rules).

[0055] In one embodiment, the final identification of the upper slope is done by identifying
the blocks of resistivity higher than in any segments of the low-dip type or the stable
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intermediate-dip type. Next, final identifying of the middle slope facies from the lower slope
and platform facies is carried out based on a threshold onset of dip variability in the middle
slope facies and is carried out by processor 280 in the following order. The low-dip type
blocks are identified as lower slope, and the remaining variable intermediate dip type and
variable high dip type blocks which were not identified as the upper slope are identified as
the middle slope. The remaining segments of the stable intermediate dip and stable high dip
are identified as lower slope unless they satisfy at least one of the following conditions, in
which case they are classified as middle slope. These conditions are: 1) that their nearest
neighbors from above and below are both either of upper slope or of middle slope, or 2) they
occur at beginning of data on top of a block of upper or middle slope, or 3) they occur
immediately below a block of middle slope facies and the block they form is shorter than the
middle slope facies block immediately above. The third condition helps implement a geologic

rule of a sharp onset of middle slope.

[0056] The platform facies is identified in one embodiment from those segments of the
previously identified lower slope facies which have the upper slope at both the upper and
lower boundary. It will be appreciated in the art, that a refinement on the identification of
platform facies can be done by also using other data (e.g., gamma-ray, porosity or image-
derived homogeneity data), other geologic rules, or regional knowledge (e.g., from core data
or outcrops), which correlates occurrence of platform facies in data from another location to

the obtained data under consideration.
EXAMPLES

[0057] The processes carried out by processor 280 described in flowcharts of Figures 3-8 are
appreciated by way of the example classification scheme presented below and described with
reference to Figures 9-11. Figures 9-11 illustrate columns showing data obtained by sensors

of probe 110 and additional data or properties interpreted or derived from the obtained data to

produce stratigraphic classification of facies in geological formation 100.

[0058] In Figure 9, an example of obtained data is shown for the region classified in core as
middle slope facies in a carbonate environment. In Figure 9, Column 1 indicates the depth
reference log in feet, Column 2 displays an intermediate resistivity log measured with a tool
such as HIGH-RESOLUTION LATEROLOG ARRAY TOOL (HRLT)"™ provided by

Schlumberger of Houston, TX, Column 3 displays a resistivity image measured with the
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FMI™ tool, Column 4 shows bedding dips (stratigraphic dip log) obtained by image
interpretation, on the dip scale from 0 to 90°, with orientation corresponding to the
interpreted bedding azimuth, Column 5 displays nonzero values at locations of boundaries
found from resistivity image segmentation, and Column 6 displays the calculated measure of
variability for the smoothed stratigraphic dip, for segments obtained from boundaries in
Column 5 disregarding those boundaries which are immediately below segments shorter than

3 ft.

[0059] Referring to Figure 10, an example of a top-down approach for an initial classification
to predict slope facies is illustrated. In Figure 10: Column 1 displays the depth reference in
feet, Column 2 displays an intermediate resistivity log measured with the HRLT™ tool,
although other types of resistivity logs and tools could be used, Column 3 displays a
resistivity image log measured with the FMI™ tool, although other types of tools may be
used, Column 4 shows bedding dips (stratigraphic dip log) obtained by image interpretation,
on the dip scale from 0° to 90°, with orientation corresponding to the interpreted bedding
azimuth, Column 5 shows an interpolated and smoothed dip log, with the scale 5 ft used for
smoothing, Column 6 shows the average (conductivity) value of the image log from the first
pad sensors, Column 7 represents boundaries obtained from image log segmentation by
displaying nonzero values at locations of boundaries and zero values everywhere else,
Column 8 represents the calculated measure of variability for the smoothed stratigraphic dip
log of Column 5, whereby the measure of dip variability was calculated with help of Eq.(3)
applied to the 2-ft scale wavelet coefficients of the smoothed stratigraphic dip data, Columns
9 and 10 illustrate two classifications of upper, middle, and lower slope (represented for
display purposes in this layout by values 3, 4 and 5, respectively), whereby the classification
in Column 9 was obtained by the embodiment of the method described for obtaining a top-
down approach classification and the classification in Column 10 is based on visual
observations in core and was recorded prior to the inception of this method. It is to be noted
that advantageously, Column 9 showing the top-down approach classification substantially

matches the classification obtained from visual core classification in Column 10.

[0060] Referring to Figure 11, an example of a bottom-up approach to predict slope facies is

illustrated. In Figure 11, Column 1 displays the depth reference in feet, Column 2 displays a

resistivity image log measured with the FMI™ tool. Column 3 shows an interpolated and

smoothed dip log, with the scale 5 ft used for smoothing. Column 4 represents the calculated
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measure of variability for the smoothed stratigraphic dip log of Column 5, whereby the
measure of dip variability was calculated with help of Eq.(3) applied to the 2-ft scale wavelet
coefficients of the smoothed stratigraphic dip data. Column 5 represents average block
conductivity (from the first pad image sensors) for blocks between boundaries defined by
change in the dip-defined type classification value after completion of Stage 3. Column 6,
Column 7 and Column 8 represent resulting classification from Stage 2, 3 and 4 of
reclassification, respectively, whereby Stage 4 results are represented in terms of slope facies
of upper, middle, and lower slope (represented for display purposes in this layout by values 3,
4 and 5, respectively), and Stage 2 and Stage 3 results are in terms of dip-defined types,
which are displayed by the following values. Low-dip type is represented by value 5,
variable intermediate-dip by value 4, variable high-dip type by value 3, stable intermediate
dip by value 2 and stable high-dip by value 1. Column 9 shows the core classification and is

based on visual observation in core.

[0061] Processor 280 carries out amalgamation according to minimum length requirements
(e.g., 10 m or 32.8 ft) and geologic rules that take into account one or more parameters or
conditions. An example of amalgamation of short blocks can be seen in Figure 11 in Column
7 in comparison to Column 6 at a location of a short block at 5460 ft, for which the block
above and the block below have mutually the same dip type and the lower block is not a short
one. The block of Stage 2 (Column 6) around 5690 ft is amalgamated to its neighbors
(mutually of same dip-type) in an example of a compatibility condition. The variable
intermediate-dip type block around 5610 ft is also amalgamated by application of a
compatibility condition, because its short neighboring block of stable intermediate-dip type at
5605 ft does not satisfy amalgamation rules for finger enlargement from either its neighbor
above or the one below. This may be understood by viewing segment boundaries at changes
of measure of variability of dip in Column 4. The neighboring block above the one around
5605 ft, having been a short block at Stage 2 around 5590 ft, has first undergone an
enlargement itself in Stage 3, by one segment around 5570 ft from its neighboring block
above. However, if this block was to lose its two lowest segments around 5600 ft for the
finger enlargement of the short block around 5605 ft, it would become a short block again
and thus not satisfy finger enlargement requirements for the block at 5605 ft. Amalgamation
by finger enlargement from below is not possible for the block around 5605 ft either because
the neighboring block below is a short block too. Finally, changes from the Stage 2 to Stage

3 results in the region 5200-5260 ft are also examples of amalgamation by finger enlargement
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from above, first for the short block of Stage 2 around 5240-5260 ft (with the emergence of
enlarged block at 5200-5260 ft of a variable intermediate-dip type, which is situated as a
bottom neighbor for a stable high-dip type block not shown) and then for the short block
around 5270 ft.

[0062] An example of the Stage 4 reclassification where a block of a stable intermediate-dip
type is assigned a middle slope facies classification in respect of the condition of a sharp
onset of middle slope so that such a block cannot be larger than already recognized middle
slope, is given in Column & of Figure 11 for the block of Stage 3 of Column 7 located at
around 5510-5560 ft. If this block had been larger than its middle-slope neighbor from

above, it would have been classified as lower slope in the final classification.

[0063] Geological formation 100 may be selected from a wide range of sites. Using different
embodiments, advantageously excellent agreement between the automated prediction and
core classifications from actual visual observations (e.g., columns 9 and 10 in Figure 10) is

reached to an accuracy better than 5 ft.

[0064] Those skilled in the art will appreciate that the disclosed embodiments described
herein are by way of example only, and that numerous variations will exist. The invention is
limited only by the claims, which encompass the embodiments described herein as well as

variants apparent to those of ordinary skill in the art.
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WHAT IS CLAIMED I8S:

1. A method for analyzing characteristics of a geological formation, comprising:

obtaining at a processor data representative of at least one of stratigraphic, structural,
or physical characteristics of the geological formation;

applying at the processor a wavelet transform to at least a portion of the obtained data
or data interpreted or derived from the obtained data to derive one or more wavelet
transform coefficients representative of the obtained data;

segmenting at the processor at least one or more of the obtained data or data
interpreted or derived from the obtained data into segments;

determining at the processor a measure of variability of the obtained data or the data
interpreted or derived from the obtained data over each segment at one or more scales of
the wavelet transform, wherein the measure of variability is based at least on the wavelet
transform coefficients corresponding to each segment; and

analyzing at the processor each segment based on the determined measure of
variability to produce a stratigraphic, structural, or physical classification of the geological

formation.

2. The method of claim 1, wherein the geological formation is a subterranean formation and
the obtaining is carried out using one or more sensors of a probe inserted into a borehole of

the subterranean formation.

3. The method of claim 1,wherein the measure of variability of the obtained data or one or
more properties interpreted or derived from the obtained data is obtained as a segment
average of squares of magnitude of wavelet transform coefficients at the one or more scales

of the wavelet transform.

4. The method of claim 3, wherein the analyzing comprises:
selecting for a first facies, in a plurality of facies of the geological formation, a first
property among the one or more properties interpreted or derived from the obtained data
that has an expected or known highest measure of variability for the first facies; and
identifying a segment having a maximum value of the measure of variability of the

selected first property among the segments as a starting segment for the first facies.
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5. The method of claim 4, wherein the analyzing further comprises:

selecting for each facies in remaining facies of the plurality of facies, a second
property among the one or more properties that satisfies a distinguishing condition of either
an expected range of segment average, a maximum segment average value, or a minimum
segment average value for a facies under consideration in the remaining facies over regions
belonging to the facies under consideration based on prior geologic knowledge;

identifying in each facies in the remaining facies one segment that is not already
classified as a starting segment for any facies, such that in each of the respective facies the
distinguishing condition is satisfied for the one identified segment, wherein the one identified
segment in each of the respective remaining facies becomes a starting segment of the

respective facies.

6. The method of claim 5, wherein the first facies comprises a block of segments including
the starting segment, the method further comprising:

starting from the first facies, selecting one by one a facies, and for each selected
facies, beginning from a block of segments identified as belonging to the selected facies,
carrying out:

iteratively enlarging the block of segments of the selected facies until an enlargement
stopping criterion is met by adding one by one a neighboring segment that is adjacent to the
block of segments identified as belonging to the selected facies after verifying eligibility of
the neighboring segment; and

classifying all segments which have not been classified yet and which are in between
a last eligible neighboring segment and a starting segment of another facies that is a closest
starting segment to the starting segment of the selected facies on same side as the last

eligible neighboring segment as belonging to the another facies.

7. The method of claim 1, wherein the one or more scales are of an order of scale in a range

of 1/32 ft to 32 ft.

8. The method of claim 1, wherein the wavelet transform is performed with a Daubechies

wavelet with at least two vanishing moments.

9. The method of claim 1, wherein the obtained data or properties interpreted or derived

therefrom are depth-readjusted after applying the wavelet transform.
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10. A computer readable medium having stored thereon instructions for analyzing
characteristics of a geological formation comprising machine executable code which
when executed by at least one processor, causes the processor to perform steps
comprising:

obtaining at a processor data representative of at least one of stratigraphic, structural,
or physical characteristics of the geological formation;
applying at the processor a wavelet transform to at least a portion of the obtained data
or data interpreted or derived from the obtained data to derive one or more wavelet
transform coefficients representative of the obtained data;
segmenting at the processor at least one or more of the obtained data or data
interpreted or derived from the obtained data into segments;
determining at the processor a measure of variability of the obtained data or the data
interpreted or derived from the obtained data over each segment at one or more scales of
the wavelet transform, wherein the measure of variability is based at least on the wavelet
transform coefficients corresponding to each segment;
analyzing at the processor each segment based on the determined measure of
variability to produce a stratigraphic, structural, or physical classification of the geological
formation; and
storing in a memory device the stratigraphic, structural, or physical classification of

the geological formation.

28



PCT/US2012/060355

WO 2013/070395

o

w e, g
oY g
s DV errd
o 2% %
Yerd % vrih

e piind nona cres ctce cess cars cess cens cos seee

pres

—
K

UL
Y
e,

Attty

gt
“

SUBSTITUTE SHEET (RULE 26)



WO 2013/070395 PCT/US2012/060355

S5
R
N
&
T
X
DN
SN
NN
~
=N
R
NSNS
N s
§ 3
RRCUSERN
Q3 &
W &3
W ey
AN R
N &
b A
NN P
R f\\\\i\\\
AN
Soled
L
W s
R .
=N NG ““}
}“‘ N R N
RSN v\“f B Nadas
b - b
o < \ .
TN "\:} Ao R
oY R 4 BaSSY Y
““\.‘ N o
=~ R &
T A Lot
Y Y DA Y
N 3 S N
LA

M FS
R
]
RS

SUBSTITUTE SHEET (RULE 26)



WO 2013/070395

m,
%

,

o sl

]

[ORERERY)

13
Voaow

. o~
o N 3
Y o ol
0 . X -
&N :\“ At o
R ™
b o i ‘\
\ |
.
et
SN
18
s
Sowe
e
.
&N
oy
& .
A PN
asanas N \s“‘\
s W@ o
e ol =
0 e 5 w
% —~ -
N o N &3
VA & " e
NN R @ T
f\> N T foce
SEtRE LN s oN Sy
o~ e e N a3
L & WG sy -~
- N Sy o s
B A N 5
=N =~ & o
Q& 0 & a4
v S {‘ \ ~ e
=™ - ¢ o
;\:‘“ daad s "\1\ 3 adan
Bt b N dd
- o o San T
B R Nase feeey
oy g . ey N N . o
N S Ry SRR a —» .
- ¥ —— p . p -
a8 NN e Q
;\\\\\: \:¢ ot T N
& % g P sy
QU = N { T
3 0 - o PR
& N T3 S W
(AN = N e 3
- - R . ol
£ o~ o a3 W
T - N N ) )
=N o DN o W\d
N o
RO 5::\ ~ N A W
FEN S 1N =~y BN
™ at N ™~ o
N <% QG N .
Sy v SNy
YR LRy < peyy
RN R 0 o~
G ¢ 1 3
P {3
i~ L S
N a8
Y et
ANas? @ N
&3
L “
e -
N A
RN NS
e N
pRtY v
D) S
et ot
RNy o
& o
U NS
R
<,

s %
%,
P

SUBSTITUTE SHEET (RULE 26)

PCT/US2012/060355



WO 2013/070395 PCT/US2012/060355

H
H
H
H
H
H N
H ey
5 Nt N
N H = &
N i N v
8 H <
N e H 3
B 8 H N
~ Q0 \
. o H \
N 3 H
Ry i
A AV
LY “
ey
s
N e
RN & Naw
S o
o~ GW
Q3 e .oy
S W v o s Nad
o > b N ™y
oo N AN Ny Nt
St = o Y LN
S o b &9
@AW 3 S .o PR
@ S N Tdan &Y
0 —y O R
-~ S ey QA W3
WY SR ™S
el L B - N N
S il A e R -
U ™ oA N
> oy B &N IR N
{3 Ny N’ = LSS LR
N o N MY
ey & a
N = sy N
A N L W
fe o
LR St Sy N N
BN N oy W
(., W P X eesy
s SN Raw o L od
—~ A\ A hwd Q3 At
R Lo &
. S &
A N A pRoy WY N
~ Py 1) &% R
RN [Le W PO
N~ N NS
™ S g oW
-3 N G A {
v § s S e
o Py 3 et Raas
< SR T Y $ N
i T &Y — S " S
¥ A R § = R N
A W N N
N R N NN N
Y W e A doww
e PRI N s RN ) L -
- e - N WY k o~
R S o Sy oA N
Do < RN W Q& N
. N o eSS N
SN\ Aand T 3
N e N s W2
A P nN
My W .
S TR A e 1)
N 'S S o W
s ’\~ ‘t ¢ RSN
W N
~3 NS W .
QY eew )
N ws N
s RSN Pl
S ~ W
NN -
N, [,
o N § o
AN R
ey R
=N N
N e W
N St
N Y R
— W O
W N
“~ .
o 3 W
RS
R &N
N = =
Pl o
YoM s
A e
W oW e
Jand o A
» R R
N NS
s
e [
N sv\}

K3

s ds,

P
“,

rrrrrie,

7,

SUBSTITUTE SHEET (RULE 26)



WO 2013/070395 PCT/US2012/060355

Y
QA
i
o0
[
San
&
Q8
L
N ey
™8 Q
WY R
AR
W
8
s bWy 3
B ¥ 3
wi Y N WX
WY & = N Q© &
X W W e RN S N
\ e \ NN
N R }
\ k W1
: § {
™ N
PRy [
R 1
N :‘\’ A\?"
N P
4 &~
Y
N
N W
oS Y
N i “an Qi
$ WY e o
o > R
W \\\ a3
o~ S
w PN o
&
o~ . W
[ ™ o N
~ ey N
N\ et S
& S W
o N )
S NG
R, 3 N5
e 3
¥ o aa 2
PN N Q3 \
= Qe o H
[N . N
R NEN o \
[« W o !
v - '\\‘G 1
13 R Caw N 4
Sadee N ™ RN 3
&y o At Wt 23
= * Pt QR
R N A e
oo N o b Yo
% B h A3
N e hay R v [N
g {
- s & SN R N
R RN A Y RS W 3 %
N A R Y
W el
Ty N N
X RE 3 RSN
[ N = iy
3 N s i
o W ~ Vel
™ i Qu 7
R W o Vo
LN N Rl Vol
W S P
. 13 -
3 el v
¥ W 4
s Vi
e . H
) & i
L N A
Rl S b
X & N
03 c
= R
&Y ptve
L,
AN = N g
T 4w b
: g W WY
Y } o a4
Wt N - N
e { o I
= ol W[ o
Nt A v
RN o (8N
o8 o
L S
- {
O] }
~ 3
Yoo 1
" N
& i ™
g 3 o
St H
~ {
{

&)
H

7
s %
P

#

P
v,

P g

SUBSTITUTE SHEET (RULE 26)



WO 2013/070395 PCT/US2012/060355

oy
Nt
X
L3 N0
= N
W iy
W L
&
R SN
Y W2 \
A ™~
Ay e
\. S
PRy
NS
-
pNe.
8 N
AR Y A
<N o~ R N
Rt N s oo
Lo B MmN
3N N AN o
o WD = &
—~ AR N 3
o R N s
WY L -~ W
Sl \ o8 &N s
N N? ]
Aad ) RN N
[N B ¢ N
R N TR N
. N [ W
N & . o
N S e O
. ~ o~
a8 P Q.
s SN
Y \ A
adast NN s
. s e
aavan . W
LN ot wma
X W S
R) SN o -
e ) [ R
o L §
PR il epeeey At
Y o g
JECCeRy e N et
) o CCtees)
Dl ¥ o o
LS LN
&~ S A
N Ll o B
3 .
“e o E P
= RN W R
Y £ J peeey
RN Towad M
oy e Ry ¢
N ade LN & o
pted : i 3
s g apeny o et A
WY an ) . T~ .
\\\\\‘ AR Nos? oy
8 N . s “ et N S “ .
b At M e SRR ) s T o
R s - Y = e = pos ) Q4 v
MmN 3 N &N N oy
RS o\ Feeiey Sda s Py (\\‘ O
> e N\ . . ‘:: N A L s
) Sy A & "M & P tad
e e Ry faad WA AW [ Al
oo N P ana Py NS o
W3 . R S N W
N vass R @
-~ e . =~ S
N e N
. N s
R M ¥ T
o Y TSN 3
N nf & N
W WS
™ — o e
Foa 0 Sy { N
g o Y o Ko
adaca ey L— N
e Ny e L -~
pwd &S A N
BN A8 AN Y e
(Y] ey N Soud e
ey ™ S et Y
N ARE o N
N 3y A RS,
ey g D [
n_ ® oo
WA b 1
SN Pasy o e
:\\\w { A\ E\\\‘ Nt
N e a9 o s
-y RS —~— o
oo N -~ W)
-~ R
o o s
N S N
[PREN RN M
-~ - Q¥
o ey
e N N
oo et
g L
R
At .
{ QO
R PR
a8 QO
) sy
“.\‘3 peiee]
~ PR
W M

Y

oo,
%
K4
errerte.
%,
A

7

SUBSTITUTE SHEET (RULE 26)



WO 2013/070395 PCT/US2012/060355

W
o B
St R R
R W A
R & W
N W
e
SR
W 3
W
~ A%
N & o7 Q
R S A3 X
RN W
[
O ]
WY e W o
v o A
R IR NN N
¥ RN &
A ™
ol i
N W pee]
e 3
. £ oM
BN ™ i
N H
H
N
N
N
N
N
™
LS =
L S
Ha
o8 H
N . ot H
R N . —~ H
Y oo At {
N W iy EN i
o N 0 :
s o~ S~ W& H
=T b N .
WA e Ry ~
) w—~ p. !
$ 4 RN nH i
Al S N} fe ] H
N e a3 . {
f N SN NS
el A Dy S S 3
R W o W " SN =
s I A
WY M o
& o
o o o
(e 8 }
™ Vow
e e F
RS Ay
N Q [
&L o 4
Q A :.\-:3
o FR
e v
& H
Vo
A v
[ H
N
Vi
v
N
Vi
I
e
4
Ay
WY
Q2
SN
W
N

- o
SN
§§1 1
RIS

SUBSTITUTE SHEET (RULE 26)



WO 2013/070395 PCT/US2012/060355

N N

-
Py
ANy
o
SN
{
WS
2l i
B S oG
N Y
N ™N
Slan R
(o)
\
Wi i
QO {
X i
Xy i
e o™ H
sl ) A H
ha A oy H .
&\ N N RN A
o o ~, \ -~ o .
\ 0 Wy
2 ' o9
A Rt
\
Ry 3 o RN !
A o o o ~
; SN 2¢MW R . e .
3 a0 N o™ £ R
e N3 PN & - W &
ey \ & ™ A% W ™
S N O e X pay
s ~ o R, 0w
Newa ™ a
X 2 Qi
BN A Q2 M N
W0 } o a2 &
2 { o R Y
& A o W .
N a1 H e
VN . N " W) b
s 2y H = By
N B i G Qi =
R -~ P ~ o e
[ H HE R N s~
& & ! S L &
M S § el Q8 St RS
X O @ § i o Wy
N ) w RS Pl = N e
o o o N P 0 Feve e e
- = 0 HEE IR H e QN SO 3 N
e - e N a1 P o
RN Wi IR i 8 B
X et X, o~ A& JONs N WY N poey .
el SN Y T B L 3 . o o
N R S Sl B yoA W = A
D nw By o AN . y \\‘
£ S 3 yow } - ) =
R N Voas Vo ¥ RS Y
H ! vy 3 H 2 3 [
o~ w» RN oA b ey )
W o HERN 03 foly 8
&N ooy Yt ey =
5 L W S W
FY W) Sa
w L ’ DS [
Wy v W A
&0 Vo A =~
o H] - R
ey 1 $ fpees
Vi s
- i R} §
S Vi AN NS
i i} [ o3
N Y -
¥ Y
da o
N E e
Q ? ooy
& @
ey
L s
] - N
A
Sy
Qe

3

wrrrd,
%
ressidss

%

77,
K%

SUBSTITUTE SHEET (RULE 26)



WO 2013/070395 PCT/US2012/060355

R e EER et

R
Nt
©

- a g

& ¥
&
O . &
Nt N
“~ B .

Y . o b 3
f- 3 T Redee

i 0
i L,
4%,

L gn g
53
Vers
g

[

DAL
H

7
b
:

S %
el
"y

/

.

i dae

o

¥ Y N
W 3 : A
3 - . L

o

SO A P

\\ SRS
\\K\'\\:‘%S\\

SR
N

G

SR

e R
e
R NQ'}”\

s
R

2

133
WS

o \ti\‘,\\\\\
R

e
R

ey . . .
A e 1T RN RN TR e e SENER
= QY A R Y N I e e
&3 R N e N D N T Y N e T N Y T N s Ny
[ SR SOOI WSO IMOAGD QIO O U OIS WSSO
N

2,
}
v,
rrs,
ety

Va
{
2

4,
e
%

o
rrrrrry

7

SUBSTITUTE SHEET (RULE 26)



PCT/US2012/060355

WO 2013/070395

PO
§
o

N
N
e

XD

S
osa

¥
L

s

G ey
oA

N S

E M\:\ “u\\\u \\N\.\\\\\\

e
K2

A : . 3 . ;! . 4o " H . . S 7 . P
: : 3 g % % T 1,

7,

st

s
%

y

SO

y

£5%5 1

v
Q.

SUBSTITUTE SHEET (RULE 26)



PCT/US2012/060355

WO 2013/070395

FESRNNERS
§3
R
Naaan

S
fer 452
L

\\\\0

SN

S

PN

L

Wil
.

s

-

e ol erls Fed,

o
o

LT
P
J

s
%

s
%
Aty

pprerts
“

wprrsees,
u

SUBSTITUTE SHEET (RULE 26)



International application No.

PCT/US2012/060355

INTERNATIONAL SEARCH REPORT

A. CLASSIFICATION OF SUBJECT MATTER

GO1V 3/18(20006.01)i, GOIV 3/38(2006.01)i, GOGF 19/00(2011.01)i

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
GO1V 3/18; GO6K 9/36; GO6F 19/00; GO1V 3/38; GO6F 17/14; GO6K 9/40; GO1V 1/40

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
eKOMPASS(KIPO internal) & Keywords: formation, wavelet transform, segment, variability, coefficient

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

X US 2009-0254281 (HRUSKA et al.) 08 October 2009 1,2,7-10
See abstract, paragraphs [0022], [0023], [0028], [0032], [0058], claims 1,12,

A and figures 3a,4. 3-6

A US 2009-0030614 Al (CARNEGIE et al.) 29 January 2009 1-10
See abstract, paragraphs [0006], [0007], claims 1,18, and figure 1.

A US 2011-0038559 Al (SUGIURA et al.) 17 February 2011 1-10
See abstract, paragraphs [0033], [0034], and claims 1,8.

A US 2007-0112521 Al (AKIMOV et al.) 17 May 2007 1-10
See abstract and claims 1,14.

A US 2007-0027629 Al (HASSAN et al.) 01 February 2007 1-10
See abstract and claims 1,8.

|:| Further documents are listed in the continuation of Box C. & See patent family annex.

* Special categories of cited documents: "T" later document published after the international filing date or priority

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L"  document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of citation or other
special reason (as specified)

"O" document referring to an oral disclosure, use, exhibition or other
means

"P"  document published prior to the international filing date but later
than the priority date claimed

date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

"X" document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

"Y" document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents,such combination
being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search

13 FEBRUARY 2013 (13.02.2013)

Date of mailing of the international search report

18 FEBRUARY 2013 (18.02.2013)

Name and mailing address of the ISA/KR

Facsimile No. 82-42-472-7140

Authorized officer

L
/’fﬁ“ s &g
RO S e
Song Ho Keun i W%;Zm%p w4

‘w&m‘:m:l s

Telephone No.  82-42-481-5580

Form PCT/ISA/210 (second sheet) (July 2009)




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No.

PCT/US2012/060355
Patent document Publication Patent family Publication
cited in search report date member(s) date
US 2009-0254281 08.10.2009 AU 2009-234090 A1 15.10.2009
CA 2719537 A1 15.10.2009
CN 102037380 A 27.04.2011
EA 201071160 A1 30.06.2011
EP 2265977 A1 29.12.2010
EP 2265977 B1 16.05.2012
MX 2010010790 A 05.11.2010
US 8126647 B2 28.02.2012
WO 2009-126453 A1 15.10.2009
US 2009-0030614 A1 29.01.2009 CA 2693531 A1 29.01.2009
GB 201000612 DO 03.03.2010
GB 2464027 A 07.04.2010
GB 2464027 B 30.11.2011
US 7680600 B2 16.03.2010
WO 2009-014995 A1 29.01.2009
US 2011-0038559 A1 17.02.2011 US 2010-0322533 A1 23.12.2010
WO 2010-148269 A2 23.12.2010
WO 2010-148269 A3 23.12.2010
US 2007-0112521 A1 17.05.2007 CA 2632916 A1 24.05.2007
GB 0810015 DO 09.07.2008
GB 2446745 A 20.08.2008
GB 2446745 B 19.08. 2009
NO 20082590 A 07.08.2008
US 7272504 B2 18.09.2007
WO 2007-058899 A1 24.05.2007
US 2007-0027629 A1 01.02.2007 US 7424365 B2 09.09.2008

Form PCT/ISA/210 (patent family annex) (July 2009)




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - claims
	Page 28 - claims
	Page 29 - claims
	Page 30 - drawings
	Page 31 - drawings
	Page 32 - drawings
	Page 33 - drawings
	Page 34 - drawings
	Page 35 - drawings
	Page 36 - drawings
	Page 37 - drawings
	Page 38 - drawings
	Page 39 - drawings
	Page 40 - drawings
	Page 41 - wo-search-report
	Page 42 - wo-search-report

