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(57)【特許請求の範囲】
【請求項１】
　コンピュータ装置によって実行される方法であって、
　カメラからビデオストリームを受信することと、
　前記ビデオストリームをディスプレイ上に表示することと、
　アイトラッキングセンサを介して、前記ディスプレイを見ているオペレータの注視情報
を取得することと、
　前記取得された注視情報に基づいて、ある時間間隔の前記ビデオストリームに対する履
歴注視ヒートマップを生成することと、を含み、
　前記履歴注視ヒートマップを生成することは、前記時間間隔の前記ビデオストリーム内
の各位置に前記オペレータの注視点がどれくらいの頻度で出現したかを示す各位置の値と
、前記注視情報が収集された時刻または曜日を特定する追加情報とを生成することを含み
、
　前記時間間隔は１日よりも長く、
　前記方法は、
　前記生成された履歴注視ヒートマップに基づいて、前記オペレータが単位時間当たりに
閾値未満の回数しか見ない位置、または、前記オペレータが前記ビデオストリームを見て
いる総時間のうちの閾値パーセンテージ未満の時間しか見ない位置を決定することによっ
て、前記ビデオストリームの低関心エリアを決定することを含み、
　前記生成された履歴注視ヒートマップに基づいて前記ビデオストリームの前記低関心エ
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リアを決定することは、
　第１の時刻または曜日に対して前記第１の時刻または曜日の複数のインスタンスにわた
って生成される履歴注視ヒートマップの第１のサブセットに基づいて、前記第１の時刻ま
たは曜日に対する第１のエリアを第１の低関心エリアとして決定することと、
　前記第１の時刻または曜日とは異なる第２の時刻または曜日に対して前記第２の時刻ま
たは曜日の複数のインスタンスにわたって生成される履歴注視ヒートマップの第２のサブ
セットに基づいて、前記第２の時刻または曜日に対する第２のエリアを第２の低関心エリ
アとして決定することと、を含み、
　前記第２の低関心エリアは、前記第１の低関心エリアとは異なり、
　前記方法は、
　前記第１の時刻または曜日の前記第１の低関心エリアおよび前記第２の時刻または曜日
の前記第２の低関心エリアにおける前記ビデオストリームのビットレートを減少させるよ
うに前記カメラに命令することを含む方法。
【請求項２】
　前記生成された履歴注視ヒートマップに基づいて前記ビデオストリームの高関心エリア
を決定することと、
　前記高関心エリアにおける前記ビデオストリームのビットレートを増加させるようにカ
メラに命令することと、をさらに含む請求項１に記載の方法。
【請求項３】
　前記生成された履歴注視ヒートマップに基づいて前記ビデオストリームの低関心エリア
を決定することは、
　前記カメラのパン、ズーム、チルト、回転、または画像タイプの設定を特定することと
、
　前記カメラの前記特定されたパン、ズーム、チルト、回転、または画像タイプの設定に
関連付けられた前記生成された履歴注視ヒートマップのサブセットを選択することと、
　前記生成された履歴注視ヒートマップの前記選択されたサブセットに基づいて、前記ビ
デオストリームの前記低関心エリアを決定することと、を含む請求項１または２に記載の
方法。
【請求項４】
　前記ビデオストリームは複数のビデオストリームを含み、前記ディスプレイは複数のデ
ィスプレイを含む請求項１～３のいずれか一項に記載の方法。
【請求項５】
　前記低関心エリアにおけるビデオストリームのビットレートを減少させるように前記カ
メラに命令することは、
　前記低関心エリアに関連付けられたセンサのサンプリングレートを低減させるように前
記カメラに命令することを含む請求項１～４のいずれか一項に記載の方法。
【請求項６】
　前記低関心エリアにおけるビデオストリームのビットレートを減少させるように前記カ
メラに命令することは、
　前記ビデオストリームを符号化する前に前記低関心エリアに対するノイズ低減プロセス
を増加させるように前記カメラに命令することを含む請求項１～５のいずれか一項に記載
の方法。
【請求項７】
　前記低関心エリアにおけるビデオストリームのビットレートを減少させるように前記カ
メラに命令することは、
　前記低関心エリアに関連付けられた符号化処理ユニットの符号化パラメータを調整する
よう前記カメラに命令することを含む請求項１～６のいずれか一項に記載の方法。
【請求項８】
　命令を格納するためのメモリと、
　カメラからビデオストリームを受信する受信機と、
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　前記ビデオストリームを表示するディスプレイと、
　前記命令を実行して、
　　アイトラッキングセンサを介して、前記ディスプレイを見ているオペレータの注視情
報を取得し、
　　前記取得された注視情報に基づいて、ある時間間隔のビデオストリームに対する履歴
注視ヒートマップを生成し、
　　前記履歴注視ヒートマップを生成することは、前記時間間隔の前記ビデオストリーム
内の各位置に前記オペレータの注視点がどれくらいの頻度で出現したかを示す各位置の値
と、前記注視情報が収集された時刻または曜日を特定する追加情報とを生成することを含
み、
　　前記時間間隔は１日よりも長く、
　　前記生成された履歴注視ヒートマップに基づいて、前記オペレータが単位時間当たり
に閾値未満の回数しか見ない位置、または、前記オペレータが前記ビデオストリームを見
ている総時間のうちの閾値パーセンテージ未満の時間しか見ない位置を決定することによ
って、前記ビデオストリームの低関心エリアを決定し、
　　前記生成された履歴注視ヒートマップに基づいて前記ビデオストリームの前記低関心
エリアを決定することは、
　　第１の時刻または曜日に対して前記第１の時刻または曜日の複数のインスタンスにわ
たって生成される履歴注視ヒートマップの第１のサブセットに基づいて、前記第１の時刻
または曜日に対する第１のエリアを第１の低関心エリアとして決定することと、
　　前記第１の時刻または曜日とは異なる第２の時刻または曜日に対して前記第２の時刻
または曜日の複数のインスタンスにわたって生成される履歴注視ヒートマップの第２のサ
ブセットに基づいて、前記第２の時刻または曜日に対する第２のエリアを第２の低関心エ
リアとして決定することと、を含み、
　　前記第２の低関心エリアは、前記第１の低関心エリアとは異なり、
　　前記第１の時刻または曜日の前記第１の低関心エリアおよび前記第２の時刻または曜
日の前記第２の低関心エリアにおける前記ビデオストリームのビットレートを減少させる
ように前記カメラに命令することを決定するように構成されたプロセッサと、
　前記低関心エリアにおけるビデオストリームのビットレートを減少させる命令を前記カ
メラへ送信する送信機と、を含むコンピュータシステム。
【請求項９】
　前記プロセッサはさらに、前記生成された履歴注視ヒートマップに基づいて前記ビデオ
ストリームの高関心エリアを決定するように構成され、
　前記プロセッサは、前記高関心エリアにおける前記ビデオストリームのビットレートを
増加させるよう前記カメラに命令することを決定するように構成され、
　送信機は、前記高関心エリアにおける前記ビデオストリームのビットレートを増加させ
る命令を前記カメラへ送信するように構成される請求項８に記載のコンピュータシステム
。
【請求項１０】
　前記プロセッサはさらに、
　前記カメラのパン、ズーム、チルト、回転、または画像タイプの設定を特定し、
　前記カメラの前記特定されたパン、ズーム、チルト、回転、または画像タイプの設定に
関連付けられた前記生成された履歴注視ヒートマップのサブセットを選択し、
　前記生成された履歴注視ヒートマップの前記選択されたサブセットに基づいて、前記ビ
デオストリームの前記低関心エリアを決定するように構成される請求項８または９に記載
のコンピュータシステム。
【請求項１１】
　前記プロセッサは、前記低関心エリアに関連付けられたセンサのサンプリングレートを
低減させるように前記カメラに命令することを決定するように構成され、
　前記低関心エリアにおける前記ビデオストリームのビットレートを減少させる前記命令
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は、前記低関心エリアに関連付けられたセンサのサンプリングレートを低減させる、カメ
ラへの命令を含む請求項８～１０のいずれか一項に記載のコンピュータシステム。
【請求項１２】
　前記プロセッサはさらに、前記ビデオストリームを符号化する前に前記低関心エリアに
対するノイズ低減プロセスを増加させるように前記カメラに命令することを決定するよう
に構成され、
　前記低関心エリアにおける前記ビデオストリームのビットレートを減少させる前記命令
は、前記ビデオストリームを符号化する前に前記低関心エリアに対するノイズ低減プロセ
スを増加させる命令を含む請求項８～１１のいずれか一項に記載のコンピュータシステム
。
【請求項１３】
　前記プロセッサは、前記低関心エリアに関連付けられた符号化処理ユニットの符号化パ
ラメータを調整するようにカメラに命令することを決定するように構成され、
　前記低関心エリアにおける前記ビデオストリームのビットレートを減少させる前記命令
は、前記低関心エリアに関連付けられた前記符号化処理ユニットのための前記符号化パラ
メータを調整する命令を含む請求項８～１２のいずれか一項に記載のコンピュータシステ
ム。
 
【発明の詳細な説明】
【技術分野】
【０００１】
　本発明は、方法、およびコンピュータシステムに関する。
【背景技術】
【０００２】
　関心エリアの画像またはビデオを取り込むために、監視装置（例えば、カメラ）を設置
することができる。オペレータまたはオペレータのグループは、カメラから遠隔に位置す
るディスプレイ上でカメラからの画像またはビデオを監視することができる。カメラによ
って取り込まれたデータは処理され、ネットワーク接続を介してディスプレイに送られ得
る。例えば、ネットワークを介して送信されなければならないデータの量を減らすために
、画像またはビデオを圧縮することができる。システムは、ネットワークを介して大量の
データを送信する多数のカメラを含んでもよい。大量のデータはネットワークのリソース
に負荷を掛ける可能性がある。
【発明の概要】
【課題を解決するための手段】
【０００３】
　１つの態様によれば、コンピュータ装置によって実行される方法は、カメラからビデオ
ストリームを受信することと、ビデオストリームをディスプレイ上に表示することと、ア
イトラッキングセンサを介して、ディスプレイを見ているオペレータの注視情報を取得す
ることと、取得された注視情報に基づいて、ある時間間隔のビデオストリームの履歴注視
ヒートマップを生成することと、生成された履歴注視ヒートマップに基づいて、ビデオス
トリームの低関心エリアを決定することと、低関心エリアにおけるビデオストリームのビ
ットレートを減少させるようにカメラに命令することと、を含んでもよい。本方法は、ネ
ットワークリソースを節約し、カメラおよび監視ステーションの監視システムに対してプ
ロセッサおよびメモリの負荷を低減させるという技術的効果をもたらすことができる。
【０００４】
　また、本方法は、生成された履歴注視ヒートマップに基づいて、ビデオストリームの高
関心エリアを決定することと、高関心エリアにおけるビデオストリームのビットレートを
増加させるようにカメラに命令することと、を含んでもよい。高関心エリアにおけるビデ
オストリームのビットレートを増加するようにカメラに命令することは、ビデオストリー
ム全体のビットレートを増加させる必要なしに、関心の高いビデオストリームの部分に、



(5) JP 6453991 B2 2019.1.16

10

20

30

40

50

より多くの情報を提供するという利点を提供することができる。
【０００５】
　また、時間間隔は１日より長くてもよい。１日よりも長い時間間隔を使用することは、
長期間のパターンに基づく低関心エリアの利点を提供することができる。
【０００６】
　また、時間間隔は、特定の時刻または特定の曜日に対応してもよく、生成された履歴注
視ヒートマップに基づいてビデオストリームの低関心エリアを決定することは、第１の時
刻または曜日に対して第１の時刻または曜日の複数のインスタンスにわたって生成された
履歴注視ヒートマップに基づいて第１の時刻または曜日に対する第１の低関心エリアを決
定することと、第２の時刻または曜日に対して第２の時刻または曜日の複数のインスタン
スにわたって生成される履歴注視ヒートマップに基づいて第２の時刻または曜日に対する
第２の低関心エリアを決定することと、を含んでもよく、第２の低関心エリアは第１の低
関心エリアとは異なっていてもよい。異なる時刻または曜日に対して異なる低関心エリア
を決定することは、低関心エリアを異なる時刻または曜日に適合させるという利点を提供
することができる。
【０００７】
　また、生成された履歴注視ヒートマップに基づいてビデオストリームの低関心エリアを
決定することは、カメラのパン、ズーム、チルト、回転、または画像タイプの設定を特定
することと、カメラの特定されたパン、ズーム、チルト、回転、または画像タイプの設定
に関連付けられた生成された履歴注視ヒートマップのサブセットを選択することと、生成
された履歴注視ヒートマップの選択されたサブセットに基づいてビデオストリームの低関
心エリアを決定することと、を含んでもよい。カメラの異なるパン、ズーム、チルト、回
転、または画像タイプの設定に対して異なる低関心エリアを決定することは、低関心エリ
アを異なるカメラ設定に適合させるという利点を提供することができる。
【０００８】
　また、ビデオストリームは複数のビデオストリームを含んでもよく、ディスプレイは複
数のディスプレイを含んでもよい。複数のディスプレイに対して複数のビデオストリーム
の低関心エリアを決定することは、ネットワークリソースを節約し、複数のビデオストリ
ームおよび複数のディスプレイを含むシステムに対してプロセッサおよびメモリの負荷を
低減させるという利点を提供することができる。
【０００９】
　また、本方法は、イベントタイプを履歴注視ヒートマップの特定の変化に関連付けるこ
とと、関連付けられたイベントタイプのイベントを検出することと、イベントを検出した
ことに応答して、履歴注視ヒートマップの特定の変化に基づいて低関心エリアを変更する
ことと、を含んでもよい。履歴注視ヒートマップの特定の変化に基づいて低関心エリアを
変更することは、低関心エリアを変化する条件に適合させるという利点を提供することが
できる。
【００１０】
　また、低関心エリアにおけるビデオストリームのビットレートを減少させるようにカメ
ラに命令することは、低関心エリアに関連付けられたセンサのサンプリングレートを低減
させるようにカメラに命令することを含んでもよい。低関心エリアに関連付けられたセン
サのサンプリングレートを低減させることは、ネットワークリソースを節約し、センサに
対してプロセッサおよびメモリの負荷を低減させるという利点を提供することができる。
【００１１】
　また、低関心エリアにおいてビデオストリームのビットレートを減少させるようにカメ
ラに命令することは、ビデオストリームを符号化する前に低関心エリアに対するノイズ低
減プロセスを増加させるようにカメラに命令することを含んでもよい。低関心エリアに対
するノイズ低減プロセスを増加させることは、ネットワークリソースを節約し、画像プロ
セッサに対して処理およびメモリ負荷を低減させるという利点を提供することができる。
【００１２】
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　また、低関心エリアにおけるビデオストリームのビットレートを減少させるようにカメ
ラに命令することは、低関心エリアに関連付けられた符号化処理ユニットのための符号化
パラメータを調整するようにカメラに命令することを含んでもよい。低関心エリアに関連
付けられた符号化処理ユニットの符号化パラメータを調整するようにカメラに命令するこ
とは、ネットワークリソースを節約し、符号化処理ユニットに対して処理およびメモリ負
荷を低減させるという利点を提供することができる。
【００１３】
　別の一態様によれば、コンピュータシステムは、命令を格納するためのメモリと、カメ
ラからビデオストリームを受信する受信機と、ビデオストリームを表示するディスプレイ
と、命令を実行して、アイトラッキングセンサを介して、ディスプレイを見ているオペレ
ータの注視情報を取得し、取得された注視情報に基づいて、ある時間間隔のビデオストリ
ームに対する履歴注視ヒートマップを生成し、生成された履歴注視ヒートマップに基づい
て、ビデオストリームの低関心エリアを決定し、低関心エリアにおけるビデオストリーム
のビットレートを減少させるようにカメラに命令することを決定するように構成されたプ
ロセッサと、低関心エリアにおけるビデオストリームのビットレートを減少させるように
カメラへの命令を送信する送信機とを含んでもよい。このコンピュータシステムは、ネッ
トワークリソースを節約し、カメラおよび監視ステーションの監視システムに対してプロ
セッサおよびメモリの負荷を低減させるという技術的効果を提供することができる。
【００１４】
　また、プロセッサは、生成された履歴注視ヒートマップに基づいてビデオストリームの
高関心エリアを決定するようにさらに構成されてもよく、プロセッサは、高関心エリアに
おけるビデオストリームのビットレートを増加するようにカメラに命令することを決定す
るように構成されてもよく、送信機は、高関心エリアにおけるビデオストリームのビット
レートを増加するようにカメラに命令を送信するように構成されてもよい。高関心エリア
におけるビデオストリームのビットレートを増加するようにカメラに命令することは、ビ
デオストリーム全体のビットレートを増加させる必要なしに、関心の高いビデオストリー
ムの部分に、より多くの情報を提供するという利点を提供することができる。
【００１５】
　また、時間間隔は１日より長くてもよい。１日よりも長い時間間隔を使用することは、
長期間のパターンに基づく低関心エリアの利点を提供することができる。
【００１６】
　また、時間間隔は、特定の時刻または特定の曜日に対応してもよく、プロセッサはさら
に、第１の時刻または曜日に対して第１の時刻または曜日の複数のインスタンスにわたっ
て生成される履歴注視ヒートマップに基づいて第１の時刻または曜日に対する第１の低関
心エリアを決定し、第２の時刻または曜日の複数のインスタンスにわたって生成される履
歴注視ヒートマップに基づいて第２の時刻または曜日に対する第２の低関心エリアを決定
し、第２の低関心エリアは第１の低関心エリアとは異なるように、構成されてもよい。異
なる時刻または曜日に対して異なる低関心エリアを決定することは、低関心エリアを異な
る時刻または曜日に適合させるという利点を提供することができる。
【００１７】
　また、プロセッサはさらに、カメラのパン、ズーム、チルト、回転、または画像タイプ
の設定を特定し、カメラの特定されたパン、ズーム、チルト、回転、または画像タイプの
設定に関連付けられた生成された履歴注視ヒートマップのサブセットを選択し、生成され
た履歴注視ヒートマップの選択されたサブセットに基づいて、ビデオストリームの低関心
エリアを決定するように構成されてもよい。カメラの異なるパン、ズーム、チルト、回転
、または画像タイプの設定に対して異なる低関心エリアを決定することは、低関心エリア
を異なるカメラ設定に適合させるという利点を提供することができる。
【００１８】
　また、ビデオストリームは複数のビデオストリームを含んでもよく、ディスプレイは複
数のディスプレイを含んでもよい。複数のディスプレイに対して複数のビデオストリーム
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の低関心エリアを決定することは、ネットワークリソースを節約し、複数のビデオストリ
ームおよび複数のディスプレイを含むシステムに対してプロセッサおよびメモリの負荷を
低減させるという利点を提供することができる。
【００１９】
　また、プロセッサはさらに、履歴注視ヒートマップ内の特定の変化とイベントタイプを
関連付け、関連付けられたイベントタイプのイベントを検出し、イベントの検出に応答し
て、履歴注視ヒートマップにおける特定の変化に基づいて低関心エリアを変更するように
構成されてもよい。履歴注視ヒートマップの特定の変化に基づいて低関心エリアを変更す
ることは、低関心エリアを変化する条件に適合させるという利点を提供することができる
。
【００２０】
　また、プロセッサはさらに、低関心エリアに関連付けられたセンサのサンプリングレー
トを低減させるようにカメラに命令することを決定するように構成されてもよく、低関心
エリアにおけるビデオストリームのビットレートを減少させる命令は、低関心エリアに関
連付けられたセンサのサンプリングレートを低減させるためのカメラへの命令を含んでも
よい。低関心エリアに関連付けられたセンサのサンプリングレートを低減させることは、
ネットワークリソースを節約し、センサに対してプロセッサおよびメモリの負荷を低減さ
せるという利点を提供することができる。
【００２１】
　また、プロセッサはさらに、ビデオストリームを符号化する前に低関心エリアに対する
ノイズ低減プロセスを増加するようにカメラに命令することを決定するように構成されて
もよく、低関心エリアにおけるビデオストリームのビットレートを減少させる命令は、ビ
デオストリームを符号化する前に低関心エリアに対するノイズ低減プロセスを増加させる
命令を含んでもよい。低関心エリアに対するノイズ低減プロセスを増加させることは、ネ
ットワークリソースを節約し、画像プロセッサに対して処理およびメモリ負荷を低減させ
るという利点を提供することができる。
【００２２】
　また、プロセッサは、低関心エリアに関連付けられた符号化処理ユニットの符号化パラ
メータを調整するようにカメラに命令することを決定するようにさらに構成されてもよく
、低関心エリアにおけるビデオストリームのビットレートを減少させるための命令は、低
関心エリアに関連付けられた符号化処理ユニットの符号化パラメータを調整するための命
令を含んでもよい。低関心エリアに関連付けられた符号化処理ユニットの符号化パラメー
タを調整するようにカメラに命令することは、ネットワークリソースを節約し、符号化処
理ユニットに対して処理およびメモリ負荷を低減させるという利点を提供することができ
る。
【図面の簡単な説明】
【００２３】
【図１】本明細書に記載の一実装に係るアイトラッキングを含む例示的な環境を示すブロ
ック図である。
【図２】本明細書に記載の一実装に係るカメラの例示的なコンポーネントを示すブロック
図である。
【図３】本明細書に記載の一実装に係るコンピューティングモジュールの例示的なコンポ
ーネントを示すブロック図である。
【図４】オペレータが、本明細書に記載の一実装に係るアイトラッカーを有するディスプ
レイを見る環境を示す。
【図５Ａ】本明細書に記載の１以上の実装に係るオペレータの観点からの表示を示す。
【図５Ｂ】本明細書に記載の１以上の実装に係るオペレータの観点からの表示を示す。
【図６】図１のコンポーネントのうちのいくつかの機能的コンポーネントの図である。
【図７Ａ】図６のカメラデータベースの例示的なコンポーネントの図である。
【図７Ｂ】図６のカメラデータベースの例示的なコンポーネントの図である。
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【図８】本明細書に記載の一実装に係る注視エリアに基づいてビットレートを制御するプ
ロセスのフローチャートである。
【図９Ａ】本明細書に記載の１以上の実装に係る例示的な注視ヒートマップシナリオの図
である。
【図９Ｂ】本明細書に記載の１以上の実装に係る例示的な注視ヒートマップシナリオの図
である。
【図９Ｃ】本明細書に記載の１以上の実装に係る例示的な注視ヒートマップシナリオの図
である。
【図９Ｄ】本明細書に記載の１以上の実装に係る例示的な注視ヒートマップシナリオの図
である。
【発明を実施するための形態】
【００２４】
　以下の詳細な説明は、添付図面を参照する。異なる図面における同じ参照番号は、同一
または類似の要素を特定する。
【００２５】
　本明細書に記載される実装は、注視ヒートマップ（gaze　heat　map）に関する。監視
カメラは、関心エリアのビデオをディスプレイにストリーミングする。ビデオストリーム
は、高い帯域幅要件を有する可能性があり、かなりのネットワーク帯域幅を消費する可能
性がある。さらに、ビデオストリームを処理するには、プロセッサおよびメモリリソース
が必要となる可能性がある。本明細書で「オペレータ」または「ユーザ」と呼ばれるディ
スプレイを見ている人は、ディスプレイに表示されたシーンの特定のエリアを高い関心の
ものと見出す可能性があり、シーンの他のエリアを低い関心のものと見出す可能性がある
。例えば、カメラが通路とドアとを有するエリアを監視している場合、オペレータは、ド
アと通路を見るのにかなりの時間量を費やす可能性があり、ドアの周りの壁を見るのに比
較的少ない時間量を費やす可能性がある。
【００２６】
　アイトラッカー（アイトラッキングシステム）を使用して、オペレータの注視エリア（
gaze　area）を特定し、それにより、オペレータが見ているディスプレイの一部、または
ディスプレイグループ内の１以上のディスプレイを特定することができる。ある時間間隔
にわたって、特定の時間間隔にわたって特定のカメラからのビデオストリームを表示する
ディスプレイ上の特定の位置をオペレータが見ている時間量を示す履歴注視ヒートマップ
（historical　gaze　heat　map）が生成され得る。時間間隔は、ビデオストリームの予
測される変動に基づいて選択することができる。いくつかの実装では、時間間隔は少なく
とも１日とすることができる。他の実装では、時間間隔は１日よりも長くてもよい（例え
ば、１週間、１ヶ月など）。
【００２７】
　履歴注視ヒートマップは、例えば、オペレータの注視点（gaze　point）がピクセルま
たはピクセルのセットに対応する時間の長さを表す割り当てられた値を用いて、ビデオス
トリームのフレーム内のピクセルまたはピクセルのセットの各々に値を割り当てることが
できる。例えば、ピクセルまたはピクセルのセットへのより高い割り当て値は、ピクセル
またはピクセルのセットに対応するビデオストリームフレームの位置を見ているオペレー
タによって費やされるより長い時間量に対応し得る。
【００２８】
　履歴注視ヒートマップは、ビデオストリームに対して低関心エリアを決定するために使
用することができ、カメラは、低関心エリアにおけるビデオストリームのビットレートを
減少させるように命令されることが可能である。ビデオストリームの低関心エリアにおけ
るビデオストリームのビットレートを低減させることは、ネットワークリソースを節約し
、カメラおよび監視ステーションの監視システムに対してプロセッサおよびメモリの負荷
を低減させるという技術的効果をもたらすことができる。いくつかの実装では、ビデオス
トリームは複数のビデオストリームを含んでもよく、ディスプレイは複数のディスプレイ
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を含んでもよい。
【００２９】
　さらに、いくつかの実装では、ビデオストリームに対する高関心エリアは、履歴注視ヒ
ートマップに基づいて決定することができ、カメラは、高関心エリアにおけるビデオスト
リームのビットレートを高めるように命令されることが可能である。
【００３０】
　履歴注視ヒートマップは、特定のデータ点に対して追加の情報を格納することができ、
追加の情報は、特定のパラメータに関して注視ヒートマップを精緻化するために使用する
ことができる。一例として、注視ヒートマップ内のビデオストリームの各位置（例えばピ
クセル、ピクセルのセットなど）に対して、追加の情報は、注視情報（gaze　informatio
n）が収集された特定の時刻または特定の曜日を特定する情報を含んでもよい。したがっ
て、特定の時刻または曜日に対するビデオストリームに対して収集される注視情報の複数
のインスタンスに基づいて、履歴注視ヒートマップから異なる時刻または曜日に対する注
視ヒートマップを検索することができる。したがって、例えば、第１の低関心エリアは、
第１の時刻または曜日の複数のインスタンスにわたって第１の時刻または曜日に対して生
成された履歴注視ヒートマップに基づいて、第１の時刻または曜日に対して決定すること
ができ、第２の低関心エリアは、第２の時刻または曜日の複数のインスタンスにわたって
第２の時刻または曜日に対して生成された履歴注視ヒートマップに基づいて、第２の時刻
または曜日に対して決定することができる。
【００３１】
　別の一例として、注視ヒートマップ内のビデオストリームの各位置に対して、追加の情
報は、注視情報が収集されたときの特定のカメラ設定を特定する情報を含んでもよい。し
たがって、異なるカメラ設定に対する注視ヒートマップを、履歴注視ヒートマップから検
索することができる。例えば、カメラに対するパン、ズーム、チルト、回転、または画像
タイプ（例えば、通常対広角など）の設定を選択することができ、履歴ヒートマップのサ
ブセットは、カメラ設定の選択に基づいて生成することができ、選択されたカメラ設定に
対するビデオストリームの低関心エリアを、注視ヒートマップのサブセットに基づいて決
定することができる。
【００３２】
　さらに別の一例として、注視ヒートマップ内のビデオストリームの各位置に対して、追
加の情報は、特定のイベントタイプを特定する情報を含んでもよい。イベントタイプは、
生成された警報に基づいて、監視されるエリアに関連付けられ、ビデオ管理システムによ
って管理されるカレンダーに記録されたイベントに基づいて、オペレータによって入力さ
れた手動の情報に基づいて、および／または、イベントを特定する別の技術に基づいて、
特定することができる。イベントタイプは、履歴注視ヒートマップの特定の変化に関連付
けることができる。将来、イベントタイプが検出された場合、低関心エリアは、履歴注視
ヒートマップの関連付けられた変化に基づいて変更することができる。例えば、ドアセン
サは、ドアが開かれたことを示すことができ、オペレータの注視は、作動しているドアセ
ンサの特定の時間内にドアに関連付けられたエリアに変化する可能性がある。ドアセンサ
との関連付けが行われた後、ドアセンサが将来作動すると、ドアに関連付けられた低関心
エリアは高関心エリアに変更されてもよく、ドアのためのビットレートが増加させられ得
る。
【００３３】
　ビットレートは、センサアレイによるビデオデータの取り込み点から、ネットワーク接
続を介してディスプレイに符号化されたビデオストリームを送信するまでの処理経路に沿
った多数の点のうちのいずれかで低減させることができる。一例として、低関心エリアに
おけるビデオストリームのビットレートを減少させるようにカメラに命令することは、低
関心エリアに関連付けられたセンサ用のサンプリングレートを低減させるようにカメラに
命令することを含んでもよい。別の一例として、低関心エリアにおけるビデオストリーム
のビットレートを減少させるようにカメラに命令することは、ビデオストリームを符号化
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する前に低関心エリアに対する解像度を下げるようにカメラに命令することを含んでもよ
い。さらに別の一例として、低関心エリアにおけるビデオストリームのビットレートを減
少させるようにカメラに命令することは、ビデオストリームを符号化する前に低関心エリ
アに対するノイズ低減プロセスを増加するようにカメラに命令することを含んでもよい。
さらに別の一例として、低関心エリアにおけるビデオストリームのビットレートを減少さ
せるようにカメラに命令することは、低関心エリアに関連付けられた符号化処理ユニット
に対する圧縮パラメータ値を増加させるようにカメラに命令することを含んでもよい。
【００３４】
　図１は、一実施形態における例示的な環境１００を示すブロック図である。環境１００
は、例えば、エリアを守るため、または公共安全を提供するための監視システムであり得
る。図１に示すように、環境１００は、カメラ１１０－１～１１０－Ｍ、ネットワーク１
２０、監視ステーション１２５－１～１２５－Ｎ、ディスプレイ１３０－１～１３０－Ｎ
、アイトラッカー１４０－１～１４０－Ｎ、および／またはビデオ管理システム（ＶＭＳ
）１５０を含んでもよい。
【００３５】
　カメラ１１０－１～１１０－Ｍ（個別に「カメラ１１０」または複数の「カメラ１１０
」）は、監視エリア１０６の画像および／またはビデオを取り込む。監視エリア１０６は
、１以上のカメラ１１０によって監視することができる。例えば、２つのカメラは、物体
１０２－１を含むエリア１０６－１を監視することができる。物体１０２は、任意の物体
（例えば、ドア、人、動物、車両、車両上のナンバープレートなど）を含んでもよい。
【００３６】
　カメラ１１０は、可視光、赤外光、および／または他の非可視電磁放射線（例えば、紫
外光、遠赤外光、テラヘルツ放射線、マイクロ波放射線など）を使用して画像データを取
り込むことができる。カメラ１１０は、レーダ撮像のための熱カメラおよび／またはレー
ダ装置を含んでもよい。取り込まれた画像データは、連続画像シーケンス（例えば、ビデ
オ）、限定された画像シーケンス、静止画像、および／またはそれらの組み合わせを含ん
でもよい。カメラ１１０は、画像を取り込みデジタル化するためのデジタルカメラおよび
／または画像を取り込んでアナログ形式で画像データを格納するためのアナログカメラを
含んでもよい。
【００３７】
　カメラ１１０は、１以上の２次元アレイ（例えば、画像データまたはビデオデータ）に
配列されたデータを生成するセンサを含んでもよい。本明細書で使用される場合、「ビデ
オデータ」および「ビデオ」は、より一般的にそれぞれ「画像データ」および「画像」と
呼ぶことができる。したがって、「画像データ」または「画像」は、特に明記しない限り
、「ビデオデータ」および「ビデオ」を含むことを意味する。同様に、「ビデオデータ」
または「ビデオ」は、特に明記しない限り、静止画像を含み得る。さらに、いくつかの実
装では、「ビデオデータ」は音声データを含み得る。
【００３８】
　ＶＭＳ１５０のクライアントであり、ディスプレイ１３０－１～１３０－Ｎに接続され
たコンピュータ装置が、監視ステーション１２５－１～１２５－Ｎに含まれ得る（それぞ
れ個別に「ディスプレイ１３０」および「監視ステーション１２５」）。一実施形態では
、監視ステーション１２５－１～１２５－Ｎはまた、アイトラッカー１４０－１～１４０
－Ｎ（個別に「アイトラッカー１４０」）に結合される。監視ステーション１２５および
ディスプレイ１３０は、オペレータ（図１には図示せず）がカメラ１１０からの画像を見
ることを可能にする。アイトラッカー１４０は、ディスプレイ１３０を見ているオペレー
タの注視を追跡する。監視ステーション１２５、ディスプレイ１３０、およびアイトラッ
カー１４０の各々は、オペレータが環境１００内に示される監視システムとインタラクト
するための「クライアント」とすることができる。
【００３９】
　ディスプレイ１３０は、１以上のカメラ１１０からのビデオストリームを受信して表示
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する。１つのディスプレイ１３０は、単一のカメラ１１０または複数のカメラ１１０から
の画像を（例えば、ディスプレイ１３０上の複数のフレームまたはウィンドウ内に）示す
ことができる。単一のディスプレイ１３０はまた、単一のカメラからの異なるフレームの
画像を表示することもできる。すなわち、単一のカメラは、例えば、広角レンズまたは魚
眼レンズを含んでもよく、複数のエリア１０６の画像を提供することができる。異なるエ
リア１０６からの画像は、異なるウィンドウおよび／またはフレームで別々にディスプレ
イ１３０上に分離して表示させることができる。ディスプレイ１３０は、液晶ディスプレ
イ（ＬＣＤ）、発光ダイオード（ＬＥＤ）ディスプレイ、有機ＬＥＤ（ＯＬＥＤ）ディス
プレイ、陰極線管（ＣＲＴ）ディスプレイ、プラズマディスプレイ、レーザビデオディス
プレイ、電気泳動ディスプレイ、量子ドットディスプレイ、ビデオプロジェクタ、および
／または任意の他のタイプのディスプレイ装置を含んでもよい。
【００４０】
　アイトラッカー１４０は、ＶＭＳ１５０（または環境１００内の任意の他の装置）がオ
ペレータの目がどこに集中しているかを判定することを可能にするセンサ（例えば、カメ
ラ）を含む。例えば、一組の近赤外光ビームは、オペレータの目に向けられ、オペレータ
の角膜で反射を引き起こすことができる。反射は、アイトラッカー１４０に含まれるカメ
ラによって追跡され、オペレータの注視エリアを決定することができる。注視エリアは、
注視点および中心窩の焦点（focus）のエリアを含んでもよい。例えば、オペレータは、
監視ステーション１２５のディスプレイ１３０の前に座ることができる。アイトラッカー
１４０は、ディスプレイ１３０のどの部分にオペレータが焦点を合わせているかを決定す
る。各ディスプレイ１３０は、単一のアイトラッカー１４０に関連付けることができる。
あるいはまた、アイトラッカー１４０は、複数のディスプレイ１３０に対応することがで
きる。この場合、アイトラッカー１４０は、オペレータがどのディスプレイに、および／
またはそのディスプレイ１３０のどの部分に焦点を合わせているかを判定することができ
る。
【００４１】
　アイトラッカー１４０はまた、ユーザの存在、注意のレベル、焦点、眠気、意識、およ
び／または他の状態を判定することもできる。アイトラッカー１４０はまた、ユーザの身
元を判定することもできる。アイトラッカー１４０からの情報は、経時的なオペレータの
行動内に洞察を得るために、またはオペレータの現在の状態を判定するために使用するこ
とができる。いくつかの実装では、ディスプレイ１３０およびアイトラッカー１４０は、
オペレータが着用するバーチャルリアリティ（ＶＲ）ヘッドセット内に実装することがで
きる。オペレータは、ＶＲヘッドセットへの入力として１以上のカメラ１１０を使用して
エリア１０６の仮想検査を実行することができる。
【００４２】
　ネットワーク１２０は、１以上の回線交換ネットワークおよび／またはパケット交換ネ
ットワークを含んでもよい。例えば、ネットワーク１２０は、ローカルエリアネットワー
ク（ＬＡＮ）、ワイドエリアネットワーク（ＷＡＮ）、メトロポリタンエリアネットワー
ク（ＭＡＮ）、ＰＳＴＮ（Public　Switched　Telephone　Network）、アドホックネット
ワーク、イントラネット、インターネット、光ファイバベースのネットワーク、無線ネッ
トワーク、および／またはこれらのまたは他のタイプのネットワークの組み合わせを含ん
でもよい。
【００４３】
　ＶＭＳ１５０は、カメラ１１０、ディスプレイ１３０、および／またはアイトラッカー
１４０の動作を統合する１以上のコンピュータ装置（例えば、サーバ装置など）を含んで
もよい。ＶＭＳ１５０は、カメラ１１０からの画像データを受信して格納することができ
る。ＶＭＳ１５０はまた、ＶＭＳ１５０に格納された画像データまたはカメラ１１０から
ストリーミングされた画像データを見るための、監視ステーション１２５のオペレータの
ためのユーザインターフェースを、提供することもできる。ＶＭＳ１５０は、カメラ１１
０に、オペレータの注視エリアの外側にある領域のビットレートを低減させるように命令
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することによってシステムリソースを節約するためのルールエンジンを含んでもよい。
【００４４】
　いくつかの実施形態では、環境１００は、別個のＶＭＳ１５０を含まない。代わりに、
ＶＭＳ１５０によって提供されるサービスは、監視ステーション１２５（例えば、ディス
プレイ１３０に関連付けられたコンピュータ装置）および／またはカメラ１１０自体によ
って、または環境１００内の装置間に分散された方法で提供される。例えば、カメラ１１
０は、オペレータの注視エリアの外側にある領域に対してビットレートを低減させるよう
にカメラ１１０に命令することによって、システムリソースを節約するルールエンジンを
含んでもよい。同様に、ＶＭＳ１５０は、カメラ１１０によって実行されるものとして説
明された動作を実行することができる。
【００４５】
　図１には、環境１００の例示的なコンポーネントが示されているが、他の実装では、環
境１００は、図１に示されているよりも少ないコンポーネント、異なるコンポーネント、
異なる配置のコンポーネント、または追加のコンポーネントを含んでもよい。追加的また
は代替的に、任意の１つの装置（または装置の任意のグループ）が、１以上の他の装置に
よって実行されるものとして説明された機能を実行することができる。
【００４６】
　図２は、一実施形態におけるカメラ１１０の例示的なコンポーネントを示すブロック図
である。図２に示すように、カメラ１１０は、光学チェーン２１０、センサアレイ２２０
、バス２２５、画像プロセッサ２３０、コントローラ２４０、メモリ２４５、ビデオエン
コーダ２５０、および／または通信インターフェース２６０を含んでもよい。一実施形態
では、カメラ１１０は、カメラ１１０をパン、チルト、回転、および／またはズームする
ための１以上のモータコントローラ２７０（例えば、３つ）および１以上のモータ２７２
（例えば、３つ）を含んでもよい。
【００４７】
　光学チェーン２１０は、入射放射線（例えば、光、可視光、赤外線波、ミリ波など）を
センサアレイ２２０に導き、入射放射線に基づいて画像を取り込むエンクロージャを含む
。光学チェーン２１０は、入射放射線を監視エリアからセンサアレイ２２０上に収集して
集束させる１以上のレンズ２１２を含む。
【００４８】
　センサアレイ２２０は、センサアレイ２２０上に入射するまたは降り注ぐ放射線（例え
ば、光）を検知、検出、および測定するためのセンサのアレイを含んでもよい。放射線は
、可視光波長範囲、赤外線波長範囲、または他の波長範囲とすることができる。
【００４９】
　センサアレイ２２０は、例えば、電荷結合素子（ＣＣＤ）アレイおよび／またはアクテ
ィブピクセルアレイ（例えば、相補型金属酸化物半導体（ＣＭＯＳ）センサアレイ）を含
んでもよい。センサアレイ２２０はまた、（例えば、カメラ１１０が熱カメラまたは検出
器を含む場合）マイクロボロメータを含むこともできる。
【００５０】
　センサアレイ２２０は、センサアレイ２２０に入射する放射線（例えば、光）を示す（
例えば、特性または特徴を記述する）データを出力する。例えば、センサアレイ２２０か
ら出力されるデータは、センサアレイ２２０内の１以上のピクセルに入射する情報（例え
ば、光の強度（例えば、照度）、色など）を含んでもよい。センサアレイ２２０に入射す
る光は、光学チェーン２１０内のレンズの結果として光が集束させられ得る「画像」であ
り得る。いくつかの実装では、コントローラ２４０は、センサアレイ２２０のうちの特定
のセンサまたはセンサのセットのサンプリングレートをオフにする、および／または低減
させることによって、センサアレイ２２０の特定の領域に関連付けられたビットレートを
低減させることができる。
【００５１】
　センサアレイ２２０は、センサアレイ２２０上に降り注ぐ画像を検出するので、「画像
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センサ」と考えることができる。この用語が本明細書で使用されるとき、「画像」は、セ
ンサアレイ２２０に入射する放射線を示す（例えば、光の特性または特徴を記述する）デ
ータを含む。したがって、「画像」という用語はまた、「画像センサデータ」または画像
を記述する任意のデータまたはデータセットを意味するために使用することもできる。さ
らに、「ピクセル」は、放射線の測定（例えば、センサアレイ２２０に入射する光を示す
測定）が行われるセンサアレイ２２０の任意の領域またはエリアを意味することができる
。ピクセルは、センサアレイ２２０内の１以上（または１未満）のセンサに対応すること
ができる。別の実施形態では、センサアレイ２２０は、走査ハードウェア（例えば、回転
ミラー）を使用して画像を形成することができるリニアアレイ、または画像センサデータ
を生成するために画像プロセッサ２３０および／またはコントローラ２４０に依存する可
能性のある非アレイセンサであってもよい。
【００５２】
　バス２２５は、カメラ１１０内のコンポーネントが互いに通信することを可能にする通
信経路を含む。コントローラ２４０および／または画像プロセッサ２３０は、センサアレ
イ２２０によって取り込まれた画像データ上で信号処理動作を実行する。センサアレイ２
２０によって取り込まれた画像上で画像処理（例えば、画像プロセッサ２３０は、ノイズ
低減、フィルタリング、スケーリングなど）を行うことができる。コントローラ２４０は
、カメラ１１０の動作を制御することができ、カメラ１１０の他のコンポーネント（例え
ば、センサアレイ２２０、画像プロセッサ２３０、ビデオエンコーダ２５０、通信インタ
ーフェース２６０、および／またはモータコントローラ２７０）に命令を提供することが
できる。
【００５３】
　コントローラ２４０および／または画像プロセッサ２３０は、命令を解釈して実行する
任意のタイプのシングルコアまたはマルチコアプロセッサ、マイクロプロセッサ、ラッチ
ベースのプロセッサ、および／または処理ロジック（またはプロセッサ、マイクロプロセ
ッサ、および／または処理ロジックのファミリ）を含んでもよい。コントローラ２４０お
よび／または画像プロセッサ２３０は、ハードウェアアクセラレータ（例えば、グラフィ
ックス処理ユニット（ＧＰＵ）、汎用グラフィックス処理ユニット（ＧＰＧＰＵ）、セル
（Ｃｅｌｌ）、フィールドプログラマブルゲートアレイ（ＦＰＧＡ）、特定用途向け集積
回路（ＡＳＩＣ）、および／または別のタイプの集積回路または処理ロジック）を含むか
、またはそれに結合することができる。
【００５４】
　コントローラ２４０はまた、カメラ１１０の所望の焦点および位置（例えば、チルト、
パン、回転、ズームなど）を決定して制御することもできる。そうするために、コントロ
ーラ２４０は、１以上のモータコントローラ２７０にコマンドを送信して、カメラ１１０
をチルト、パン、回転、および／またはズームするための１以上のモータ２７２、または
光学式ズームレンズ２１２を駆動する。
【００５５】
　メモリ２４５は、情報および／または命令を格納する任意のタイプの揮発性および／ま
たは不揮発性の記憶装置を含んでもよい。メモリ２４５は、ランダムアクセスメモリ（Ｒ
ＡＭ）または任意のタイプの動的記憶装置、リードオンリメモリ（ＲＯＭ）デバイス、ま
たは任意のタイプの静的記憶装置、磁気または光記録メモリデバイスおよびその対応する
ドライブ、またはリムーバブルメモリデバイスを含んでもよい。メモリ２４５は、カメラ
１１０による使用のための情報および命令（例えば、アプリケーションおよび／またはオ
ペレーティングシステム）およびデータ（例えば、アプリケーションデータ）を格納する
ことができる。メモリ２４５は、１以上のビットレート低減係数および／または特定のセ
ンサアレイ取り込み、画像処理、および／または１以上のビットレート低減係数が適用さ
れる符号化プロセスおよび／またはパラメータを特定する情報を格納することができる。
【００５６】
　メモリ２４５は、コントローラ２４０、画像プロセッサ２３０、ビデオエンコーダ２５
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０、および／または通信インターフェース２６０による実行のための命令を格納すること
ができる。ソフトウェア命令は、別のコンピュータ可読媒体または別の装置からメモリ２
４５に読み込むことができる。ソフトウェア命令は、コントローラ２４０、画像プロセッ
サ２３０、ビデオエンコーダ２５０、および／または通信インターフェース２６０に、本
明細書に記載のプロセスを実行させることができる。例えば、カメラ１１０は、メモリ２
４５内に格納されたソフトウェア命令を実行する、コントローラ２４０、画像プロセッサ
２３０、および／またはビデオエンコーダ２５０に応答して、画像処理（例えば、符号化
、ノイズ低減化、トランスコード、オブジェクトの検出など）に関連する動作を実行する
ことができる。あるいはまた、本明細書で説明するプロセスを実装するために、配線接続
された回路（例えば、ロジック）をソフトウェア命令の代わりに、またはソフトウェア命
令と組み合わせて使用してもよい。
【００５７】
　ビデオエンコーダ２５０は、１以上のビデオコーデック（例えば、Ｈ．２６２／ＭＰＥ
Ｇ（Moving　Pictures　Experts　Group）－２コーデック、Ｈ．２６３／ＭＰＥＧ－２Ｐ
ａｒｔ２コーデック、Ｈ．２６４／ＭＰＥＧ－４コーデック、Ｈ．２６５／ＭＰＥＧ－Ｈ
ＨＶＥＣ（High　Efficiency　Video　Coding）コーデック、および／または別のタイプ
のコーデック）に基づいてビデオデータを圧縮することができる。
【００５８】
　通信インターフェース２６０は、入力および／または出力ポート、入力および／または
出力システム、および／または他の装置へのデータの送信を促進する他の入力および出力
コンポーネントを含む回路および論理回路を含む。例えば、通信インターフェース２６０
は、有線通信のためのネットワークインターフェースカード（例えば、イーサネット（登
録商標）カード）、または無線通信のための無線ネットワークインターフェース（例えば
、ＬＴＥ（Long　Term　Evolution）、ＷｉＦｉ、Bluetoothなど）カードを含んでもよい
。
【００５９】
　図２は、カメラ１１０の例示的なコンポーネントを示しているが、他の実施形態では、
カメラ１１０は、図２に示されているものよりも少ないコンポーネント、異なるコンポー
ネント、異なる配置のコンポーネント、または追加のコンポーネントを含んでもよい。追
加的または代替的に、カメラ１１０の１以上のコンポーネントは、カメラ１１０の１以上
の他のコンポーネントによって実行されるように説明された機能を実行することができる
。例えば、コントローラ２４０は、画像プロセッサ２３０によって実行されるように説明
された機能を実行することができ、その逆も可能である。代替的または追加的に、カメラ
１１０は、図３に関して以下に説明されるようなコンピューティングモジュールを含んで
もよい。
【００６０】
　図３は、一実施形態におけるコンピューティングモジュール３００の例示的なコンポー
ネントを示すブロック図である。装置（例えば、ＶＭＳ１５０、アイトラッカー１４０、
監視ステーション１２５、および／またはディスプレイ１３０）は、１以上のコンピュー
ティングモジュール３００を含んでもよい。図３に示されるように、コンピューティング
モジュール３００は、バス３１０、プロセッサ３２０、メモリ３３０、および／または通
信インターフェース３６０を含んでもよい。いくつかの実施形態では、コンピューティン
グモジュール３００はまた、入力装置３４０および／または出力装置３５０をも含み得る
。
【００６１】
　バス３１０は、コンピューティングモジュール３００のコンポーネントまたは他の装置
の間の通信を可能にする経路を含む。プロセッサ３２０は、命令を解釈して実行する任意
のタイプのシングルコアプロセッサ、マルチコアプロセッサ、マイクロプロセッサ、ラッ
チベースのプロセッサ、および／または処理ロジック（またはプロセッサ、マイクロプロ
セッサ、および／または処理ロジックのファミリ）を含んでもよい。プロセッサ３２０は
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、特定用途向け集積回路（ＡＳＩＣ）、ＦＰＧＡ、および／または別のタイプの集積回路
または処理ロジックを含んでもよい。プロセッサ３２０は、ハードウェアアクセラレータ
（例えば、ＧＰＵ、ＧＰＧＰＵ、Ｃｅｌｌ、ＦＰＧＡ、ＡＳＩＣ、および／または別のタ
イプの集積回路または処理ロジック）を含むか、またはそれに結合することができる。
【００６２】
　メモリ３３０は、プロセッサ３２０によって実行される情報および／または命令を格納
することができる任意のタイプの動的記憶装置、および／またはプロセッサ３２０によっ
て使用される情報を格納することができる任意のタイプの不揮発性記憶装置を含んでもよ
い。例えば、メモリ３３０は、ＲＡＭまたは他のタイプの動的記憶装置、ＲＯＭ装置また
は他のタイプの静的記憶装置、磁気および／または光記録メモリ装置およびその対応する
ドライブ（例えば、ハードディスクドライブ、光学式ドライブなど）および／または取り
外し可能な形態のメモリ（例えば、フラッシュメモリ）を含んでもよい。
【００６３】
　メモリ３３０は、プロセッサ３２０によって実行される命令を格納することができる。
ソフトウェア命令は、別のコンピュータ可読媒体または別の装置からメモリ３３０に読み
込むことができる。ソフトウェア命令は、プロセッサ３２０に本明細書に記載のプロセス
を実行させることができる。あるいはまた、配線接続された回路（例えば、ロジック）を
ソフトウェア命令の代わりに、またはソフトウェア命令と組み合わせて使用して、本明細
書に記載のプロセスを実行することができる。
【００６４】
　オペレーティングシステムは、コンピューティングモジュール３００のハードウェアお
よびソフトウェアリソースを管理するためのソフトウェア命令を含んでもよい。例えば、
オペレーティングシステムは、Ｌｉｎｕｘ（登録商標）、Ｗｉｎｄｏｗｓ、ＯＳ　Ｘ、Ａ
ｎｄｒｏｉｄ、組み込みオペレーティングシステムなどを含んでもよい。特定のコンピュ
ーティングモジュール３００が内部に見つかった装置に応じて、アプリケーションおよび
アプリケーションデータは、ネットワークサービスを提供するか、またはアプリケーショ
ンを含んでもよい。
【００６５】
　通信インターフェース３６０は、コンピューティングモジュール３００が他のコンポー
ネント、装置、および／またはシステムと通信することを可能にする送信機および／また
は受信機（例えば、トランシーバ）を含んでもよい。通信インターフェース３６０は、無
線通信（例えば、高周波、赤外線、および／または視覚光学など）、有線通信（例えば、
導線、ツイストペアケーブル、同軸ケーブル、伝送ライン、光ファイバケーブル、および
／または導波路など）、またはそれらの組み合わせを介して通信することができる。通信
インターフェース３６０は、ベースバンド信号を高周波（ＲＦ）信号に変換するトランシ
ーバ、またはその逆のトランシーバを含んでもよく、アンテナアセンブリを含んでもよい
。
【００６６】
　通信インターフェース３６０は、入力および／または出力ポート、入力および／または
出力システム、および／または他の装置へのデータの送信を促進する他の入力および出力
コンポーネントを含む論理コンポーネントを含んでもよい。例えば、通信インターフェー
ス３６０は、有線通信のためのネットワークインターフェースカード（例えば、イーサネ
ットカード）および／または無線通信のための無線ネットワークインターフェース（例え
ば、ＷｉＦｉ）カードを含んでもよい。通信インターフェース４６０はまた、ケーブル、
Bluetooth（登録商標）無線インターフェース、ＲＦＩＤ（radio－frequency　identific
ation）インターフェース、ＮＦＣ（near-field　communication）無線インターフェース
、および／または１つの形態から別の形態にデータを変換する他のタイプのインターフェ
ースを介した通信のためのユニバーサルシリアルバス（ＵＳＢ）ポートを含んでもよい。
【００６７】
　いくつかの実装では、コンピューティングモジュール３００はまた、入力装置３４０お
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よび出力装置３５０も含んでもよい。入力装置３４０は、ユーザがコンピューティングモ
ジュール３００に情報を入力することを可能にすることができる。入力装置３７０は、例
えば、キーボード、マウス、ペン、マイクロフォン、リモートコントロール、オーディオ
取り込み装置、画像および／またはビデオ取り込み装置、タッチスクリーンディスプレイ
、および／または別のタイプの入力装置を含んでもよい。
【００６８】
　出力装置３５０は、情報をユーザへ出力することができる。出力装置３５０は、ディス
プレイ、プリンタ、スピーカ、および／または別のタイプの出力装置を含んでもよい。入
力装置３４０および出力装置３５０は、ユーザがコンピューティングモジュール３００に
よって実行されるアプリケーションとインタラクトすることを可能にすることができる。
「ヘッドレス」装置（例えば、配備されたリモートカメラ）の場合、入力および出力は、
主として入力装置３４０および出力装置３５０ではなく通信インターフェース３６０を介
して行われる。
【００６９】
　以下で詳細に説明するように、コンピューティングモジュール３００は、履歴注視ヒー
トマップに基づいてビットレート調整に関する特定の動作を実行することができる。コン
ピューティングモジュール３００は、コンピュータ可読媒体（例えば、メモリ３３０）に
含まれるソフトウェア命令を実行するプロセッサ３２０に応答して、これらの動作を実行
することができる。コンピュータ可読媒体は、非一時的メモリデバイスとして定義され得
る。メモリデバイスは、単一の物理メモリデバイス内に実装されてもよいし、複数の物理
メモリデバイスにわたって分散されてもよい。ソフトウェア命令は、別のコンピュータ可
読媒体または別の装置からメモリ３３０に読み込まれてもよい。メモリ３３０に含まれる
ソフトウェア命令は、プロセッサ３２０に本明細書に記載のプロセスを実行させることが
できる。あるいはまた、本明細書に記載のプロセスを実施するためにソフトウェア命令の
代わりに、またはソフトウェア命令と組み合わせて、配線接続された回路を使用すること
ができる。したがって、本明細書に記載の実装は、ハードウェア回路およびソフトウェア
の特定の組み合わせに限定されない。
【００７０】
　コンピューティングモジュール３００は、データの受信、送信、および／または処理を
支援する他のコンポーネント（図示せず）を含んでもよい。さらに、コンピューティング
モジュール３００内のコンポーネントの他の構成も可能である。他の実装では、コンピュ
ーティングモジュール３００は、図３で示されたものよりも少ないコンポーネント、異な
るコンポーネント、追加のコンポーネント、または異なる配置のコンポーネントを含んで
もよい。追加的または代替的に、コンピューティングモジュール３００の１以上のコンポ
ーネントは、コンピューティングモジュール３００の１以上の他のコンポーネントによっ
て実行されるものとして説明された１以上のタスクを実行することができる。
【００７１】
　図４は、一実施形態においてアイトラッカー１４０を有するディスプレイ１３０を見て
いるオペレータ４０２の例示的な環境４００を示す。ディスプレイ１３０は、オペレータ
４０２に情報を表示するための任意のタイプのディスプレイを含んでもよい。オペレータ
４０２は、ディスプレイ１３０を見て、監視ステーション１２５上で動作しているアプリ
ケーションを介してＶＭＳ１５０とインタラクトすることができる。例えば、オペレータ
４０２は、エリア１０６のビデオを見ることができる。
【００７２】
　アイトラッカー１４０は、監視ステーション１２５がオペレータ４０２の目がどこに集
中しているかを判定することを可能にするセンサ（例えば、カメラ）を含む。図４では、
例えば、オペレータ４０２はディスプレイ１３０の前に座っており、アイトラッカー１４
０内のセンサがオペレータ４０２の目を検出する。例えば、アイトラッカー１４０は、デ
ィスプレイ１３０上の位置（例えば、１以上のピクセルに関連付けられたピクセル値）と
して表すことができる注視点４１０を決定することができる。オペレータとディスプレイ
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１３０の相対的な位置に基づいて、オペレータ４０２の中心窩視野に対応する中心窩視野
エリア４２０（または「エリア４２０」）を見積もることができる。中心窩視野は、目の
詳細な視覚知覚に対応し、およそ１～２球面度に対応する。したがって、ディスプレイ１
３０上のエリア４２０は計算され、完全な視力を有するオペレータ４０２の視野の一部に
対応すると理解することができる。
【００７３】
　別の一実施形態では、中心窩視野エリア４２０は、特定のオペレータ４０２に対して設
定手順中に実験的に決定することができる。中心窩視野エリア４２０は、オペレータ４０
２の周辺視野に対応する、中心窩視野エリア４２０の外側の周辺視野エリア４３０とは対
照的である。注視点４１０は、エリア４２０のほぼ中央にあり、注視点４１０からオペレ
ータ４０２の目までの視線に対応する。一実施形態では、注視点４１０を特定する情報は
、ＶＭＳ１５０に伝達することができる。
【００７４】
　図５Ａは、オペレータ４０２の視点からのディスプレイ１３０を示している。図５Ａに
示されるように、ディスプレイ１３０は、注視点４１０、中心窩視野エリア４２０、およ
び周辺視野エリア４３０を含む。ディスプレイ１３０はまた、ビデオフレーム５２０を含
み、ビデオフレーム５２０内においてビデオストリームがオペレータ４０２に提示される
。この例では、フレーム５２０は、エリア１０６のカメラ１１０からのビデオストリーム
を示し、これは、ドアと、移動しているように見える個人とをたまたま含んでいる。オペ
レータ４０２の中心窩視野エリア４２０は、個人を包含し、注視点４１０は個人の顔面上
に直接存在する。他方、フレーム５２０に表示されるドアは、オペレータ４０２の周辺視
野エリア４３０に現れる。
【００７５】
　いくつかの実装では、注視ヒートマップは、注視点４１０に基づいて生成することがで
きる。他の実装では、注視ヒートマップは、中心窩視野エリア４２０に基づいて生成する
ことができる。さらに他の実装では、注視ヒートマップは、注視点４１０のサイズと中心
窩視野エリア４２０のサイズとの間のどこかのサイズのエリアに基づいて生成することが
できる。さらに他の実装では、注視ヒートマップは、中心窩視野エリア４２０よりも大き
く中心に揃ったエリアに基づいて生成することができる。
【００７６】
　図５Ｂはまた、オペレータ４０２の視点からのディスプレイ１３０を示している。しか
しながら、図５Ａとは対照的に、図５Ｂのディスプレイ１３０は、多数のフレーム５２０
－１～５２０－Ｎ（個別に「フレーム５２０」、または複数の「フレーム５２０」）を示
している。各フレーム５２０－１～５２０－Ｎは、異なるビデオストリームを提示するこ
とができるので、オペレータ４０２は複数のエリアを監視することができる。異なるスト
リームは、異なるカメラ１１０－１～１１０－Ｍによって生成され得る。他の実施形態で
は、各フレーム５２０－１～５２０－Ｎは、オペレータの前に配置された異なるディスプ
レイ１３０（例えば、壁面上、オペレータの前で円弧状、等）に表示することができる。
代替的または追加的に、各フレーム５２０－１～５２０－Ｎは、共通のカメラ１１０－ｘ
によって生成された異なるストリームを表示することができる。例えば、カメラ１１０－
ｘは、「魚眼」レンズを使用し、拡張された角度エリアからビデオを取り込むことができ
る。ビデオは、魚眼レンズによって導入された歪みを低減して、フレーム５２０－１から
５２０－Ｎに別々に提示することができる異なるエリアに対応する別々のビデオストリー
ムに、拡張された角度エリアを分離するように処理することができる。図５Ａと同様に、
図５Ｂのディスプレイ１３０は、注視点４１０、中心窩視野エリア４２０、および周辺視
野エリア４３０を含む。
【００７７】
　この例では、フレーム５２０－１は、エリア１０６－１のカメラ１１０－１からのビデ
オストリームを示すことができ、ビデオフレーム５２０－２は、エリア１０６－２のカメ
ラ１１０－２からのビデオストリームを示すことができる。図５Ｂ内のオペレータ４０２
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の中心窩視野エリア４２０は、フレーム５２０－１の大部分を包含し、注視点４１０は個
人の顔に近い。フレーム５２０に表示されるドアはまた、中心窩視野エリア４２０にある
。他方、他のフレーム５２０－２～５２０－Ｎは、オペレータ４０２の周辺視野エリア４
３０にある。注視点４１０および／または中心窩視野エリア４２０の位置は、他のフレー
ム５２０とは異なる可能性のある後続の処理のために特定のフレーム５２０－ｘを選択お
よび／または指定するために使用することができる。例えば、図５Ｂに示すように、注視
点４１０を使用して、そのフレーム５２０－１がオペレータにとって関心のあるフレーム
であることを示すために使用することができる。したがって、ビデオ監視システムは、フ
レーム５２０－１におけるビデオストリームの提示を改善するために、フレーム５２０－
１により多くのリソース（例えば、帯域幅および／または処理リソース）を割り当てるこ
とができ、オペレータの焦点（例えば、周辺視覚内）ではないフレームに対応する他のス
トリームに割り当てられたリソースを低減させることができる。
【００７８】
　図６は、カメラ１１０、ディスプレイ１３０、およびＶＭＳ１５０の機能的コンポーネ
ントの図である。カメラ１１０の機能的コンポーネントは、例えば、メモリ２４５に格納
された命令を実行するコントローラ２４０を介して実装することができる。あるいはまた
、カメラ１１０に含まれる一部または全部の機能的コンポーネントは、配線接続された回
路を介して実装することができる。ディスプレイ１３０および／またはＶＭＳ１５０の機
能的コンポーネントは、例えば、メモリ３３０に格納された命令を実行するプロセッサ３
２０を介して実装することができる。あるいはまた、ディスプレイ１３０および／または
ＶＭＳ１５０に含まれる一部または全部の機能的コンポーネントは、配線接続された回路
を介して実装することができる。
【００７９】
　図６に示されるように、カメラ１１０は、センサアレイマネージャ６１０、画像プロセ
ッサ６２０、エンコーダ６３０、およびクライアントインターフェース６４０を含んでも
よく、監視ステーション１２５は、デコーダ６５０およびディスプレイインターフェース
６６０を含んでもよく、ＶＭＳ１５０は、アイトラッカーインターフェース６７０、リソ
ースマネージャ６８０、カメラデータベース（ＤＢ）６８５、およびカメラインターフェ
ース６９０を含んでもよい。
【００８０】
　カメラ１１０からのビデオストリームは、ディスプレイ１３０への以下の処理経路に従
うことができる。センサアレイマネージャ６１０は、センサアレイ２２０にビデオストリ
ームの画像のセットを取り込むように命令する。画像プロセッサ６２０は、取り込まれた
画像に画像処理（例えば、ノイズ低減動作および／またはスケーリング動作）を実行する
ことができる。次に、エンコーダ６３０は、コーデック（例えば、ＭＰＥＧ－４など）を
使用して画像を圧縮することができる。次に、クライアントインターフェース６４０は、
符号化された画像をコンテナ（例えば、ＭＰＥＧ－４Ｐａｒｔ１４（ＭＰ４）など）にカ
プセル化し、ネットワーク１２０を介してデータユニットを介して監視ステーション１２
５にコンテナ化された符号化された画像を送信してディスプレイ１３０に表示することが
できる。デコーダ６５０は、コンテナから符号化された画像を取り出すことができ、画像
を復号し、復号された画像をディスプレイインターフェース６６０に提供することができ
る。ディスプレイインターフェース６６０は、復号された画像をバッファ内に格納するこ
とができ、ディスプレイ１３０上にビデオストリームとしてバッファからの復号された画
像をストリーミングすることができる。
【００８１】
　リソースマネージャ６８０は、環境１００に関連付けられたリソースを管理することが
できる。例えば、リソースマネージャ６８０は、カメラ１１０からネットワーク１２０を
介して監視ステーション１２５および関連付けられたディスプレイ１３０へのデータの送
信に関連するネットワークリソース、および／またはカメラ１１０、監視ステーション１
２５、および／またはディスプレイ１３０に関連するプロセッサリソースおよびメモリリ
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ソースを管理することができる。リソースマネージャ６８０は、履歴注視ヒートマップに
基づいて決定された低関心エリアに対して、カメラ１１０からディスプレイ１３０へのビ
デオストリームに関連するビットレートを低減させるようにカメラ１１０に命令すること
ができる。アイトラッカーインターフェース６７０は、アイトラッカー１４０と通信する
ように構成されてもよい。例えば、アイトラッカーインターフェース６７０は、アイトラ
ッカー１４０に関連する特定のアプリケーションプログラミングインターフェース（ＡＰ
Ｉ）を使用してアイトラッカー１４０からの特定のビデオストリームに関連付けられた注
視エリアを特定する情報を得ることができる。
【００８２】
　リソースマネージャ６８０は、アイトラッカーインターフェース６７０を介してアイト
ラッカー１４０から注視情報を収集することができ、ある時間間隔にわたって、収集され
た注視情報に基づいて履歴注視ヒートマップを生成することができる。リソースマネージ
ャ５８０は、生成された履歴注視ヒートマップをカメラＤＢ６８５に格納することができ
る。リソースマネージャ５８０は、生成された履歴注視ヒートマップに基づいてカメラ１
１０に対して１以上の低関心エリアおよび／または１以上の高関心エリアを決定すること
ができる。次に、リソースマネージャ５８０は、１以上の低関心エリアに対してビットレ
ートを低減させ、および／または１以上の高関心エリアに対してビットレートを増加させ
るようにカメラに命令することができる。
【００８３】
　カメラＤＢ６８５は、特定のカメラ１１０に関する情報を格納することができる。カメ
ラＤＢ６８５に格納され得る例示的な情報については、図７Ａを参照して後述する。カメ
ラインターフェース６９０は、カメラ１１０と通信するように構成されてもよく、カメラ
１１０に関連する特定のＡＰＩを介してリソースマネージャ６８０から命令を送信するこ
とができる。
【００８４】
　センサアレイマネージャ６１０は、１以上のセンサアレイパラメータを格納、管理、お
よび／または適用することができる。例えば、センサアレイマネージャ６１０は、センサ
アレイ２２０内の特定のセンサをオンにするべきかオフにするべきかを管理するパラメー
タ、特定のセンサ用のサンプリングレート、特定のセンサ用の感度係数、および／または
他のタイプのセンサパラメータを格納することができる。さらに、センサアレイマネージ
ャ６１０は、センサアレイ２２０によって取り込まれた画像のタイプを決定するために、
センサアレイ２２０のための１以上の設定を格納することができる。例えば、第１の設定
は通常の画像に対応することができ、第２の設定は、広角またはパノラマ画像に対応する
ことができ、第３の設定は、低い照明設定に対応することができるなどである。センサア
レイマネージャ６１０は、ＶＭＳ１５０によって決定された注視ヒートマップに基づいて
、センサアレイ２２０の低関心エリアのビットレートを調整するために、ＶＭＳ１５０か
らの命令を受信して、格納されたパラメータのうちの１以上を調整することができる。
【００８５】
　画像プロセッサ６２０は、１以上の画像処理パラメータを格納、管理、および／または
適用することができる。例えば、画像プロセッサ６２０は、ノイズ低減プロセス（例えば
、ローパスフィルタ）に関連するパラメータ、スケーリング処理に関連するパラメータ、
および／またはビデオストリームの領域に関連付けられたビットレートを変化させるのに
使用することができる他のタイプの画像処理パラメータを格納することができる。画像プ
ロセッサ６２０は、ＶＭＳ１５０によって決定された注視ヒートマップに基づいてビデオ
ストリームの低関心エリアにおけるビットレートを調整するために、格納されたパラメー
タのうちの１以上を調整するためのＶＭＳ１５０からの命令を受信することができる。
【００８６】
　エンコーダ６３０は、イントラフレーム（フレーム内）符号化パラメータおよびインタ
ーフレーム（フレーム間）符号化パラメータを含む１以上の符号化パラメータを格納、管
理、および／または適用することができる。例えば、エンコーダ６３０は、ビデオストリ
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ームの特定の領域および／またはオブジェクトに対する量子化パラメータ（ＱＰ）を格納
し、離散コサイン変換（ＤＣＴ）のための係数のセット、予測誤差パラメータの平均絶対
差（ＭＡＤ）、および／または他の符号化パラメータを格納することができる。エンコー
ダ６３０は、ＶＭＳ１５０によって決定された注視ヒートマップに基づいてビデオストリ
ームの低関心エリアにおけるビットレートを調整するために、格納された符号化パラメー
タのうちの１以上を調整するためのＶＭＳ１５０からの命令を受信することができる。
【００８７】
　クライアントインターフェース６４０は、１以上の画像送信パラメータを格納、管理、
および／または適用することができる。例えば、クライアントインターフェース６４０は
、ＱｏＳ（Quality　of　Service）パラメータを格納することができる。クライアントイ
ンターフェース６４０は、ＶＭＳ１５０によって決定された注視ヒートマップに基づいて
ビデオストリームの低関心エリアにおけるビットレートを調整するために、格納された符
号化パラメータの１以上を調整するためのＶＭＳ１５０からの命令を受け取ることができ
る。
【００８８】
　図６は、カメラ１１０、ディスプレイ１３０、およびＶＭＳ１５０の例示的な機能的コ
ンポーネントを示しているが、他の実装では、カメラ１１０、ディスプレイ１３０、また
はＶＭＳ１５０は、図６に示されたものよりも少ない機能的コンポーネント、異なる機能
的コンポーネント、異なる配置の機能的コンポーネント、または追加の機能的コンポーネ
ントを含んでもよい。また、カメラ１１０、ディスプレイ１３０、およびＶＭＳ１５０の
コンポーネント（またはコンポーネントの任意のグループ）のうちの任意の１つは、カメ
ラ１１０、ディスプレイ１３０、およびＶＭＳ１５０の１以上の他の機能的コンポーネン
トによって実行されるものとして説明された機能を実行することができる。
【００８９】
　図７Ａは、図６のカメラデータベースの例示的コンポーネントの図である。図７Ａに示
すように、カメラＤＢ６８５は、１以上のカメラレコード７０１を格納することができる
。各カメラレコード７０１は、特定のカメラ１１０に関連する情報を格納することができ
る。カメラレコード７０１は、カメラ識別子（ＩＤ）フィールド７１０、注視ヒートマッ
プ７２０、低関心エリアフィールド７３０、およびビットレート低減フィールド７４０を
含んでもよい。
【００９０】
　カメラＩＤフィールド７１０は、特定のカメラ１１０に関連付けられた１以上のＩＤを
格納することができる。例えば、カメラＩＤは、特定のカメラ１１０に対するメディアア
クセスコントロール（ＭＡＣ）アドレス、特定のカメラ１１０に対するインターネットプ
ロトコル（ＩＰ）アドレス、ＶＭＳ１５０によって特定のカメラ１１０に割り当てられた
名前、および／または別のタイプのＩＤを格納することができる。さらに、カメラＩＤフ
ィールド７１０は、特定のカメラ１１０に対する製造・モデル情報および／または特定の
カメラ１１０にインストールされたソフトウェアバージョンを格納することができる。ま
た、カメラＩＤフィールド７１０は、ＶＭＳ１５０が特定のカメラ１１０との安全な接続
を確立することを可能にする、特定のカメラ１１０に対する認証情報を含んでもよい。
【００９１】
　注視ヒートマップ７２０は、特定のカメラ１１０に対する注視ヒートマップ情報を格納
することができる。例えば、ビデオストリームの各位置（例えば、ピクセル、ピクセルの
セットなど）は、注視情報を示すデータ点のセットと関連付けられ得る。注視ヒートマッ
プ７２０内に格納され得る例示的な情報については、図７Ｂを参照して後述する。
【００９２】
　低関心エリアフィールド７３０は、特定のカメラ１１０に対して１以上の低関心エリア
を特定する情報を格納することができる。さらに、１以上の高関心エリアもまた、低関心
エリアフィールド７３０内で特定することができる。また、低関心エリアフィールド７３
０は、特定の時刻、特定の曜日、特定のカメラ１１０に対する特定のパン、チルト、ズー
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ム、回転、および／または画像タイプの設定、特定のイベントタイプ、特定のオペレータ
、および／または他のタイプのパラメータに対して、１以上の低関心エリアを特定するこ
とができる。各低関心エリアは、特定のカメラ１１０からのビデオストリーム内のピクセ
ルのセットとして特定され得る。
【００９３】
　ビットレート低減フィールド７４０は、特定の状況において適用されるべき１以上のビ
ットレート低減係数を特定することができる。また、ビットレート低減フィールド７４０
は、特定のカメラ１１０に関連付けられたビデオストリームに現在適用されている１以上
のビットレート低減係数を特定することができる。例えば、ビットレート低減フィールド
７４０は、１以上のセンサアレイマネージャ６１０パラメータ、１以上の画像プロセッサ
６２０パラメータ、１以上のエンコーダパラメータ、および／または１以上のクライアン
トインターフェース６４０パラメータを特定することができる。エンコーダパラメータは
、ビットレートに影響を与えるように調整することができる異なる規格の符号化プロファ
イルを含んでもよい。例えば、Ｈ．２６４ビデオ符号化規格を使用する場合、選択可能な
符号化プロファイルには、Baseline，Extended，Main，High，High　１０、High　４：２
：２、およびHigh　４：４：４　Predictiveが含まれる。追加的または代替的に、より低
いレベルの符号化パラメータを調整して、ビットレートをさらに調整してもよい。例えば
、ＭＰＥＧ符号化規格に対して、量子化スケーリング行列を選択して、符号化されたイン
トラフレームのビットレートを低減させるために量子化を増加させることができる。さら
に、変化閾値レベルを調整して、符号化されたインターフレームに対する圧縮率を変更し
てもよい。例えば、Ｐフレームおよび／またはＢフレームを符号化するときに、動きのた
めの閾値を上げることができ、こうして符号化されたビデオストリームに対してビットレ
ートを下げるより少ない変化が符号化される。
【００９４】
　図７Ａは、カメラＤＢ６８５の例示的なコンポーネントを示しているが、他の実装では
、カメラＤＢ６８５は、図７Ａに示されるものよりも少ないコンポーネント、異なるコン
ポーネント、異なる配置のコンポーネント、または追加のコンポーネントを格納すること
ができる。
【００９５】
　図７Ｂは、注視ヒートマップ７２０の例示的なコンポーネントを示している。図７Ｂに
示すように、注視ヒートマップ７２０は、一組の位置レコード７５０を含んでもよい。各
位置レコード７５０は、カメラレコード７０１に関連するカメラ１１０のビデオストリー
ム内の特定の位置についての注視情報および追加情報を格納することができる。位置レコ
ード７５０は、位置フィールド７５２、値フィールド７５４、および１以上の注視情報レ
コード７６０を含んでもよい。
【００９６】
　位置フィールド７５２は、特定の位置を特定することができる。例えば、位置フィール
ド７５２は、カメラ１１０からのビデオフレームの、ピクセル、サブピクセル、ピクセル
の組、エリア、および／または別のサブユニットを特定することができる。値フィールド
７５４は、特定の位置に関連付けられた１以上の注視ヒートマップの値を格納することが
できる。例えば、値フィールド７５４は、多数回の注視点４１０の正規化された値、また
は特定の時間間隔の特定の位置に含まれる注視情報の他の尺度（例えば、中心窩視野エリ
ア４２０、注視点４１０の周りの指定された半径を有するエリアなど）を格納することが
できる。特定の時間間隔が進行中である場合、値フィールド７５４は、新たな注視情報が
アイトラッカー１４０から受信されると、更新され続けることができる。
【００９７】
　さらに、値フィールド７５４は、追加の値を格納することができる。例えば、値フィー
ルド７５４は、パラメータ（例えば、時刻、カメラ設定など）に基づいてフィルタリング
された注視情報レコード７６０のサブセットに対応する値を格納することができる。さら
に、値フィールド７５４は、低関心エリアを決定するための１以上の閾値、および／また
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は高関心エリアを決定するための１以上の閾値を格納することができる。例えば、異なる
閾値は、カメラ１１０からのビデオストリームに対する帯域幅および／またはプロセッサ
負荷の所望の低減に基づいて設定することができる。帯域幅および／またはプロセッサ負
荷のより高い低減が選択される場合、より高い閾値を選択することができ、これは、より
多くの位置が注視ヒートマップ７２０からフィルタリングされる結果をもたらす可能性が
あり、より高い低関心エリアをもたらす。
【００９８】
　各注視情報レコード７６０は、特定の位置に関連付けられた特定の注視情報データ点に
関する情報を格納することができる。注視情報レコード７６０は、注視点フィールド７６
２、タイムスタンプフィールド７６４、カメラ設定フィールド７６６、オペレータフィー
ルド７６８、およびイベントタイプフィールド７７０を含んでもよい。
【００９９】
　注視点フィールド７６２は、特定の注視点データ点を特定することができる。例えば、
注視点フィールド７６２は、アイトラッカー１４０から受信した注視情報データを格納す
ることができる。タイムスタンプフィールド７６４は、特定の注視点データ点のタイムス
タンプ（例えば、時間および日付）を含んでもよい。カメラ設定フィールド７６６は、特
定の注視点データ点に関連付けられた１以上のカメラ設定を特定することができる。カメ
ラ設定情報は、ディスプレイ１３０に関連するコンピュータ装置から、および／またはカ
メラインターフェース６９０を介してカメラ１１０から受信することができる。カメラ設
定情報は、パン設定、チルト設定、回転設定、および／またはズーム設定を特定する情報
を含んでもよい。さらに、カメラ設定情報は、特定の画像タイプ設定（例えば、標準角設
定、広角設定、魚眼レンズ設定、カラーフィルタ設定、光源設定、センサアレイ設定（例
えば、可視光、赤外光など）、および／または別のタイプの画像タイプ設定）を特定する
ことができる。
【０１００】
　オペレータフィールド７６８は、注視点データ点に関連付けられた特定のオペレータを
特定することができる。例えば、異なるオペレータは、ビデオフレームの異なる部分を見
ることを好む場合がある。オペレータは、例えば、ディスプレイ１３０に関連付けられた
コンピュータ装置から得られたログイン情報に基づいて特定することができる。イベント
タイプフィールド７７０は、特定の注視点データ点に関連付けられたイベントタイプを特
定することができる。例えば、ＶＭＳ１５０は、特定の注視点データ点が取得された時点
で特定のセンサ（例えば、モーションセンサ、ドアセンサ、火災警報センサ、マイクロフ
ォン、人数計測センサ、ガレージ内の車両センサ、および／または別のタイプのセンサ）
がカメラ１１０に接続されて起動されたというデータを取得することができる。さらに、
ＶＭＳ１５０は、監視エリア１０６に関連付けられたカレンダー情報（例えば、特定のエ
リアのためにスケジュールされたイベント（例えば、会議のために予約された会議室、ス
ケジュールされている保守、スケジュールされている火災警報など））を受信するように
構成されてもよい。
【０１０１】
　図７Ｂは、注視ヒートマップ７２０の例示的なコンポーネントを示しているが、他の実
装では、注視ヒートマップ７２０は、図７Ｂに示されるものよりも少ないコンポーネント
、異なるコンポーネント、異なる配置のコンポーネント、または追加のコンポーネントを
格納することができる。
【０１０２】
　図８は、本明細書に記載される一実装に係る注視エリアに基づいてビットレートを制御
するプロセスのフローチャートである。１つの実装では、図８のプロセスは、ＶＭＳ１５
０によって実行することができる。他の実装では、図８のプロセスの一部または全部は、
ＶＭＳ１５０とは別個の、および／またはＶＭＳ１５０を含む別の装置または装置のグル
ープ（例えば、カメラ１１０および／または監視ステーション１２５）によって実行され
得る。
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【０１０３】
　図８のプロセスは、カメラからビデオストリームを受信すること（ブロック８１０）と
、ビデオストリームをディスプレイ上に表示すること（ブロック８２０）と、を含んでも
よい。例えば、オペレータは、監視ステーション１２５および／またはディスプレイ１３
０に関連付けられたコンピュータ装置にログインすることができ、１以上のカメラ１１０
を構成するためにＶＭＳ１５０にログインすることができる。ＶＭＳ１５０は、監視エリ
ア１０６のビデオストリームをディスプレイ１３０に提供するようにカメラ１１０を構成
してもよく、ディスプレイ１３０は、カメラ１１０からビデオストリームデータを受信し
続け、ビデオストリームデータを表示し続けることができる。
【０１０４】
　アイトラッキングセンサを介してディスプレイを見ているオペレータに対して、注視情
報が取得され得る（ブロック８３０）。例えば、アイトラッカー１４０は、注視点４１０
および／または中心窩視野エリア４２０を決定するためにオペレータの目を監視し、決定
された注視点４１０および／または中心窩視野エリア４２０に基づいて注視エリアを決定
することができる。決定された注視エリアを特定する情報は、ＶＭＳ１５０のリソースマ
ネージャ６８０に提供され得る。あるいはまた、アイトラッカー１４０からの生データが
ＶＭＳ１５０に提供されてもよく、ＶＭＳ１５０は生データに基づいて注視エリアを決定
してもよい。
【０１０５】
　取得された注視情報に基づいて、ビデオストリームのための履歴注視ヒートマップが生
成され得る（ブロック８４０）。例えば、ＶＭＳ１５０は、ビデオストリームの各位置に
対して注視情報を追加することができ、オペレータの注視点４１０（および／または中心
窩視野エリア４２０）が何回またはどれくらいの頻度でその位置に出現したかを示す各位
置の値を生成することができる。ＶＭＳ１５０は、生成された値を使用して、ビデオスト
リームに対して低関心（および／または高関心）エリアを特定することができる。
【０１０６】
　いくつかの実装では、ＶＭＳ１５０は、オペレータまたは管理者が見るために利用可能
とすることができる注視ヒートマップのグラフィック表示を生成することができる。ＶＭ
Ｓ１５０は、グラフィック表示内において注視ヒートマップ内の各値に陰影または色を割
り当てることができる。例えば、オペレータの注視点４１０と頻繁に関連付けられた位置
に対応する高い値に暗い陰影または色を割り当てることができ、オペレータの注視点４１
０とより低い頻度で関連付けられた位置に対応する低い値に明るい陰影または色を割り当
てることができる。
【０１０７】
　ビデオストリームに対する低関心エリアは、生成された履歴注視ヒートマップに基づい
て決定することができる（ブロック８５０）。例えば、ＶＭＳ１５０は、履歴注視ヒート
マップを分析して、履歴注視の出現頻度が低いエリアを特定することができる。低関心エ
リアの閾値が、ビデオストリーム内の特定の位置（例えば、ピクセルまたはピクセルのセ
ット）に対して設定され、その位置が低関心エリアの要件を満たすかどうかを決定するこ
とができる。一例として、オペレータが単位時間当たり（例えば、１時間当たり）に閾値
回数未満の位置を見る場合、その位置は低関心エリアとして指定することができる。別の
一例として、オペレータが、ビデオストリームを見ている総時間量のうちの閾値パーセン
テージ未満の時間、その位置を見る場合、その位置は低関心エリアとして指定することが
できる。同様の手順を使用して、高関心エリアを特定することができる。例えば、オペレ
ータが、単位時間当たり（例えば、１時間当たり）に閾値回数以上の位置を見る場合、お
よび／またはオペレータが、ビデオストリームを見ている総時間量のうちの閾値パーセン
テージを超える時間、その位置を見る場合、その位置を高関心エリアとして指定すること
ができる。
【０１０８】
　カメラＤＢ６８５の注視ヒートマップ７２０に関して上述したように、注視ヒートマッ
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プ内の各位置は、各注視情報データ点に対して追加情報（例えば、時間および日付情報、
カメラ設定情報、オペレータ情報、および／またはイベントタイプ情報）を含んでもよい
。追加情報は、注視ヒートマップに含まれる任意のパラメータに関して注視ヒートマップ
を精緻化するために使用することができる。精緻化された注視ヒートマップを使用して、
特定のパラメータに関して低関心（および／または高関心）エリアを生成することができ
る。
【０１０９】
　したがって、異なる低関心エリア（および／または高関心エリア）が、履歴注視ヒート
マップに対する異なるフィルタリング基準に対して選択されてもよい。例えば、異なる時
刻、異なる曜日、異なるカメラ設定、異なるオペレータ、および／または異なるイベント
タイプに対して異なる低関心エリアが選択され得る。
【０１１０】
　さらに、いくつかの実装では、精緻化された注視ヒートマップのグラフィック表示を生
成することができ、オペレータまたは管理者が見るために利用可能にすることができる。
したがって、例えば、特定の時刻に対する注視ヒートマップのグラフィック表示が生成さ
れ得る。
【０１１１】
　カメラは、低関心エリアにおけるビデオストリームのビットレートを減少させるように
命令されてもよい（ブロック８６０）。例えば、ＶＭＳ１５０は、特定のカメラ１１０に
対するビットレート低減フィールド７４０から、１以上のビットレート低減係数（例えば
、センサアレイビットレート低減係数、画像処理ビットレート低減係数、符号化ビットレ
ート低減係数、および／または画像送信ビットレート低減係数）を選択することができる
。一例として、ＶＭＳ１５０は、低関心エリアに関連付けられたセンサアレイ２２０内の
センサのサブセットのサンプリングレートを調整するように、低関心エリアをダウンサン
プリングするように（例えば、解像度を下げるように）、低関心エリアにおいてノイズ低
減プロセスを増加させるように、低関心エリアにおいて符号化圧縮パラメータを増加させ
るように、および／または低関心エリアにおいてビットレートを低減させることができる
別のパラメータを調整するように選択することができる。
【０１１２】
　図９Ａ～図９Ｄは、本明細書に記載の１以上の実装に係る例示的な注視ヒートマップシ
ナリオの図である。図９Ａに示すように、ディスプレイ１３０上のビデオフレームセット
９０１は、４つの異なるカメラ１１０からのビデオストリームを含んでもよい。フレーム
９１０は、オフィスビルの入口ロビーを監視するカメラからのビデオストリームを表示す
る。ロビーは、入り口のドア、前庭、および廊下を含んでいる。フレーム９１２は、ドア
までの通路を備えた駐車場を監視するカメラからのビデオストリームを表示する。フレー
ム９１４は、小個室（キュービクル）を有するオフィススイートを監視するカメラからの
ビデオストリームを表示する。フレーム９１６は、路地に開口する裏口を監視するカメラ
からのビデオストリームを表示する。
【０１１３】
　図９Ｂは、ビデオフレームセット９０１に対して生成された注視ヒートマップ９０２の
セットを示す。注視ヒートマップ９０２のセットは、注視ヒートマップ７２０に記憶され
た情報のグラフィック表示に対応することができる。注視ヒートマップ７２０の特定の位
置７５２での値が閾値以下である場合、その位置は、グラフィック表示内で、または低関
心エリアを決定する目的で、注視ヒートマップ７２０に含まれないものとして指定するこ
とができる。注視ヒートマップ７２０のグラフィック表示は、オペレータまたは管理者に
対して、または要求に基づいて生成され、表示することができる。また、特定された低関
心エリアが、注視ヒートマップとともに表示されてもよい。いくつかの実装では、ユーザ
またはオペレータは、注視ヒートマップ７２０のグラフィック表示を表示するグラフィカ
ルユーザインターフェースを介して、１以上の低関心エリアを手動で選択することができ
、または特定された低関心エリアを手動で調整することができる。
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【０１１４】
　注視ヒートマップ９２０は、フレーム９１０に対応する。注視ヒートマップ９２０は、
オペレータがメインドアと、人々がメインドアから前庭および側部廊下へと歩く通路とを
見ることに大部分の時間を費やしていることを示している。フレーム９１０は、これらの
エリア内で歩いている、または立っている人はほとんどいないので、オペレータが比較的
低い時間量を見るのに費やしているフレーム９１０のエリアに対応する低関心エリア９２
２および低関心エリア９２４を含む。
【０１１５】
　注視ヒートマップ９３０は、フレーム９１２に対応する。注視ヒートマップ９３０は、
オペレータが建物の入り口および駐車場の歩道を見るのに大部分の時間を費やしているこ
とを示している。フレーム９１２は、低関心エリア９３２、低関心エリア９３４、および
低関心エリア９３６を含み、これらはオペレータが比較的低い時間量を見るのに費やして
いるフレーム９１２のエリア（例えば、歩道の隣の芝生）に対応する。
【０１１６】
　注視ヒートマップ９４０は、フレーム９１４に対応する。注視ヒートマップ９４０は、
オペレータが小個室および小個室間の通路を見るのに大部分の時間を費やしていることを
示している。フレーム９１４は、低関心エリア９４２、低関心エリア９４４、および低関
心エリア９４６を含み、これらは、オペレータがあまり頻繁には見ないフレーム９１４の
エリア（例えば、小個室の上の壁または前景内で小個室を分離する壁）に対応する。
【０１１７】
　注視ヒートマップ９５０は、フレーム９１６に対応する。注視ヒートマップ９５０は、
オペレータが、人々が喫煙するために出ていく階段および近くのエリア、および近くに歩
いて出かける際に時々通る裏口に通じる路地を見るのに時間の大部分を費やしていること
を示している。フレーム９１６は、あまり多くの歩行者交通を見ないので、オペレータが
比較的低い時間量を見るのに費やしている低関心エリア９５２を含む。
【０１１８】
　図９Ｃおよび図９Ｄは、異なる時刻に対する注視ヒートマップ９０３および９０４のセ
ットを示す。図９Ｃに示すように、注視ヒートマップ９０３は、フレーム９１０、９１２
、９１４、および９１６のビデオストリームを提供するカメラ１１０に関連付けられた建
物に従業員が入る朝のラッシュアワー時間に対応することができる。路地に開口する裏口
を監視しているカメラからのビデオストリームに対するフレーム９１６は、朝の時間の間
は、この時間中にこのエリアを頻繁に訪れる人はいないので、オペレータからの注目を集
める可能性はない。したがって、フレーム９１６の全体を低関心エリア９５４として指定
することができ、フレーム９１６に対するビデオストリーム全体のビットレートをこれら
の時間中に低減させることができる。
【０１１９】
　図９Ｄに示されるように、注視ヒートマップ９０４は、従業員がフレーム９１０、９１
２、９１４、９１６のビデオストリームを提供するカメラ１１０に関連付けられた建物を
離れている夜間に対応することができる。フレーム９１０および９１４は、この時間中に
オペレータからの注目をあまり集めないかもしれない。例えば、オペレータは、ロビーへ
のフロントドアを監視し続けてもよいが、夜間に人は移動しないので、ロビーの前庭を監
視しなくてもよい。したがって、低関心エリア９２２および９２４は、夜間に低関心エリ
ア９２８に拡大することができる。同様に、オペレータは、フレーム９１４内の小個室を
観察するのに時間をあまり費やさない可能性があり、夜間に低関心エリア９４２、９４４
、および９４６を低関心エリア９４８および９４９に変更することができる。
【０１２０】
　この出願は、本特許出願と同日に出願された以下の特許出願を参照として本明細書に援
用する。２０１６年１２月３０日に出願された「注視制御されたビットレート（Gaze　Co
ntrolled　Bit　Rate）」と題された米国特許出願第１５／３９５，８５６号（代理人整
理番号Ｐ１６００６９／ＵＳ（００９０－００２２）、２０１６年１２月３０日に出願さ
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れた「ビデオ管理システムにおける注視に基づく警報マスキング（Alarm　Masking　Base
d　on　Gaze　in　Videｏ　Management　System）」と題された米国特許出願第１５／３
９５，４０３号（代理人整理番号Ｐ１６０１９１（００９０－００２３））、および２０
１６年１２月３０日に出願された「注視に基づくブロックレベルフレームレート制御（Bl
ock　Level　Frame　Rate　Control　Based　on　Gaze）」と題された米国特許出願第１
５／３９５，７９０号（代理人整理番号Ｐ１６０１９３（００９０－００２４））。
【０１２１】
　以上、様々な好ましい実施形態について、添付図面を参照して説明してきた。しかしな
がら、特許請求の範囲に記載された本発明のより広い範囲から逸脱することなく、様々な
修正および変更を行うことができ、追加の実施形態が実施可能であることは明らかであろ
う。したがって、本明細書および図面は、限定的ではなく例示的な意味で考慮されるべき
である。
【０１２２】
　例えば、図８に関して一連のブロックを説明してきたが、ブロックの順序は、他の実装
で変更することができる。また、依存していないブロックおよび／または信号フローは、
並行して実行することができる。
【０１２３】
　上述したようなシステムおよび／または方法は、図に示す実装において、ソフトウェア
、ファームウェア、およびハードウェアの多くの異なる形態で実施することができること
は明らかであろう。これらのシステムおよび方法を実施するために使用される実際のソフ
トウェアコードまたは特殊化された制御ハードウェアは、本実施形態を限定するものでは
ない。したがって、システムおよび方法の動作および挙動は、特定のソフトウェアコード
を参照することなく説明された。すなわち、ソフトウェアおよび制御ハードウェアは、本
明細書の記載に基づいてシステムおよび方法を実施するように設計可能であることが理解
される。
【０１２４】
　さらに、上述の特定の部分は、１以上の機能を実行するコンポーネントとして実装され
てもよい。本明細書で使用されるコンポーネントは、ハードウェア（例えば、プロセッサ
、ＡＳＩＣ、またはＦＰＧＡ）またはハードウェアとソフトウェアの組み合わせ（例えば
、ソフトウェアを実行するプロセッサ）を含んでもよい。本明細書で使用される「例示的
」という用語は、「例示のための一例として」を意味する。
【０１２５】
　本明細書中で使用される場合、用語「含む（comprises）」および「含む（comprising
）」は、記載された構成、整数、工程、またはコンポーネントの存在を特定するものと解
釈されるが、１以上の他の構成、整数、工程、コンポーネント、またはそれらのグループ
の存在または追加を除外しない。
【０１２６】
　本明細書で使用される用語「ロジック」は、１以上のメモリデバイス内に格納された命
令を実行するように構成された１以上のプロセッサの組み合わせを指すことができる、ハ
ードウェア回路を指すことができる、および／またはそれらの組み合わせを指すことがで
きる。さらに、ロジックは、単一のデバイス内に含まれることができる、または複数の（
場合によっては遠隔の）デバイスに分散させることができる。
【０１２７】
　本発明を説明および定義する目的で、本明細書では、「実質的に」という用語は、定量
的な比較、値、測定値、または他の表現に起因する可能性のある不確実性の固有の程度を
表すために利用される。「実質的に」という用語はまた、本明細書では、定量的表現が、
問題の主題の基本機能に変化をもたらすことなく、記載された基準から変動する程度を表
すためにも利用される。
【０１２８】
　本出願で使用されている要素、動作、または命令は、本実施形態にとって重大であるま
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たは必須であるとは、そのように明示的に記載されていない限り、解釈されるべきではな
い。また、本明細書で使用する場合、冠詞「a」は、１以上の項目を含むことを意図して
いる。さらに、「に基づいて」というフレーズは、特に断りのない限り、「少なくとも部
分的に基づいて」を意味することを意図している。
【符号の説明】
【０１２９】
　１１０　カメラ
　１３０　ディスプレイ
　３２０　プロセッサ
　３３０　メモリ
　４０２　オペレータ

【図１】 【図２】
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【図３】 【図４】

【図５Ａ】

【図５Ｂ】

【図６】



(29) JP 6453991 B2 2019.1.16

【図７Ａ】

【図７Ｂ】

【図８】

【図９Ａ】

【図９Ｂ】

【図９Ｃ】

【図９Ｄ】
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