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(57)【要約】
　モデルベース較正と、例えば、ｘ変位、ｙ変位、又は画像視差データに従って距離を解
明するルックアップテーブルの利用を通じて、３次元イメージングシステムの精度を向上
させる。１つの実施形態では、ルックアップテーブル（単数又は複数）は、較正結果を計
算するための局所的パラメータ化データを格納する。
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【特許請求の範囲】
【請求項１】
　複数の較正画像セットを取得する工程、及び
　前記較正画像セットからルックアップテーブルシステムを構築する工程であって、ルッ
クアップテーブルシステムは、較正３次元データを計算するための１つ以上のパラメータ
と画像セットデータとを関連付ける工程を含む、方法。
【請求項２】
　画像セットを取得する工程であって、各画像セットに前記画像セットの処理メッシュ内
の位置と関連付けられている少なくとも１つの視差値が含まれる工程、
　前記処理メッシュ内の位置及び前記少なくとも１つの視差値をルックアップテーブルシ
ステムに適用する工程であって、ルックアップテーブルシステムは１つ以上のパラメータ
に対応する工程、及び
　１つ以上のパラメータ及び視差値から較正３次元データを計算する工程を含む、方法。
【請求項３】
　前記１つ以上のパラメータを用いて１つ以上のモデルパラメータを計算し、それが較正
３次元データを計算するため用いられる、請求項２に記載の方法。
【請求項４】
　前記ルックアップテーブルシステムが複数のルックアップテーブルを含む、請求項２に
記載の方法。
【請求項５】
　前記複数のルックアップテーブルが、処理メッシュの各インデックスに対して１つのル
ックアップテーブルを含む、請求項４に記載の方法。
【請求項６】
　前記複数のルックアップテーブルが、画像セットの各独立変数に対して１つのルックア
ップテーブルを含む、請求項４に記載の方法。
【請求項７】
　前記視差値が視差の大きさを含む、請求項２に記載の方法。
【請求項８】
　前記視差値が視差ベクトルを含む、請求項２に記載の方法。
【請求項９】
　前記視差値が、ｘ変位又はｙ変位の少なくとも１つを含む、請求項２に記載の方法。
【請求項１０】
　前記ルックアップテーブルシステムが、深度依存性ひずみに対してパラメータ化されて
いる請求項２に記載の方法。
【請求項１１】
　前記ルックアップテーブルシステムが、放射ひずみ及び接線ひずみの少なくとも１つに
対してパラメータ化されている請求項２に記載の方法。
【請求項１２】
　前記ルックアップテーブルを構築する工程が、画像セットから得たデータをパラメータ
化されたカメラモデルに適合させることによって、較正を精密化することを含む、請求項
２に記載の方法。
【請求項１３】
　ルックアップテーブルを構築する工程が、カメラモデルに基づき１つ以上のパラメータ
値を補間することを含む、請求項２に記載の方法。
【請求項１４】
　マルチチャネルイメージングシステムを較正する方法であって、
　前記イメージングシステムの第１のチャネル用のモデルを割り出す工程、
　画像データセットを得るとともに、前記画像データセットからのデータを前記モデルに
適合することによって、第１のチャネルを較正する工程、及び
　前記画像データセットの１つ以上の視差値を既知の深度にマッピングすることによって
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、第２のチャネルを較正する工程を含む、方法。
【請求項１５】
　前記モデルが、少なくとも１つの深度依存性項目を含む、請求項１４に記載の方法。
【請求項１６】
　前記第１のチャネルが、前記イメージングシステムのセンターチャネルである、請求項
１４に記載の方法。
【請求項１７】
　前記第２のチャネルが、前記イメーシングシステムのオフセンターチャネルである、請
求項１４に記載の方法。
【請求項１８】
　前記モデルは前記イメージングシステムの既知の特性が採用されており、前記既知の特
性が、ひずみ、光軸、焦点距離、主点距離、及び主点位置のうちの少なくとも１つを含む
、請求項１４に記載の方法。
【請求項１９】
　前記第２のチャネルを較正する工程が、前記画像データセットから得たデータをワール
ド座標系内の少なくとも１つのＸ、Ｙ、Ｚ点にマッピングすることを含む、請求項１４に
記載の方法。
【請求項２０】
　複数の光学チャネルであって測定容量内の点に画像データを提供する光学チャネル、
　メモリ内に格納されているルックアップテーブルであって深度依存性モデルの１つ以上
のパラメータが格納されているルックアップテーブル、及び
　前記画像データと前記ルックアップテーブルとから得た１つ以上のパラメータを適用し
て、較正アウトプットを復元させるように構成されているプロセッサを備える、イメージ
ングシステム。
【請求項２１】
　前記較正アウトプットが、深度を含む、請求項２０に記載のイメージングシステム。
【請求項２２】
　前記較正アウトプットが、カメラ座標系内の３次元データを含む、請求項２０に記載の
イメージングシステム。
【請求項２３】
　前記画像データの１つ以上の視差値によって、前記ルックアップテーブルにインデック
スが付してある、請求項２０に記載のイメージングシステム。
【請求項２４】
　１つ以上の処理メッシュ座標によって、前記ルックアップテーブルにインデックスが付
してある、請求項２０に記載のイメージングシステム。
【請求項２５】
　前記複数の光学チャネルが、センターチャネルを含む、請求項２０に記載のイメージン
グシステム。
【請求項２６】
　イメージングシステムの較正を精密化する方法であって、
　１つ以上の既知のパラメータを有する３次元物体を含む測定容量から画像データを得る
工程、
　前記画像データ内の前記３次元物体の第１の投影輪郭を識別する工程、
　前記１つ以上の既知のパラメータと前記イメージングシステムのモデルを用いて前記３
次元物体の第２の投影輪郭を分析的に割り出す工程、及び
　前記第１の投影輪郭と前記第２の投影輪郭の偏差を最小化することによって、前記イメ
ージングシステムの較正を精密化する工程を含む、方法。
【請求項２７】
　前記３次元物体が球体であり、且つ前記１つ以上の既知のパラメータが、前記球体の半
径を含む、請求項２６に記載の方法。



(4) JP 2009-509582 A 2009.3.12

10

20

30

40

50

【請求項２８】
　平面、
　前記平面上で既知の位置を有する複数の基点、及び
　前記複数の基点間のランダムパターンを備える、較正ターゲット。
【請求項２９】
　前記複数の基点が、中央基点及び方形グリッド上に規則正しい間隔で並んでいる複数の
追加の基点を含む、請求項２８に記載の較正ターゲット。
【請求項３０】
　前記複数の基点の少なくとも１つと前記ランダムパターンが、前記平面上に投影されて
いる、請求項２８に記載の較正ターゲット。
【発明の詳細な説明】
【技術分野】
【０００１】
　１．発明の分野
　本発明は、３次元スキャニングに関するものであり、さらに具体的には、３次元データ
抽出時のアーチファクトに対処するための技法に関するものである。
【０００２】
　（関連出願）
　本出願は、２００５年９月２２日申請の米国出願第６０／７２０，２３８号、２００６
年１月２０日申請の米国出願第６０／７６０，９０２号、及び２００６年２月２２日申請
の米国出願第６０／７７５，６４３号という同一所有者による米国暫定特許出願の優先権
を主張するものであり、これらの特許の各々は、参照することにより全体が本明細書に組
み込まれる。
【背景技術】
【０００３】
　２．関連技術の説明
　３次元イメージング用データの収集には一般に、例えばイメージング対象、周囲条件、
並びにデータ収集の際に用いる光学及び電子システム固有の特性に関わるアーチファクト
が伴う。
【０００４】
　一般的な較正技法では、イメージングシステムの非理想的性状の数学モデリングととも
に、既知のターゲットの直接測定を用いて、このようなエラーを特性化することができる
。大きな欠点としては、モデリング技法は、特性化上の難題をもたらす可能性があり、イ
メージングアーチファクトの実際のソースを捕捉できない場合がある。逆に、ブルートフ
ォース較正では多大な時間を要す場合があり、典型的には特殊な高感度ハードウェアプラ
ットフォームが必要になる。ブルート較正は、また、とりわけ３次元イメージングで用い
る多次元データセットで、大容量の較正ファイルをもたらす。これらの既存の選択肢から
選定する際には一般に、較正するシステムの特性に左右されることになり、通常は、ある
程度の設計上の妥協を余儀なくされる。１つ以上の光学チャネルを備えたマルチアパーチ
ャデバイス及びその他のシステムでは、較正に影響を及ぼす異なる特性を各チャネルがも
たらす場合があるため、適切な較正レジームの選定がさらに困難になる場合がある。
【発明の開示】
【発明が解決しようとする課題】
【０００５】
　１つ以上の光学チャネルを備えた光学デバイス、例えば、マルチアパーチャイメージン
グシステムとともに用いるのに適した、改良された較正技法に対するニーズが依然として
存在している。
【課題を解決するための手段】
【０００６】
　３次元イメージングシステムの性能と較正は、例えば、ｘ変位、ｙ変位、及び／又は、
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画像視差データに従って深度を定める目的でモデルベース較正及びルックアップテーブル
を用いることによって、向上する。ある実施形態では、ルックアップテーブル（単数又は
複数）には、較正結果を計算するための局所的パラメータ化データを収納している。
【発明を実施するための最良の形態】
【０００７】
　以下では、３次元イメージングシステムを較正する技法について説明する。ルックアッ
プテーブルと較正技法については、視差情報を利用して深度を修復する特定のマルチアパ
ーチャシステムに関連させて説明するが、当業者には変形物と代替的実施形態が明らかで
あるとともに、変形物と代替的実施形態が本開示の範囲内に含まれることを意図している
ことが分かるであろう。例えば、あるシステムでは、深度のエンコード及び較正値の計算
の際に用いるパラメータの体系化及び読み出しを行うのに適している時間、空間周波数成
分の相違、又はその他のいずれかの基準を用いてもよい。
【０００８】
　以下の説明文では、「画像」という用語は一般に、像平面内に対象物の２次元像を形成
する２次元ピクセル一式を指す。「画像セット」という用語は一般に、３次元データに変
換されることになると思われる関連２次元画像一式を指す。典型的には、（必ずしも当て
はまるわけではないが、）この用語には、異なるカメラ若しくはアパーチャを用いて実質
的に同時に捕捉した対象物の２つ以上の画像、又は異なる時間で同じアパーチャから捕捉
した対象物の２つ以上の画像が含まれるであろう。「ポイントクラウド」という用語は一
般に、多数の２次元像から復元される対象物の３次元像を形成する３次元の点一式を指す
。３次元画像捕捉システムでは、多数の前記ポイントクラウドをレジスタ及び合成して、
移動カメラ（又は移動対象物）によって捕捉した画像から構築されているポイントクラウ
ドの集合体にしてもよい。したがって、別の意味が明確に指示されているか又は文脈から
明白である場合を除き、ピクセルとは一般に２次元データを指し、点とは一般に３次元デ
ータを指すことが分かるであろう。
【０００９】
　図１は画像捕捉システムを示している。一般に、システム１００には、視野１０６内に
ある対象物１０４の画像を捕捉するスキャナー１０２を搭載してよく、さらにシステム１
００は画像をコンピュータ１０８に転送し、コンピュータ１０８には、ディスプレイ１１
０と１つ以上のユーザ入力用デバイス、例えば、マウス１１２又はキーボード１１４を搭
載してよい。
【００１０】
　スキャナー１０２には、３次元ポイントクラウドの復元元となると思われる画像を捕捉
するのに適しているいずれかのカメラ又はカメラシステムを搭載してよい。例えば、カメ
ラ１０２には、例えばハート（Hart）らに対する米国特許公開第２００４０１５５９７５
号に開示されているようなマルチアパーチャシステムを採用してよく、前記特許のすべて
の内容は参照することにより本明細書に組み込まれる。ハート（Hart）は１つのマルチア
パーチャシステムを開示しているが、当然のことながら、多数の２次元画像から３次元ポ
イントクラウドを復元させるのに適しているいずれかのマルチアパーチャ、マルチピュー
ピル、マルチカメラ、又はその他のマルチチャネル光学システムを同様に用いてよい。マ
ルチアパーチャの実施形態の１つでは、スキャナー１０２には、レンズの中心光軸及びい
ずれかの付属の画像ハードウェア沿いのセンターアパーチャといった複数のアパーチャを
搭載してよい。これに加えて、または、これに代えて、スキャナー１０２には、微妙に異
なる多数の透視図から対象物の２次元画像を得るために多数のカメラ又は光パスをそれぞ
れ一定の関係に保つステレオスコープカメラ、トリスコープカメラ又はその他のマルチカ
メラ若しくはその他の構成を搭載してもよい。スキャナー１０２には、１つの画像セット
又は多数の画像セットから３次元ポイントクラウドを抽出させるのに適している処理を搭
載してよく、又は各２次元画像セットを、以下で説明するコンピュータ１０８に内臓され
ているような外部プロセッサに送信してよい。別の実施形態では、スキャナー１０２では
、３次元データ、又は３次元データに変換することができる２次元データを収集するのに
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適している構造光、レーザースキャニング、直接測距、又はその他のいずれかの技術を採
用してよい。１つの実施形態では、スキャナー１０２は、自由に位置づけ可能な手持ち式
のプローブのうち、ユーザーが画像捕捉システム１００を制御するための、例えば、起動
させたりスキャンを停止させたりするためのユーザー入力用デバイス、例えば、ボタン、
レバー、ダイヤル、サムホイール、スイッチなどを少なくとも１つ備えているプローブで
ある。
【００１１】
　図１には示されていないが、当然ながら、画像捕捉中に、多数の補助照明システムを有
用な形で用いてもよい。例えば、対象物１０４を照らす１つ以上のスポットライト、環状
ライト、又は、同軸照明源によって周囲照度を上昇させて、画像収集を高速化するととも
に、被写界深度（空間分解能の深度）を向上させてよい。これに加えて、または、これに
代えて、スキャナー１０２に、ストロボ、フラッシュ、又はその他の光源を搭載して、画
像収集中に対象物１０４を照らすのを補うか、又は異なるスペクトルバンドの照明をもた
らしてよい。
【００１２】
　対象物１０４は、いずれかの物体、物体の集合体、物体の一部、又はその他の対象物に
してよい。図１では、単純な幾何学的形状として図示されているが、対象物１０４には、
これよりもはるかに複雑な表面、及びいずれかの数の別々の要素が備わっていてもよい。
例えば、歯科用イメージング用途では、対象物１０４としては、歯、歯の四半部、又は対
向する２つの歯列弓（ここから印象材をとるのが望ましい）が含まれている歯群全体が挙
げられる。これに加えて、又は、これに代えて、対象物１０４としては、歯科補綴物、例
えば、インレイ、クラウン、若しくはその他のいずれかの歯科補綴物、インプラント、又
は同等物が挙げられる。対象物１０４としては、歯科用模型、例えば、１本の歯、複数の
歯、軟組織の石膏模型、ワックスアップ、凹凸が逆の印象、又はこれらの組み合わせが挙
げられる。特定の例では、３次元の点の捕捉を向上させる目的で、光学的又は非平滑化造
影剤を対象物１０４の表面に塗布してよい。別の実施形態では、対象物１０４は、ヒトの
頭、又はその一部であってよく、補聴器、眼鏡、ゴーグルなどの用途では、ヒトの頭、又
はその一部から取った３次元模型が望ましい。別の実施形態では、対象物１０４は、ミニ
チュアなど、デジタルアニメーションで用いる物体の物理的模型、３次元デジタルアニメ
ーションプロセスで用いる物理的模型にしてよい。前記の例から、本明細書に記載されて
いる技法を用いるシステムは、レンジが比較的狭い高解像度の３次元画像の収集を目的と
した幅広い用途にうまく適応するであろうことが分かるであろう。ただし、マルチアパー
チャ又はマルチカメラシステム、並びにその他の３次元イメージングシステム及び技術を
ベースとするその他のさまざまな３次元イメージング用途に対して、画像捕捉システム１
００への適切な適合がなされると思われ、またこのような変形物がすべて、本開示の範囲
内に含まれることを意図していることは、当業者であれば分かるであろう。
【００１３】
　視野１０６としては、カメラ１０２の２次元視野を挙げてよい。「視野」という用語は
、本段落で使用する場合、画像を捕捉する光学センサー（フィルム又はセンサーなど）内
の平面ではなく、イメージング環境内の平面を指すことが分かるであろう。視野１０６は
、矩形で図示されているが、スキャナー１０２によってもたらされる、例えば、正方形、
円、又はその他の形状を形成してよい。一般に、スキャナー１０２には、被写界深度又は
深さ分解能レンジが備わることになり、視野１０６とともに、被写界深度又は深さ分解能
レンジによってスキャナー１０２の測定容量が決まる。被写界深度は、周辺光などの環境
条件に応じて変わるであろう。
【００１４】
　コンピュータ１０８は、例えば、パーソナルコンピュータ又はその他の処理デバイスで
あってよい。１つの実施形態では、コンピュータ１０８としては、デュアル２．８ＧＨｚ
オプテロン（Opteron）中央演算処理装置、２ギガバイトのランダムアクセスメモリ、タ
ヤンサンダー（TYAN Thunder）Ｋ８ＷＥマザーボード、及び２５０ギガバイト、１２５６
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．６ｒａｄ／秒（１０，０００ｒｐｍ）のハードドライブを備えているパーソナルコンピ
ュータが挙げられる。このシステムを動作させて、本明細書に記載の技法を用いて、リア
ルタイムで１画像セット当たり約１，５００個の点を捕捉するとともに、１００万個超の
点から成る集合体のポイントクラウドを保管させてよい。もっと性能の高い市販のハード
ウェアを用いる別の実施形態では、リアルタイムで１画像セット当たり約３，０００個の
点を捕捉することができる。特定の実施形態における１画像当たりの点の数は、センサー
及びその他のイメージングハードウェアの密度及び構成などの要因の数によって変わるで
あろう。さらに一般的には、対象物１０４のサイズ、画像収集速度、及び３次元の点の所
要空間分解能によって、コンピュータ１０８の処理能力が変わるであろう。コンピュータ
１０８には、カメラシステム１００とのユーザインタラクション用として、キーボード１
１４、ディスプレイ１１０、及びマウス１１２などの周辺機器を含めてもよい。ディスプ
レイ１１０は、ディスプレイ１１０との直接的かつ物理的なインタラクションを通じてユ
ーザ入力を受信可能なタッチスクリーンディスプレイにしてよい。
【００１５】
　コンピュータ１０８とスキャナー１０２の間の通信では、例えば、有線接続、あるいは
、例えば、ＩＥＥＥ８０２．１１（無線イーサネット（登録商標）としても知られている
）、ブルートゥース、又は例えば、無線周波、赤外線、若しくはその他の無線通信媒体を
用いるその他のいずれかの適した無線規格を基盤とする無線接続など、いずれかの適した
通信リンクを用いてよい。医療上のイメージング又はその他の高感度用途では、スキャナ
ー１０２から無線で画像をコンピュータ１０８に転送するようにしてよい。コンピュータ
１０８では、スキャナー１０２に対する制御信号が生成されるようにしてよく、これには
、画像収集コマンドに加えて、フォーカス又はズームといった従来型のカメラ制御を含め
てよい。
【００１６】
　３次元画像捕捉システム１００の一般的動作の例では、スキャナ１０２に２次元画像セ
ットを収集させてよく、その一方で、スキャナ１０２を、対象物の表面の上を通過させる
。３次元ポイントクラウドを抽出するために、この２次元画像セットをコンピュータ１０
８に転送してよい。新たに収集した２次元画像セットの各々の３次元データは、多種多様
の技法を用いて、抽出され、既存の３次元データへ適合化されてよい。このような技法の
ある有用な例の１つは、同一所有者による米国出願第１１／２７０，１３５号（２００５
年１１月９日申請）に記載されており、この特許の内容全体は、参照することにより本明
細書に組み込まれる。ただし、この例は本開示を限定するものではなく、本明細書に記載
の原理は、広範な３次元画像捕捉システムに適用してよいことは分かるであろう。
【００１７】
　図２は、上で説明したシステムのようなマルチアパーチャイメージングシステムの座標
系を図示している。「マルチアパーチャ」という用語は、本明細書で使用する時、２つ以
上のアパーチャ（又はピューピルなど）を備えている単一のカメラ、若しくは２つ以上の
シングルアパーチャカメラ、例えば、ステレオスコープイメージングで用いられるような
カメラ、又はこれらの何らかの組み合わせを指すことを意図していることが分かるであろ
う。一般に、カメラ２０６の視野２０４内の物体２０２には、ワールド座標
【数１】

　カメラ座標
【数２】

　及び画像セット座標
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【数３】

があり、ｉは、視野２０４の処理メッシュ内の１～Ｎ点又はピクセルであり、ｄiは、多
数のアパーチャに関して視野２０４内の点の変位を特性化する１つ以上の視差値が含まれ
ている視差ベクトルである。視差ベクトルは、例えば、カメラ２０６のセンターチャネル
がある場合、そのセンターチャネルに対する変位の観点で表現してよい。一般に、視差ベ
クトルは深度をエンコードし、さらに別の３次元イメージングシステムでは、この視差ベ
クトルの代わりに、深度をエンコードするその他の数量を１つ以上用いてもよい。視差ベ
クトル、視差値、及び視差データのような用語には、深度情報をエンコードする目的でシ
ステムで測定されるいずれかの１つ以上のスカラー及び／又はベクトル量が含まれると広
く理解すべきである。
【００１８】
　従来型の較正では、ワールド座標は、回転及び／又は変換を通じて、ハードウェアとと
もに一連の較正測定値を用いて特性化することができる未較正の画像セット座標と関連付
けられると思われる。較正台（又は類似のハードウェア）を用いて、カメラ２０６に対し
てさまざまな既知の位置及び／又は回転動作を通じて、パターンを有する平面ターゲット
のようなターゲットを移動させる一方で、画像セット座標を捕捉すると思われる。数多く
のモデルを用いて、画像セット座標データをカメラ座標（単一又は複数）と相関させるこ
とができる。同様に、較正ターゲットの位置が既知であり、ターゲットに、１つ以上の識
別可能な特徴が備わっている場合、測定容量内の点は、ワールド座標の

【数４】

の各値と直接相関させることができる。このような較正の一般的な目的は、カメラ２０６
から対象物２０２上の点までの実際の距離を動作中に割り出せるようにすること、又は対
象物上の点のワールド座標又はカメラ座標を割り出すことである。
【００１９】
　図３は、ルックアップテーブルを構築及び利用するプロセスを示している。概要では、
工程３０１に示されているように、初期較正で、既知のターゲットから多数の較正サイク
ルで画像データを収集する。この較正は、次の処理工程３０２で精密化してよく、得られ
た結果は、工程３０４に示されているように、較正システムから入手可能な実際の位置デ
ータ（例えば、既知のターゲット位置及び／若しくは配向、又はポイントのカメラからの
既知の距離）と併せて、得られた画像（例えば、スキャナーから得たデータ、及び／若し
くはスキャナーから得た視差データ又は深度情報をエンコードするその他のデータ）を用
いて、パラメータ化してよい。較正システムから得られる実際の位置データとしては、較
正具から供給されるか、若しくは１つ以上の較正サイクル中にターゲットの処理を通じて
得られるか、又はこれらの何らかの組み合わせによって得られる位置データが挙げられる
。工程３０５に示されているように、パラメータ化された結果を用いて、ルックアップテ
ーブルを構築してよい。最後に、工程３０９に示されているように、ルックアップテーブ
ルを用いて、画像捕捉システムによって捕捉した２次元画像から３次元データを抽出して
よい。一般に、このプロセスの目的は、３次元データの真の結果を得ることであり、その
結果は、有益なことに、例えば、ルックアップテーブルの利用を通じてリアルタイムの較
正済み３次元結果を得るためのシステムとして実現させてよい。
【００２０】
　ここで、工程３０１の較正データの初期収集について、さらに詳細に説明する。既知の
ターゲットからのデータ収集は、ターゲットを所定の距離分、各較正サイクル用の計器の
方に移動させる制御された較正台を用いて行ってよい。例えば、較正台は、各較正サイク
ル用の計器に２５ミクロン近づくようにターゲットを移動させるようにしてよい。それぞ
れの距離で、画像セット座標を得てよい。カメラ２０６には、センターアパーチャを搭載
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してよく、この場合、較正測定値を用いて、カメラの外部パラメータ、すなわち、一連の
点集合に関するワールド座標からカメラ座標への回転及び変換を捕捉させてよい。より一
般的には、マルチアパーチャデータは、異なるアパーチャの点の、基準座標系の該当点（
例えば、センターアパーチャ）からの変位を特性化する視差ベクトルとともに、各センサ
ーの座標系内のｘ及びｙ座標として表現してよい。較正は、基準座標系上で、例えば、セ
ンターチャネル又はセンターアパーチャから行ってよく、得られたルックアップテーブル
を用いて視差データをＸ、Ｙ、Ｚ座標に変換してよい。
【００２１】
　さまざまな有用なターゲットを用いてよい。例えば、市松模様又はその他のターゲット
を用いてよい。一般に、イメージングシステムを較正するには、明確な中央機構又はその
他の基準を備えているターゲットが望ましい。ランダムパターンを用いて画像視差領域を
特性化してもよい。多数の基点、例えば、基点間のランダムパターンとともに、方形グリ
ッド上に均一に分布している９個の点などのハイブリッドターゲットを用いてもよい。こ
れによって、他のカメラ較正とともに、画像処理アルゴリズム（点ベースではなくエリア
ベースのアルゴリズムなど）のアーチファクトの処理を担うルックアップテーブルの構築
が可能になる。このようなターゲットによって、例えば、センター画像とサイド画像の相
関性、並びにサイド画像間の相関性が可能になる。例えば、基点の既知の配列を用いて、
（例えば、センターチャネル画像から）カメラ座標系内のターゲットの位置を復元させて
よく、さらにランダムパターンを用いて、サイドチャネル画像を用いて平面点を復元させ
てよい。復元させた平面点には、平面を直角に搭載してよく、搭載させた平面からの直交
距離によって、（例えば、視差推定、ルックアップテーブルなどのノイズを背景として、
）イメージングシステム内のノイズの測定値を提供する。ルックアップテーブルの検証に
ついては以下でさらに詳細に論じるが、この文脈では、基点を用いて識別する平面と、ル
ックアップテーブルシステムをハイブリッドターゲットのランダム要素に適用することに
よって識別する平面の相違が、本明細書に記載のシステムと方法に従って作成した特定の
ルックアップテーブルの妥当性確認又は検証機能を果たすであろうことに留意するべきで
ある。
【００２２】
　基点内で複数のランダムパターンを用いることによって、好都合なことに、較正プロセ
ス中の揺らぎノイズを減少させるためにアンサンブル平均視差の計算も可能になる。１つ
の実施形態では、ランダムノイズ及び／又は基点などのターゲットパターンは、ターゲッ
ト上に投影、例えば、ホログラフィックディフューザ上のデジタルデータプロジェクター
によって逆投影させて、１つの較正サイクル内で、又は多数の較正サイクルにわたって、
異なるパターンを利用可能にしてよい。
【００２３】
　１つの態様では、第１の較正は、任意の平面又は３次元較正ターゲットの位置及び配向
を用いて行ってよい。標準的な較正技法を用いて行ってよいこの第１の工程を用いて、深
度依存性項目の復元なしに較正を行ってよい。
【００２４】
　この較正は、工程３０２で示されているように、精密化してよい。第２の較正では、任
意かつ未知の配向、及び任意かつ未知の方向の既知のステップインクリメント（例えば、
２００ミクロン）を有する一連の平面較正ターゲットを用いてよい。平行なターゲット運
動の仮説（及び、実質的に平行なターゲット運動をもたらす当該較正ハードウェア）を用
いることによって、第２の較正工程を用いて、深度依存性項目などの２次元の幾何学ひず
みモデルを復元させてよい。これに加えて、このプロセスを用いて、ターゲットの配向と
動作を復元させてよく、これによって、好都合なことに、当該較正ハードウェアに対する
制限が緩和されると思われる。この較正技法は、良い性質を持っている光学チャネル（例
えば、上述のセンターチャネル）、すなわち、パラメータ化に適した１つ以上の既知のひ
ずみモデルに適合しているチャネルを少なくとも１つ備えている光学システムで有効に用
いてよい。
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【００２５】
　典型的には、ルックアップテーブルの作成のための較正サイクルでは、システムの所望
の解像度又は所望の解像度の近辺でＺインクリメントを用いて、測定容量全体をサンプリ
ングしたものであった。しかし、視差と、例えば、既知の幾何学的焦点はずしベースの式
によって左右される深度の間に、綿密に制限されている関係がある場合、既知の関数によ
って視差と深度点を適合させた後に、等距離視差値を有する緻密なルックアップテーブル
を構築することができる。したがって、１つの態様では、イメージングデバイスで既知の
幾何学的焦点はずしを用いて較正済み距離測定値を得るために、緻密なルックアップテー
ブルを抽出する技法が開示されている。視差と、所定の幾何学的焦点はずしベースの式に
よって左右される深度の間に、綿密に制限されている関係があるとすると、上述の技法を
用いて視差と深度点を十分適合させた後に、緻密なルックアップテーブルを等距離視差値
によって分析的に構築させることができる。逆の言い方をすると、低解像度でルックアッ
プテーブルベースシステムの視差／深度スペースをサンプリングできるとともに、最大解
像度のルックアップテーブルを分析的に構築することができる。
【００２６】
　較正は、例えば、Ｚ依存性ひずみモデルによって平行ターゲットの制約を行うことによ
って精密化してよい。このような較正の精密化の成果としては、関連視差データとともに
、カメラ座標系内の一連の点が挙げられる。精密化の１つの態様では、Ｚ依存性ひずみパ
ラメータを割り出してよい。精密化の別の態様では、較正済みアウトプットを得るのに有
用な別のモデルパラメータ、例えば、カメラ焦点距離、像平面又は処理メッシュｘ依存性
項目、像平面又は処理メッシュｙ依存性項目などを抽出してよい。視差は、良い性質を持
っているチャネル（例えば、マルチアパーチャシステムのセンターチャネル）で一定の処
理メッシュ上に挿入して、通常完全較正と関連付けられている処理時間を短縮させてよい
。
【００２７】
　原則として、収集画像のＺ依存性ゆがみは、光学システムを通じてさまざまなレンズ及
び／又は軸外レイパスによって導入することができると理解される。光学システムのひず
みは典型的に、放射及びオフセンターひずみがその大半を占めており、大半のカメラ較正
の目的ではこれで十分であるが、深度依存性ひずみは、正確なカメラ較正のために重要と
思われる。１つの態様では、特定の主要項目、例えば、放射ひずみには第１の較正によっ
て対処されてよく、さらに１つ以上の深度依存性項目は、次の較正精密化の際に加えられ
ることができる。
【００２８】
　工程３０４で示されているように、較正サイクルの結果は、ルックアップテーブルをよ
り容易かつ柔軟に活用する目的でパラメータ化してよい。多数のパラメータ化モデルを有
用な形で用いてよい。以下の例では一般に、ルックアップテーブルのインプットとして視
差ベクトルを用いているが、取得データからｚ値を計算してよく、さらに後に続く処理に
適して適合させるとともに、収集画像から得たｘ、ｙ、及び（計算済みの）ｚ値を代わり
にルックアップテーブルのインデックスとして用いてよいことが分かるであろう。
【００２９】
　較正結果をパラメータ化するには、各較正ターゲット位置／配向から得たデータを、カ
メラの視野の処理メッシュ内の各ｘ及びｙ位置の視差値が含まれている１つの配列、又は
多数の配列として特性化してよい。ｘ軸視差（視野に対するもの）ｄx、ｙ軸視差（視野
に対するもの）ｄy、又は視差ベクトルの大きさ｜ｄ｜といった視差のスカラー特性は、
取得データの１つ以上の実際のカメラ座標系とともに、データ点として保管してよい。こ
の方法で保管する場合、ルックアップテーブルは、以下でさらに詳細に説明するように、
カメラ座標
【数５】
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のダイレクトルックアップとして活用してよい。
【００３０】
　別の実施形態では、Ｚ値などの実際の値は、視差パラメータ（上記のスカラー視差量の
うちの１つなど）と、例えば、これらの変数の関係を数学モデリングする曲線適合法を用
いて関連付けてよい。ｙ軸視差の経験的ローカルデータに相当する１つの有用な例では、
Ｚは、以下のように、ｄy（ｄx、又は｜ｄ｜も適切な形で用いることができるであろう）
と関連付けられている。
【数６】

　また、データを以下の一般的関係に適合させてよい。
【数７】

　ｄy（像平面内の一定の（ｘ、ｙ）におけるもの）のパラメータベクトルは以下のよう
に表される。
【数８】

　Ｚ値は、以下の関係から決まる。
【数９】

　この例では、式３のパラメータベクトル
【数１０】

は、ｘ、ｙ、及びｄyに従ってインデックスを付したルックアップテーブルに保管させて
、式４のパラメータを得るために未較正画像結果を適用できるようにでき、次に、式４の
パラメータを用いてＺの値を計算してよい。この文脈では、Ｚはおおむね、深度変数を指
すと理解され、この深度変数は、特定の実施態様ではワールド座標、カメラ座標、カメラ
深度、又は深度データを反映しているその他のいずれかの適切な量に相当すると理解され
る。ｙ座標視差の選定は一例にすぎず、本開示の範囲を限定するものではないとも理解さ
れるべきである。同時に、特定の物理的カメラシステムは、主にｙ依存性視差ベクトルを
示すと思われ、このような場合、アパーチャは、処理メッシュのｙ次元に沿って同一線上
に配向する。さらに一般的には、カメラシステムの物理的属性（例えば、ピューピル収差
）は、一貫したひずみ、例えば、マルチアパーチャカメラのセンターアパーチャに相当す
る光心から測定したＺ依存性放射又は接線ひずみを示唆する。パラメータ化モデルは、較
正データ収集結果を１つ以上の該当するモデルに適合させることによって、このような既
知の規則正しいパターンを明らかにし、つまり、ルックアップテーブルのコンパクト化、
較正測定値の削減、又はこれらの両方を提供する。別の態様では、第１の巨視的較正は、
続いて行われる精密な較正工程でパラメータ化に加わる追加の項によって、Ｚ依存性放射
又は接線方向のひずみに対処する。
【００３１】
　別の実施形態では、パラメータ面そのものをモデリングしてよい。パラメータ面が比較
的単純なモデルに従う場合（カメラシステムによって、識別可能な点又は領域の周辺に、
一貫したｘ、ｙ、及び／又はｚひずみが生成されるケース）、パラメータ化させたパラメ
ータモデルは、物理メモリ又は記憶の点から見ると、ルックアップテーブル較正システム
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のサイズを実質的に縮小させる。この文脈では、明らかに、上述の画像捕捉システム１０
０の実施形態のｚ依存性ひずみ成分に、以下の形状の主要項目が含まれていることに留意
されたい。
【数１１】

【００３２】
　工程３０５で示されているように、ルックアップテーブル、又はさらに一般的には、ル
ックアップテーブルシステムは、較正テストの結果を１つ以上のモデルに適合させて、い
ずれかの適したフィッティング、誤差の最小化、又はその他の技法を用いて、上で説明し
たモデルパラメータを得ることによって、上記の較正データ及びモデルのために作成して
よい。ルックアップテーブルの構築は、特定の実施態様によって変わり、前記実施態様の
一部については、以下でさらに詳細に論じる。一般的な命題として、画像捕捉システムの
ためのルックアップテーブルの実施態様は、画像捕捉システムから新たに収集したデータ
を、イメージング対象物上の表面の点の座標データに関連付けるためのメカニズムを提供
するであろう。大きな利点として、この方法で画像システムを較正することによって、視
差値をオブジェクトスペースデータに関連付ける際に用いるカメラモデルのローカライゼ
ーション、又は言い換えれば、さらに汎用性の高いパラメータ化モデルに従う一連のロー
カルモデルの作成が可能になる。
【００３３】
　工程３０６で示されているように、ルックアップテーブル又はルックアップテーブルシ
ステムは、多くの技法を用いて検証及び／又は強化してよい。
【００３４】
　１つの一般的なアプローチでは、ルックアップテーブルベースのモデルは、較正済みシ
ステムをさまざまな制御条件又はオブジェクトにさらすとともに、得られたアウトプット
の正確性を測定することによって検証することができる。上で述べたようなハイブリッド
ターゲットは、既知の位置に配置してよく、較正済みシステムから得た当該画像の結果を
ターゲットの予想結果と比較してよい。さらに、又は代わりに、この比較結果をフィード
バックしてルックアップテーブル（単数又は複数）を精密化してよい。別の態様では、ル
ックアップテーブルベースシステムから得たポイントクラウドアウトプット内のノイズに
よって、システム及び／又はルックアップテーブル全体のノイズを識別する。
【００３５】
　さまざまなパターンを有する平面ターゲットは、較正システムに１つの有用な媒体を提
供するが、さらに、又は代わりに、さまざまな形状を有するターゲットを（ルックアップ
テーブルの構築及び検証の双方で）用いてよいと理解するものとする。例えば、球体、錐
体、又はその他の形を用いてターゲットに次元性をもたらしてよく、較正済みシステムを
用いてターゲットの（既知の）次元特性を測定することができる。したがって、検証プロ
セスの例では、球体の画像を１つ以上収集してよく、収集したデータを用いて前記球体の
半径を計算するとともに、既知の値と比較してよい。さらに、又は代わりに、この比較結
果をフィードバックしてルックアップテーブル（単数又は複数）を精密化してよい。
【００３６】
　別の方法で球体のような形を用いて、ルックアップテーブルベースの較正を検証又は確
認してよい。例えば、イメージングシステムの測定容量内の球体又はその他の形をしてい
る物体、及び／又はそれらの一部では、既知の技法が用いられている輪郭検出を適用して
、前記物体の外縁部、すなわち、像平面上の物体の投影を確認してよい。球体の例を用い
ると、円を検出するとともに、上で述べたようなＺ依存性又はＺ非依存性カメラモデルと
ともに、球体位置とカメラ位置に基づいて分析的に割り出してもよい。球体位置の測定値
は、輪郭の分析値と測定値が収束する（例えば、エラー又は偏差を最小化する）球体のパ
ラメータについて反復して最適化することによって計算してよい。したがって、１つの態
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様では、２次元画像から３次元物体の第１の輪郭を収集し、３次元物体の第２の輪郭を、
２次元画像の像平面内の３次元物体の投影に関して分析的に割り出し、第１の輪郭と第２
の輪郭を２つ以上の変形物にわたって、３次元物体のパラメータと反復して比較する較正
検証法が開示されている。前記反復比較では、第１の輪郭と第２の輪郭の間の偏差につい
て評価し、さらに具体的には、これらの輪郭の間の偏差を最小化する目的で評価する。１
つの実施形態では、３次元物体は球体であり、パラメータは球体の半径である。別の実施
形態では、パラメータは球体の位置である。２つ以上のパラメータを変えてよい。第２の
輪郭を分析的に割り出す工程には、イメージングシステムの１つ以上のカメラモデルを適
用することを含めてよい。同様の技法は、例えば、錐体、ピラミッド、段差のあるピラミ
ッドなどに適用してよい。さらに、上記の説明は一般に、センターチャネルのモデリング
に関するものである（ただし、これに限らない）が、本明細書に記載されているモデルベ
ースの確認技法は、マルチアパーチャシステムの１つ以上のサイドチャネルのようないず
れかのチャネルに適用するのに適していると思われる。ただし、チャネルを十分うまくモ
デリングさせて予想結果の分析測定を可能にする場合に限る。
【００３７】
　プロセス３３０で概略的に示されているように、ルックアップテーブル又はルックアッ
プテーブルシステムは、新たな画像データ、例えば、画像捕捉システム１００から得た画
像セットに適用して、収集した画像の高速較正を実現させてよい。ひとたび構築したら、
ルックアップテーブルの利用は、ルックアップテーブルから得た結果へのダイレクトアク
セス、又は適した又は所望のいずれかの線形、又はその他の補間とともにルックアップテ
ーブルから得たパラメータを用いる比較的単純な計算、又はこれらの組み合わせに関して
、容易であると思われる。
【００３８】
　さらに具体的には、ルックアップテーブルの利用は、工程３０７で示されているように
、画像収集システムからデータを捕捉することから始めてよい。工程３０８で示されてい
るように、当該技術分野で既知のさまざまな技法を用いて、マルチチャネル（又はマルチ
カメラ）イメージングシステムの１つ以上のチャネルについて視差データを取得してよい
。視差データには一般的に、処理メッシュ位置と、前記位置の１つ以上の視差量が含まれ
ており、ただし、深度情報をエンコードするための別の技法も知られており、その別の技
法を本明細書に記載のシステム及び方法とともに有用な形で用いてもよい。
【００３９】
　工程３０９及び３１０で示されているように、イメージングシステムから得たデータを
ルックアップテーブルシステムに適用して、較正結果を抽出させてよい。ルックアップテ
ーブルシステムは、例えば、実行に関する基本デザイン設定のいずれか、及び／又は特定
の較正インプリメンテーションの特性から実現すると思われる処理若しくはメモリの改善
に従って、例えば、インデックス、ベクトル、パラメータ、及び／又はパラメータ化パラ
メータを用いて多数の配置に適合させてよい。一般に、ルックアップテーブルの動作は、
以下のように進行する。
【数１２】

【００４０】
　一般に、インデックスｉ及びｊは処理メッシュ座標に相当し、ｋは視差データ（スカラ
ー又はベクトル量）に相当し、上記のいずれかから計算したインデックスなど、インデッ
クスの別の設定も可能であると理解するものとする。さらに、例えば、パラメータを復元
させる中間ルックアップテーブル（続いて前記パラメータを用いて最終結果を計算するか
、又は追加のルックアップテーブルのインデックスを計算してよい）など、ルックアップ
ベーススキームに対するいずれかの数の変形物を用いてもよいことが分かるであろう。こ
れに加えて、ルックアップベースシステム内で線形又はその他の補間を用いてよいことが
分かるであろう。例えば、線形補間を適用して、隣接するルックアップテーブルの結果か
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ら最終値を補間してよい。別の実施形態では、特定のモデルに適している場合、補間をイ
ンデックス又はパラメータなどの中間結果に適用してよい。補間では、透視投影などによ
る
【数１３】

の座標系内のデータの特有の分散を考慮してもよい。例えば、ある１つの点がルックアッ
プテーブルの点の間にくる場合、距離加重補間は、特有の（ｘ、ｙ）画像位置を横断する
投影線を（補間を通じて）見つけるとともに、別の補間によって前記投影線上の

【数１４】

の点を割り出すことによって対処することができるエラーを引き起こすと思われる。
【００４１】
　上記の技法では、非常に多くの変形物、例えば、異なる較正ターゲット及びハードウェ
アの利用、異なるひずみ又はカメラモデルの利用、並びにさまざまな程度の経験的及び／
又は理論的モデリングが考えられる。これに加えて、図３に描かれているプロセスに対す
る非常に多くの変形物が可能である。例えば、較正データを収集するとともに、結果をパ
ラメータ化する工程は、複数回、例えば、各ターゲット位置につき１回行ってよく、また
処理集約型の場合、複数のプロセッサー又は処理スレッドにわたって行ってよい。さらに
、各較正サイクルの結果を用いて、次の較正サイクルを実行する前にルックアップテーブ
ルにデータを読み込んでよい。１つの実施形態では、較正精密化工程では、追加の制約を
用いて、例えば、一連の同一平面配向性及び等距離ターゲットを利用して較正を向上させ
てよい。したがって、図３に描かれている、概念上は高レベルのプロセスフローは、本明
細書に開示されている方法及びシステムを限定するか、又は当業者であれば理解できると
思われる非常に多くの変形物及び修正物を制限するものとして理解すべきではない。この
ような変形物及び修正物はすべて、本開示の範囲内に入ることを意図している。
【００４２】
　一例として及び限定しないものとして、図４及び５は、上述の技法が用いられている較
正システム及びプロセスのさまざまな態様を図示している。
【００４３】
　図４は、較正プロセスの態様を図示している。描かれているとおり、カメラ座標系４０
６のＺ軸に相当する主点４０４があるセンターチャネル像平面４０２には、カメラ座標系
４０６及びワールド座標系４１０内の位置を有する点がある較正ターゲット４０８の画像
が含まれている。視差ベクトルなどの視差値４１２は、センターチャネル像平面４０２及
び別の像平面（図示なし）、例えば、サイドチャネル像平面からの点の変位を特性化する
。視差値４１２としては、例えば、それぞれのチャネルの間の点のｘ変位及びｙ変位、あ
るいは、距離データをエンコードできるとともに、本明細書に記載の較正技法とともに用
いることができるその他のいずれかの値（単数又は複数）が挙げられる。検出と得られた
較正を向上させる目的で、前記点は、隣接している黒と白の正方形で形成されているｘ接
合部であってよい。ただし、較正プロセス内の点として他の画像タイプを用いてよいと理
解するものとする。本明細書に記載されているようなＺ非依存性ひずみモデルを用いるセ
ンターチャネルの初期標準参照較正に、図４に開示されている一般的な技法を採用してよ
い。
【００４４】
　１つの態様では、ｘ接合部を用いて較正を改善させることが開示されている。較正ター
ゲットとして市松模様盤（ｘ接合部を含む）が広く用いられているが、ｘ接合部の非常に
高い局所性から、このようなｘ接合部を利用することによって、焦点外の点で大きなエラ
ーが発生する可能性があるとともに、無用な局所的アーチファクト、例えば、レンズの汚
れ、引っかき傷、又はその他の物理的汚染から大きな影響を受ける可能性がある。焦点外



(15) JP 2009-509582 A 2009.3.12

10

20

30

40

50

の点に関しては、精度は、捕捉画像内のブレの量に左右され、測定容量にわたってデータ
を捕捉する機能は、特定の画像捕捉の被写界深度に左右される。
【００４５】
　このような状況では、較正は、像平面内の較正ターゲットとひずみのない点の間の平面
射影制約と併せて、全体的制約、例えば、較正ターゲット上の多数のｘ接合部の共線性を
用いて改善させてよい。このような制約を適用するために、ｘ接合画像（さらに一般的に
は、ターゲット画像）は、システムに放射ひずみモデル、接線ひずみモデル、又はその他
のいずれか既知のモデルを適用するなどすることによって、ひずみをなくす必要がある。
続いて、画像を反らせてｘ接合位置を既知の共線性に適合させるなどすることによって、
全体的制約（単数又は複数）を適用してよい。一般的な直交直線フィッティングアプロー
チを採用して、単一性を回避してよく、ひずみのない点を結ぶひずみのない線の交点は、
いずれかの算出済みひずみパラーメーターと併せて取得及び利用され、後に続く較正プロ
セスに備えて、ひずんだｘ接合部の位置を精密化することができる。ターゲットポイント
とひずんだｘ接合部の位置の間の正確な（又は実質的に正確な）平面射影関係を強化する
ことによって、ひずみ場の視差ベクトルが、ひずんだ点をひずみのない点と関連付けさせ
る。このひずみ場によって、イメージングシステムから得たひずみ画像の上で直接、後に
続く動作が可能になると思われる。
【００４６】
　得られた較正は有益なことに、較正がなければ交互に並ぶ黒と白の画像特性から生じる
偏差を低減させるとともに、レンズ又はその他の表面上のよごれや引っかき傷など、光学
的アーチファクトの較正に対する影響を低減させる。
【００４７】
　ルックアップテーブルスイープとしては、上述のとおり、１つ以上の平行面４１４を通
じて較正ターゲット４０８を移動させること、及びＺ依存性ひずみなどのセンターチャネ
ルカメラパラメータを精密化するためのデータを収集することが挙げられる。この較正精
密化工程は、上記のルックアップテーブル生成のために、カメラ座標データポイントの準
グランドトルース一式をもたらすと思われる。実施形態では、較正スイープは有益なこと
に、既知の間隔４１６と未知の方向４１８を有する較正ターゲット４０８の動作を用いて
行ってよい。
【００４８】
　図５は、較正プロセスのさらなる態様を図示している。較正プロセスでは、単レンズ、
３チャネルイメージングシステム、又は３つの独立したカメラのセンターチャネル又は２
つのサイドチャネルなどの第１の像面５０２、第２の像面５０４、及び第３の像面５０６
が、較正ターゲット５０８（例えば、本明細書に記載の較正ターゲットのいずれかにして
よい）のルックアップテーブルスイープ中に視差情報を収集すると思われる。較正プロセ
ス中、既知のカメラ座標を有する１つ以上の点５１０の視差データは、例えば、像平面（
５０２、５０４、５０６）のうちの１つの処理メッシュ内のｘ及びｙ座標、並びに他の像
平面内の視差データとして捕捉してよい。較正ターゲット５０８の各位置はさらに一般的
には、一定の処理メッシュ上で補間される視差ベクトル（又はその他の視差データ）の場
をもたらす。このデータから、視差データを深度に局所的にマッピングするルックアップ
テーブルを生成させてよい。適用時には、視差データに基づく較正座標の計算のためのパ
ラメータを回復させるために、ルックアップテーブルを適用することができる。さまざま
な実施形態では、ルックアップテーブルは、視差データの位置又は値によってインデック
ス付けしてよい。
【００４９】
　したがって、本明細書にはルックアップテーブルの数多くの用途が開示されている。１
つの実施形態では、２つの処理メッシュ座標及び視差値（特定の処理メッシュ座標の画像
セットのデータ間のもの）などの画像データを、画像点のカメラ座標をもたらすルックア
ップテーブルのインデックスとして適用してよい。上記に対する非常に多くの変形物及び
修正物が可能である。別の実施形態では、２つの処理メッシュ座標及び視差値などの画像
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データを、第２のルックアップテーブルに較正インデックスをもたらすルックアップテー
ブルのインデックスとして適用してよい。位置データとしては、例えば、画像点のカメラ
からの距離、１つ以上のワールド座標、又は１つ以上のカメラ座標が挙げられる。別の態
様では、パラメータ化されているルックアップテーブルの利用を通じて精度の向上を実現
させるリアルタイム３次元画像捕捉システムが開示されている。
【００５０】
　本明細書に記載の３次元イメージング技法に適したハードウェア、ソフトウェア、又は
これらの組み合わせの中で上記のプロセスを実現させてよいことが分かるであろう。前記
プロセスは、内部及び／又は外部メモリとともに、１つ以上のマイクロプロセッサ、マイ
クロコントローラ、組込型マイクロコントローラ、プログラム可能なデジタル信号プロセ
ッサ、又はプログラム可能なその他のデバイスの中で実現させてよい。加えて、又は代わ
りに、前記プロセスには特定用途向け集積回路、プログラム可能なゲートアレイ、プログ
ラム可能なアレイ論理、又は電子信号を処理するように構成されているその他のいずれか
のデバイスを含めてよい。さらには、前記プロセスは、上記デバイスのうちの１つの上で
作動させるために格納、コンパイル、又は読み取られるＣなどの構造化プログラミング言
語、Ｃ＋＋などのオブジェクト指向プログラミング言語、又はその他の高レベル又は低レ
ベルなプログラミング言語（アセンブリ言語、ハードウェア記述言語、及びデータベース
プログラミング言語並びに技術など）のいずれか、並びにプロセッサ、プロセッサアーキ
テクチャの不均一な組み合わせ、又は異なるハードウェアとソフトウェアの組み合わせを
用いて作成したコンピュータ実行コードとして実現させてよいことが分かるであろう。同
時に、処理は、多数の方法でカメラ及び／又はコンピュータにわたって分布させてよく、
あるいは、すべての機能性を専用の独立した画像捕捉デバイスに統合させてもよい。この
ような順列と組み合わせはすべて、本開示の範囲内にあることを意図している。
【００５１】
　特定の好ましい実施形態と関連させながら本発明を開示してきたが、当業者であれば別
の実施形態を認識するであろうし、そのような変形物、修正物、及び代用物は、本開示の
範囲内に含まれると意図している。したがって、本明細書に記載されている発明は、法律
によって、広義で許されていると理解するものとする。
【００５２】
　本発明及び以下の本発明の特定の実施形態の詳細な説明は、以下の図を参照することに
よって理解してよい。
【図面の簡単な説明】
【００５３】
【図１】３次元イメージングシステムを示している。
【図２】３次元イメージングシステムの座標系を図示している。
【図３】ルックアップテーブルの構築及び利用のプロセスを示している。
【図４】較正プロセスの態様を図示している。
【図５】較正プロセスの態様を図示している。
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【図２】
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【図３】

【図４】
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