METHODS AND SYSTEMS OF PATH-BASED MAPPING AND ROUTING

Abstract:
Systems and methods of path-based mapping and routing are provided. Translation information and absolute orientation information of mobile objects in environments are determined based on a fusion of sensing data from a radar and an inertial measurement unit (IMU) including a gyroscope and an accelerometer, from which path-based maps and optimal routes can be generated.
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METHODS AND SYSTEMS OF PATH-BASED MAPPING AND ROUTING

BACKGROUND

In many hazardous situations, it is valuable to have the ability to track the position of mobile objects (e.g., people, vehicles, etc.). In outdoor environments, satellite-based radio-navigation systems such as Global Positioning Systems (GPS) are widely used to provide geolocation and time information. However, in many hazardous situations such as indoor environments, GPS signals may not be available. Furthermore, many of these hazardous environments may not have access to electricity or WiFi. Examples of these types of hazardous environments might be a burning building, a mine, etc.

SUMMARY

There is a desire to provide mapping and routing systems and methods to effectively track mobile objects, in particular, in environments lacking visibility, GPS signals, wireless networks, radio beacons, and/or other infrastructure that can be used to localize the mobile objects. The present disclosure provides systems and methods to build path-based maps of environments, track mobile objects on the maps, and provide routes from one location on the map to another location on the maps.

In one aspect, the present disclosure describes a method of mapping and routing. The method includes providing a sensor assembly mounted on the wearable pack to be worn by a mobile object, the sensor assembly comprising an inertial measurement unit (IMU) and a radio-frequency (RF) radar unit; collecting, via the sensor assembly, sensing data comprising (i) one or more radar velocities from the RF radar unit, (ii) one or more angular velocities of the mobile object from the IMU, and (iii) one or more linear accelerations from the IMU; determining, via a processor, translation information and absolute orientation information of the mobile object based on the sensing data; determining, via the processor, a time series of poses of the mobile object based on a combination of the determined translation information and the determined absolute orientation information; and combining, via the processor, the time series of poses into a path of the mobile object.

In another aspect, the present disclosure describes a mapping and routing system. The system includes a wearable pack; a sensor assembly mounted on the wearable pack to be worn by a mobile object, the sensor assembly comprising an inertial measurement unit (IMU) and a radio-frequency (RF) radar unit, the sensor assembly configured to sense data comprising (i) one or more radar velocities from the RF radar unit, (ii) one or more angular velocities of the mobile object from the IMU, and (iii) one or more linear accelerations from the IMU; and a processor configured to: determine translation information and absolute orientation information of the mobile object based on
the sensing data from the sensor assembly; determine a time series of poses of the mobile object based on a combination of the determined translation information and absolute orientation information; and combine the time series of poses into a path of the mobile object.

Various unexpected results and advantages are obtained in exemplary embodiments of the disclosure. Advantages of exemplary embodiments of the present disclosure include, for example, path-based maps generated by a fusion of sensor data from an inertial measurement unit (IMU), a radar, and/or imaging cameras, which can be used to generate a suggested route within the environment. The methods and systems described herein can be specifically advantageous for hazardous environments where GPS or other localization systems are not available and/or where cameras sensitive to the visible light spectrum or heat source may not provide good imaging signals.

Various aspects and advantages of exemplary embodiments of the disclosure have been summarized. The above Summary is not intended to describe each illustrated embodiment or every implementation of the present certain exemplary embodiments of the present disclosure. The Drawings and the Detailed Description that follow more particularly exemplify certain preferred embodiments using the principles disclosed herein.

**BRIEF DESCRIPTION OF THE DRAWINGS**

The disclosure may be more completely understood in consideration of the following detailed description of various embodiments of the disclosure in connection with the accompanying figures, in which:

FIG. 1 is a block diagram of an exemplary mapping and routing system, according to one embodiment.

FIG. 2A is a time series of the intensity of Doppler signal, according to one embodiment.

FIG. 2B is a time series of estimated moving velocity from a scanned “floor voxel”, according to one embodiment.

FIG. 3A is a side perspective view of a sensor assembly, according to one embodiment.

FIG. 3B is a schematic side view of the sensor assembly of FIG. 3A attached to a mounting mechanism, according to one embodiment.

FIG. 3C a diagrammatical illustration of a wearable pack with the sensor assembly of FIG. 3B mounted thereon, according to one embodiment.

FIG. 4 is a flow diagram of a method of mapping and routing, according to one embodiment.

FIG. 5 is block diagram illustrating a method of mapping and routing, according to one embodiment.
FIG. 6 is a schematic diagram of rotation and orientation by using an accelerometer with a gyroscope, according to one embodiment.

FIG. 7 is a 2D map generated from a path and a route determined thereon, according to one embodiment.

FIG. 8 is a screenshot of a user interface of a mapping and routing system, according to one embodiment.

FIG. 9 is a screenshot of a user interface of a mapping and routing system, according to another embodiment.

FIG. 10 is a screenshot of a user interface of a mapping and routing system, according to another embodiment.

In the drawings, like reference numerals indicate like elements. While the above-identified drawings, which may not be drawn to scale, set forth various embodiments of the present disclosure, other embodiments are also contemplated, as noted in the Detailed Description. In all cases, this disclosure describes the presently disclosed disclosure by way of representation of exemplary embodiments and not by express limitations. It should be understood that numerous other modifications and embodiments can be devised by those skilled in the art, which fall within the scope and spirit of this disclosure.

DETAILED DESCRIPTION

The present disclosure provides systems and methods to build path-based maps of environments, track mobile objects on the maps, and provide routes from one location on the map to another location on the maps. The mapping and routing systems and methods described herein can effectively track mobile objects, in particular, in environments lacking visibility, GPS signals, wireless networks, radio beacons, and/or other infrastructure that can be used to localize the mobile objects.

FIG. 1 is a block diagram of an exemplary mapping and routing system 100, according to one embodiment. The system 100 includes a sensor assembly 10 which can be mounted on a wearable pack (not shown in FIG. 1) to be worn by a mobile object (e.g., people, vehicles, etc.). The sensor assembly 100 includes a radio-frequency (RF) radar unit 12 and an inertial measurement unit (IMU) 14, configured to collect sensing data including (i) one or more radar velocities from the RF radar unit 12, (ii) one or more angular velocities of the mobile object from the IMU 14, and (iii) one or more linear accelerations of the mobile object from the IMU 14.

In the embodiment depicted in FIG. 1, the inertial measurement unit (IMU) 14 includes a gyroscope 142 and an accelerometer 144. The gyroscope 142 can sense rotation data of the mobile
object by measuring the angular velocities (e.g., radians per second) around three axes such as x, y, and z axes. The accelerometer 144 can measure linear accelerations (e.g., meter per second squared) of the mobile object along the x, y, and z axes. In some embodiments, the accelerometer 144 can measure an acceleration due to Earth’s gravity and provide a gravity reference to the rotation data measured by the gyroscope 142. For example, when the measured acceleration is due to the gravity, the gravitational vector can be decomposed into the 3 accelerometer axes to provide the gravity reference.

In some embodiments, the RF radar unit 12 can sense translation data of the mobile object by measuring one or more velocities of one or more identified objects. The RF radar unit 12 can operate at a typical frequency of, for example, about 76 to 81 GHz, which is much higher as compared to about 50kHz for a typical ultrasonic sensor that operates at the speed of sound. The RF radar unit 12 can include, for example, one or more Doppler radars or any other suitable RF radars. Based on the Doppler effect, a Doppler radar can measure the speed at which the mobile object is moving. The Doppler effect is a shift in frequency that occurs based on relative velocity between two objects. The derived speed can be integrated to get the relative position of the mobile object from one time to another. It is to be understood that suitable RF radars other than a Doppler radar can be used. For example, one or more distance measurement radars may be used to measure the distance to an object where velocity information can be derived.

In some embodiments, an RF radar can be mounted on a wearable pack worn by a mobile object, where the RF radar points partially at the floor at an angle (i.e., gamma). When the RF radar moves along with the mobile object around the floor, the RF radar can emit RF signals toward the floor or other surrounding objects and receive the reflected signals. The reflected signals can be modulated by the motion of the mobile object. The induced Doppler shift can be used to calculate the translational or Doppler velocity of the mobile object.

FIG. 2A illustrates a time series of Doppler signal intensity (i.e., Doppler velocity) when the mobile object wears the RF radar and moves on a floor for about 25 seconds, stopping once in the middle. In some embodiments, filtering methods such as, for example, a Kalman filter can be used to remove background noises from the detected Doppler signals.

In some embodiments, the RF radar unit 12 can collect translation data of the mobile object by scanning a time series of radar images of one or more identified objects. Each radar scan can return several reflected points, each with a unique range and azimuth angle, and an intensity, corresponding to the scanned objects. A filter can be applied to return high intensity reflections which can be clustered and tracked relative to the previous radar frame (e.g., a radar image in time). Using an iterative closest point algorithm, the successive images in time can be matched and the translation between detected objects or features with respect to time can provide translation data, e.g., the moving velocity of the mobile object.
FIG. 2B illustrates a time series of estimated moving velocity from a scanned “floor voxel” in
the succession of radar images. The “floor voxel” can be one volume element of the scanned
scene/image that spans multiple distances and azimuth angles. The radar dataset from the radar
images can also include similar data from each of its many other voxels at each combination of range
(distance) and azimuth angle. Similar analysis to determine moving velocity can be done from other
observed objects in the scene/image besides the floor, and multiple such estimates can be combined to
form a single estimation of translation information and rotation information.

In some embodiments, the additional translation and rotation information based on the
succession of radar images can be combined with the estimate of translation from radar velocity to get
more accurate estimates of translation of the mobile object, and combined with the rotation
information from the IMU to get more accurate estimates of orientation of the mobile object.

In some embodiments, the RF radar carried by a mobile object can sense surrounding objects
moving at different velocities (e.g., a floor voxel, a wall voxel, or other surrounding objects). By
tracking objects across multiple radar images, the transformation (i.e., both translation and rotation) of
those tracked objects can be determined. The tracked objects in the environment can be static objects
and the relative motion of the tracked objects reflects the motion of the mobile object. The fusion of
this additional transformation information with the original transformation information can be carried
out with algorithms like Kalman filter.

In some embodiments, application of a Kalman filter may help fuse in multiple measurements
for improved prediction. For example, in addition to the original transformation (e.g., from an RF
radar or an IMU), environmental objects such as walls and their transformation can be tracked as an
additional source of information. When at an individual timestamp, there is an error in the calculation
of the original transformation, the tracking of environmental objects like walls can provide another
piece of information.

When the mobile object moves from a first position P1 (x1, y1, z1) to a second adjacent
position P2 (x2, y2, z2), a time series of radar velocities can be measured by the RF radar unit. Each
measured radar velocity of the mobile object can be decomposed to the x, y and z axes as v_x, v_y and v_z
based on orientation information of the mobile object. The real-time orientation information can be
determined by the inertial measurement unit (IMU) discussed further below. It is to be understood
that any identified objects in the environment other than a floor can also be used to measure the radar
velocity of the mobile object.

In some embodiments, the sensor assembly may include one or more optional sensors to
provide supplemental sensing data. The optional sensors include, for example, one or more imaging
sensors (e.g., a thermal imaging sensor, a visible light imaging sensor, etc.), one or more
magnetometers, etc. In some embodiments, one or more thermal imaging sensors, one or more visible
light imaging sensors, or a combination thereof can be used to capture imaging data of the
surrounding objects in the environment. In some embodiments, one or more magnetometers can be used to derive information from the Earth’s magnetic field. The derived information from the magnetometers can help to stabilize the absolute orientation information provided by an IMU.

The sensing data collected by the sensor assembly 10 can be processed by a processor 20. In the depicted embodiment of FIG. 1, the processor 20 can implement a fusion component 22 to determine translation information and absolute orientation information of the mobile object based on the sensing data from the sensor assembly, and determine a time series of poses of the mobile object based on a combination of the determined translation information and the determined the absolute orientation information. Translation information described herein refers to the location of a mobile object in 3D coordinate space, i.e. the (x, y, z) coordinates. Absolute orientation describes how the mobile object is placed with respect to the 3D axes.

The processor 20 can further implement a route planner component 24 to combine the time series of poses into a path of the mobile object. In some embodiments, the route planner component 24 can project the path onto a 2-dimensional (2D) plane associated with a plane of the surrounding environment to generate a 2D map thereof. In some embodiments, the 2D map can be associated with each of multiple stories or floors in a building. In some embodiments, the route planner component 24 can associate the path with a 3-dimensional (3D) space of the surrounding environment to generate a 3D map thereof. In some embodiments, the route planner component 24 can determine an optimal or near-optimal route derived from the path. The processor 20 can output the processed information to display at a user interface (UI) 30.

FIG. 3A is a side view of the exemplary sensor assembly 10, according to one embodiment. The sensor assembly 10 includes the RF radar unit 12 mounted on a first plate 12a and the IMU 14 mounted on a second plate 14a. The RF radar unit 12 and the IMU 14 are mechanically coupled with a known spatial relationship. In the depicted embodiment of FIG. 3A, the RF radar unit 12 and the IMU 14 are respectively fixed to the plates 12a and 14a, which are positioned such that the orientations of the RF unit 12 and the IMU 14 can always be tracked relative to each other. The RF radar unit 12 is positioned to point toward the floor with a tilted angle (e.g., about 45°).

FIG. 3B is a schematic side view of the exemplary sensor assembly 10 attached to a mounting mechanism 21, according to one embodiment. The RF radar unit is tilted at certain degrees (e.g., about 45 degrees) from the elevation plane 2 to provide a non-zero Doppler shift from the floor when the mobile object (e.g., a firefighter) walks upright, or during sidestepping on the floor. It is to be understood that the mounting mechanism 21 may have any suitable mechanical configurations to mount the sensor assembly to a mobile object, without obstructing the sensing functions of the sensor assembly 10.
FIG. 3C is a diagrammatical illustration of a user wearing a wearable pack 200 with the exemplary sensor assembly 10 mounted thereon, according to one embodiment. The sensor assembly 10 is attached to the wearable pack 200 via the mounting mechanism 21. In the depicted embodiment of FIG. 3C, the wearable pack 200 further includes personal protective equipment (PPE) 210. Typical PPE can include, for example, a self-contained breathing apparatus, an air-purifying apparatus, a backpack, etc. The PPE 210 may further include an optional headpiece 252 which may have an in-mask display to present a user interface to the wearer. It is to be understood that the wearable pack 200 may include other types of PPE or other functional components. In some embodiments, the wearable pack 200 may be a wearable mounting device configured to mount the sensor assembly 10 to a mobile object (e.g., a firefighter). The sensor assembly 10 may be preferably mounted on the body of the wearer, not head-mounted, in order to extract translational motion and decouple rotation of the object from head turns.

FIG. 4 is a flow diagram of a method 400 of using a mapping and routing system described herein. At 410, a sensor assembly is provided to a mobile object. One exemplary sensor assembly is the sensor assembly 10 of FIG. 1, which includes an inertial measurement unit (IMU), a RF radar unit and other optional sensors. In some embodiments, the sensor assembly can be mounted on a wearable pack to be worn by the mobile object. One exemplary wearable pack 200 is illustrated in FIG. 3C. The method 400 then proceeds to 420.

At 420, the sensor assembly collects sensing data including, for example, one or more radar velocities from the RF radar unit, one or more angular velocities of the mobile object from the IMU, one or more linear accelerations from the IMU, etc. In some embodiments, a time series of radar velocities can be determined based on the Doppler shift of the RF radar signals. In some embodiments, the RF radar can scan one or more surrounding objects to obtain a time series of radar images. In some embodiments, one or more 6-axis IMUs can be provided, where each IMU can sense accelerations along 3 accelerometer axes and angular velocities about 3 gyroscope axes. The method 400 then proceeds to 430.

At 430, a processor determines translation information and absolute orientation information of the mobile object based on the sensing data from the sensor assembly. In some embodiments, a time series of radar velocity of the mobile object can be determined based on the sensing data from the RF radar. In some embodiments, real-time rotation information can be determined by integration of the sensed angular velocities about the respective 3 gyroscope axes. Real-time absolute orientation information can be determined by combining the real-time rotation information with the acceleration information along the 3 accelerometer axes. A global coordinate system (x, y, z) can be built based on the determined absolute orientation information. Each of the measured radar velocities can be decomposed along the respective x, y and z axes of the global coordinate system. Integration of the
decomposed radar velocities can obtain translation information in the global coordinate system along the axes x, y, and z. The method 400 then proceeds to 440.

At 440, the processor determines a time series of poses of the mobile object based on a combination of the determined translation information and absolute orientation information. For example, when the mobile object moves from a first position P1 (xi, yi, zi) to a second adjacent position P2 (x2, y2, z2), a time series of radar velocities can be measured. Each measured radar velocity of the mobile object can be decomposed to the x, y and z axes as \( v_x \), \( v_y \) and \( v_z \) based on the corresponding absolute orientation information of the mobile object. Integration of the velocities \( v_x \), \( v_y \) and \( v_z \) over time can obtain the position information, e.g., a time series of coordinates (x, y, z) of the mobile object. A pairing of position information and absolute orientation information forms pose information of the mobile object. The method 400 then proceeds to 450.

At 450, the processor combines the succession of poses into a path of the mobile object. For example, when the mobile object moves from a first position P1 (xi, yi, zi) to a second adjacent position P2 (x2, y2, z2) in the environment, a time series of pose information can build a path from the first position P1 (xi, yi, zi) to the second adjacent position P2 (x2, y2, z2).

Various maps of the environment can be generated based on the path(s) from 450. In some embodiments, a map can be built based on the tracked paths from one or more mobile objects in the environment. In some embodiments, one or more paths can be projected onto a 2-dimensional (2D) plane associated with a plane of the surrounding environment to generate a 2D map thereof. In some embodiments, one or more paths can be associated with a 3-dimensional (3D) space of the surrounding environment to generate a 3D map thereof. Optimal routes between two locations in any one of the maps can determined. The mapping and routing information derived from the path(s) can be displayed to a user via a user interface. For example, FIG. 7 illustrates a route 716 between the current location 714 and the goal location 712. The route 716 is determined based on the 2D map 700 built on the path(s) 710 tracked from one or more mobile objects travelling in the environment.

The method of mapping and routing described herein may rely on a fusion of sensing data collected by a sensor assembly. FIG. 5 is block diagram illustrating a method of multi-sensor data fusion, according to one embodiment. A gyroscope sensor 510 provides angular velocities \( (\omega_x, \omega_y, \omega_z) \) of the mobile object at 512. A radar sensor 520 provides one or more radar velocities of the mobile object (e.g., a person) with respect to one or more surrounding objects (e.g., a floor). An accelerometer sensor 530 provides accelerations \( (a_x, a_y, a_z) \) of the mobile object. The sensing data 512, 522 and 532 from the sensors 510, 520 and 530 are provided to a fusion component 540 of a processor to determine real-time translation and absolute orientation information of the mobile object based on suitable data fusion algorithms.
In some embodiments, the absolute orientation information of the mobile object, e.g., represented by a quaternion \((q_0, q_1, q_2, q_3)\) at 550, can be determined by combining the angular velocities \((\omega_x, \omega_y, \omega_z)\) at 512 from the gyroscope sensor 510 with the accelerations \((a_x, a_y, a_z)\) at 532 of the mobile object from the accelerometer sensor 530. In the embodiment depicted in FIG. 6, the measured accelerations from the accelerometer sensor provides a gravity reference, where the angles between the 3 axes \((x, y, z)\) of the gyroscope sensor and the gravity reference can be determined. Integration of the angular velocities \((\omega_x, \omega_y, \omega_z)\) with respect to the gravity reference can provide an absolute orientation information \((q_0, q_1, q_2, q_3)\) of the mobile object. Without the gravity reference, the gyroscope sensor may provide a relative orientation, e.g., a real-time change of the orientation of the mobile object can be detected. One disadvantage of this method is that the result may diverge with time due to integration errors and the limited precision of the gyroscope. The combination of a gyroscope and an accelerometer described herein can overcome such technical disadvantage by establishing a global coordinate system and determining the absolute or unambiguous orientation information.

The absolute orientation information \((q_0, q_1, q_2, q_3)\) at 550 can be applied to the one or more radar velocities at 522 measured by the radar sensor 520 to determine a time series of pose information of the mobile object, i.e., to determine both the real-time position and absolute orientation of the mobile object. Each measured radar velocity of the mobile object can be decomposed to the \(x\), \(y\) and \(z\) axes as \(v_x, v_y\) and \(v_z\) at 560 based on the corresponding absolute orientation information of the mobile object. Integration of the velocities \(v_x, v_y\) and \(v_z\) over time can obtain a path 570 of the mobile object in the environment, e.g., a time series of coordinates \((x, y, z)\) of the mobile object in the global coordinate system.

For example, in one embodiment, the radar sensor can be mounted on a wearable pack worn by a mobile object, pointing to a floor with a pointing angle. The pointing angle (e.g., gamma) of the radar sensor with respect to the plane of the floor can be dynamically determined by an IMU based on the absolute orientation information \((q_0, q_1, q_2, q_3)\). When the mobile object moves through the space, a forward speed (i.e., a translation speed parallel to the plane of the floor) of the mobile object along the path can be dynamically determined, for example, by using the cosine function \((\text{a cosine(gamma)})\) to calculate the forward speed of the mobile object parallel to the floor. Integration of the forward speed of the mobile object over time can obtain a path of the mobile object on the floor, e.g., a time series of coordinates \((x, y)\) of the mobile object on the floor.

The obtained path(s) can be used to create one or more 2 dimensional (2D) or 3 dimensional (3D) maps. The maps can provide areas within an environment (e.g., a building) that mobile objects can navigate. FIG. 7 illustrates a 2D map 700 on a floor 702 based on the obtained path(s) when a mobile object moves on the floor 702. The 2D map 700 provides various paths on the floor 702 that a
mobile object can navigate and can be used to create a route from one location to another location on the floor 702.

In some embodiments, suitable search algorithms can be employed to optimally determine a route from a map. In some embodiments, an A* algorithm can be used to automatically determine and present a route given a start location and a goal location. The A* algorithm is a known search algorithm which can formulate path planning by representing the environment as a graph of nodes in which edges between the nodes are paths which can be traversed. It is to be understood that any suitable search algorithms other than the A* algorithm can be used to determine route(s) from path(s)/map(s) from one or more mobile objects travelling in the environment.

In some embodiments, an automatically determined route may have the least cost possible in terms of distance travelled based on the map, or it may be based on a different combination of cost factors. One example of the generated “shortest egress route out” can be seen in FIG. 7 where the route 716 is determined between the current location 714 and the goal location 712 of the 2D map 700 which is built on the path(s) 710 tracked from one or more mobile objects travelling in the environment.

In some embodiments, the automatically determined path/route/map can be displayed, via a user interface, to a user. The user can amend the system-recommended path/route, based on some visualization of the mapping information collected by the system.

In some embodiments, 3D maps can be created to correctly represent a 3D environment where the mobile object is in, including one or more vertical elevations of the path, e.g., ascending/descending stairs between different floors of a multi-story building. Such track of vertical elevation can be achieved by the integration of the velocities $v_x, v_y$ and $v_z$ over time to obtain one or more 3D path(s) of the mobile object along the vertical elevation of the path (e.g., along the z axis).

The obtained path/route/map can be augmented by some structure-based mapping information derived from the features (e.g., a wall, a floor, a ceiling, etc., inside a building) observed in the environment surrounding the mobile object. In some embodiments, one or more imaging sensors such as, for example, a thermal imaging sensor, a visible light imaging sensor, etc., can be used to capture imaging data of the surrounding objects in the environment. The captured images/data can be used to build 3D point maps of environments. For example, in some embodiments, a 3D map can be built based on the thermal imaging data, the visible light imaging data, radar-detected object data, or any combination thereof that goes beyond where the mobile object traveled and may include a map of the surrounding environment such as, for example, rooms, hallways, etc.

In some embodiments, a structure-from-motion approach can utilize visual features from sensor images (e.g., thermal imaging data, visible light imaging data, etc.) to track the 2D positions of
surrounding objects in the environment over image frames. When the imaging sensors move along with the mobile object to capture images, the structure-from-motion approach can track positions of targeted features from a time series of image frames. Using the tracked 2D positions from the frames, the system can triangulate the 3D relative position of the targeted features to build a point cloud of the environment (e.g., a wall, a floor, a ceiling, a room, a hallway, etc.).

In some embodiments, an intelligent environment monitor can be provided to monitor related aspects of the environment, e.g., to determine whether the environment has a low visibility or not. Suitable computer vision techniques can be applied to detect the related aspects of the environment such as, for example, thick smoke in the environment. Based on the monitor’s perception of the environment, the system can determine the relative weighting of the sensing data from the various sensors of the sensor assembly. For example, the system can determine what imaging modality (e.g., thermal or visible light) to use as supplemental sensors along with an IMU and/or an RF radar unit.

In some embodiments, the intelligent environment monitor can be used to better target the correct type of features in the environment to be tracked. For example, when the intelligent environment monitor determines that the environment has a low visible contrast, e.g., in a hallway where the walls and ceiling are painted a uniform color and the floor has no texture on it, the intelligent environment monitor may evoke a thermal imaging sensor to capture thermal imaging data, instead of using a visible light imaging sensor. When the intelligent environment monitor determines that the thermal contrast for the targeted features in the environments is low, the intelligent environment monitor may evoke a visible light imaging sensor to capture visible light imaging data, instead of using a thermal imaging sensor. In this manner, the system can intelligently monitor the environment and choose suitable imaging sensors (e.g., thermal cameras, visible light cameras, or a combination thereof) to better track the correct type of features in the environment.

In some embodiments, the imaging data (e.g., thermal or visible light imaging data) of the surrounding objects in the environment can be combined with the sensing data from an IMU and a RF radar to provide additional information to a user when the imaging data are available. In some embodiments, the imaging data can be utilized to remove signal noise from the IMU and radar sensing data.

A user interface can be provided to convey mapping and routing information derived from a path/map to a user. In some embodiments, the user interface may be provided as a wearable heads-up style user interface. The user interface can provide continuously-updated navigation information for a mobile object, for example, a dynamic arrow pointing out the path at a destination, or a waypoint on the way to a destination. FIG. 8 is a screenshot of a user interface 800 of a mapping and routing system, according to one embodiment. The exemplary user interface 800 provides mapping and routing information to a mobile object (e.g., a firefighter) in the environment. The user interface 800
can be displayed to the user (e.g., a firefighter) via a wearable device (e.g., an in-mask display) functionally connected to the processor 20 of FIG. 1. In the depicted embodiment of FIG. 8, the user interface 800 includes a dynamic arrow 810 pointing out which way to go in the environment. The mapping and routing information presented, via the user interface 800, to the user can be superimposed with the actual, visible-to-the-user scene of the surrounding environmental features 820. In some embodiments, the surrounding environmental features 820 can be captured and displayed by suitable augmented reality techniques.

In some embodiments, the user interface can provide frequently-updated smart guidance derived from suitable search algorithms to optimally determine a route from a map. For example, an A* algorithm can be used to automatically determine and present a route given a start location and a goal location in a map, such as the exemplary route 716 determined from the map 700 as shown in FIG. 7. FIG. 9 is a screenshot of a user interface 900 of a mapping and routing system, according to one embodiment. The exemplary user interface 900 displays a ‘birds-eye’ view of the paths generated by one or more mobile objects or users including a user “F”. The actual turn-by-turn route guidance for one user can be communicated via a user interface such as, for example, the user interface 800 depicted in FIG. 8. Alternatively, the route guidance can be communicated verbally by another, non-mobile, user through verbal (e.g. radio) communication with the aid of the ‘birds-eye’ view of the dynamic paths such as the exemplary user interface 900 of FIG. 9. For example, in the embodiment illustrated in FIG. 9, the user “F” traversed a path 920 in response to the smart guidance which is based on the A* algorithm to provide a new path 940 that leads the user “F” back to the known path 910. Such smart guidance can be dynamically communicated to the user “F” by any suitable means (e.g., visually or verbally).

In some embodiments, the user interface may be provided as a dashboard-style user interface. The user interface can provide continuously or frequently updated dynamic tracks paths of multiple mobile objects in the environment (e.g., within a building). In some embodiments, the user interface can provide a smart guidance for a user (e.g., a non-mobile incident commander) by combining path segments captured from the motions of multiple mobile objects inside the environment. FIG. 10 is a screenshot of a user interface 1000 of a mapping and routing system, according to one embodiment. The user interface 1000 includes a window 1100 to display a dynamic map having tracks of multiple mobile objects (e.g., firefighters A, B, C, D, E, and F) within the environment (e.g., inside a building). The user interface 1000 further includes a dashboard 1200 to display the status data of the multiple mobile objects.

Unless otherwise indicated, all numbers expressing quantities or ingredients, measurement of properties and so forth used in the specification and embodiments are to be understood as being modified in all instances by the term “about.” Accordingly, unless indicated to the contrary, the
numerical parameters set forth in the foregoing specification and attached listing of embodiments can vary depending upon the desired properties sought to be obtained by those skilled in the art utilizing the teachings of the present disclosure. At the very least, and not as an attempt to limit the application of the doctrine of equivalents to the scope of the claimed embodiments, each numerical parameter should at least be construed in light of the number of reported significant digits and by applying ordinary rounding techniques.

Exemplary embodiments of the present disclosure may take on various modifications and alterations without departing from the spirit and scope of the present disclosure. Accordingly, it is to be understood that the embodiments of the present disclosure are not to be limited to the following described exemplary embodiments, but is to be controlled by the limitations set forth in the claims and any equivalents thereof.

**Listing of Exemplary Embodiments**

Exemplary embodiments are listed below. It is to be understood that any one of embodiments 1-17 and 18-21 can be combined.

15 **Embodiment 1** is a method of mapping and routing comprising:

- providing a sensor assembly mounted on the wearable pack to be worn by a mobile object, the sensor assembly comprising an inertial measurement unit (IMU) and one or more radio-frequency (RF) radar units;
- collecting, via the sensor assembly, sensing data comprising (i) one or more radar velocities from the one or more RF radar units, (ii) one or more angular velocities of the mobile object from the IMU, and (iii) one or more linear accelerations from the IMU;
- determining, via a processor, translation information and absolute orientation information of the mobile object based on the sensing data;
- determining, via the processor, a time series of poses of the mobile object based on a combination of the determined translation information and the determined absolute orientation information; and
- combining, via the processor, the time series of poses into a path of the mobile object.

**Embodiment 2** is the method of embodiment 1, wherein the absolute orientation information of the mobile object is determined based on the sensing data from the IMU comprising a gyroscope and an accelerometer.

**Embodiment 3** is the method of embodiment 2, wherein the one or more angular velocities from the gyroscope are combined with a gravity reference from the accelerometer to provide the absolute orientation information.
Embodiment 4 is the method of any one of embodiments 1-3, wherein collecting the sensing data further comprises scanning, via the one or more RF radar units, one or more surrounding objects to obtain a time series of radar images.

Embodiment 5 is the method of embodiment 4, further comprising tracking, via the processor, positions of the one or more identified objects in the time series of radar images.

Embodiment 6 is the method of embodiment 5, further comprising generating, via the processor, additional translation information based on the tracked positions in the time series of radar images.

Embodiment 7 is the method of embodiment 5, further comprising generating, via the processor, additional orientation information of the mobile object based on the tracked positions in the time series of radar images.

Embodiment 8 is the method of any one of embodiments 1-7, further comprising projecting, via the processor, the path onto a 2-dimensional (2D) plane associated with a plane of the surrounding environment to generate a 2D map thereof.

Embodiment 9 is the method of embodiment 8, further comprising associating, via the processor, the map with one of multiple stories or floors in a building.

Embodiment 10 is the method of any one of embodiments 1-9, further comprising associating, via the processor, the path with a 3-dimensional (3D) space of a surrounding environment to generate a 3D map thereof.

Embodiment 11 is the method of embodiment 8 or 10, further comprising determining, via the processor, an optimal or near-optimal route between two locations based on the 2D or 3D map.

Embodiment 12 is the method of any one of embodiments 1-11, further comprising displaying to a user, via a user interface, mapping and routing information derived from the path.

Embodiment 13 is the method of embodiment 12, wherein the user interface displays a “birds-eye” view of mapping and routing information from one or more mobile objects.

Embodiment 14 is the method of any one of embodiments 1-13, further comprising providing one or more thermal imaging sensors to sense one or more thermal images.

Embodiment 15 is the method of any one of embodiments 1-14, further comprising providing one or more cameras to capture one or more visible images of one or more surrounding objects.

Embodiment 16 is the method of embodiment 14 or 15, further comprising building a point cloud of a surrounding environment based on the thermal images or the visible images.
Embodiment 17 is the method of any one of embodiments 1-16, further comprising providing an intelligent environment monitor configured to monitor a surrounding environment and adaptively determine the relative weighting of the sensing data from the sensor assembly.

Embodiment 18 is a mapping and routing system comprising:

a wearable pack;

a sensor assembly mounted on the wearable pack to be worn by a mobile object, the sensor assembly comprising an inertial measurement unit (IMU) and one or more radio-frequency (RF) radar units, the sensor assembly configured to sense data comprising (i) one or more radar velocities from the one or more RF radar units, (ii) one or more angular velocities of the mobile object from the IMU, and (iii) one or more linear accelerations from the IMU; and

a processor configured to:

determine translation information and absolute orientation information of the mobile object based on the sensing data from the sensor assembly;

determine a time series of poses of the mobile object based on a combination of the determined translation information and orientation information; and

combine the time series of poses into a path of the mobile object.

Embodiment 19 is the system of embodiment 18, wherein the IMU comprises a gyroscope and an accelerometer, and the absolute orientation information of the mobile object is determined based on the sensing data from the gyroscope and the accelerometer.

Embodiment 20 is the system of embodiment 19, wherein the gyroscope is configured to sense the one or more angular velocities, and the accelerometer is configured to provide a gravity reference.

Embodiment 21 is the system of any one of embodiments 18-20, wherein the IMU and the one or more RF radar units are mechanically coupled with a known spatial relationship.

Reference throughout this specification to "one embodiment," "certain embodiments," “one or more embodiments,” or "an embodiment," whether or not including the term "exemplary" preceding the term "embodiment," means that a particular feature, structure, material, or characteristic described in connection with the embodiment is included in at least one embodiment of the certain exemplary embodiments of the present disclosure. Thus, the appearances of the phrases such as “in one or more embodiments,” "in certain embodiments,” “in one embodiment,” or "in an embodiment" in various places throughout this specification are not necessarily referring to the same embodiment of the certain exemplary embodiments of the present disclosure. While the specification has described in detail certain exemplary embodiments, it will be appreciated that those skilled in the art, upon attaining an understanding of the foregoing, may readily conceive of alterations to, variations of, and equivalents to these embodiments.
What is claimed is:

1. A method of mapping and routing, comprising:
   providing a sensor assembly mounted on the wearable pack to be worn by a mobile object, the sensor assembly comprising an inertial measurement unit (IMU) and one or more radio-frequency (RF) radar units;
   collecting, via the sensor assembly, sensing data comprising (i) one or more radar velocities from the one or more RF radar units, (ii) one or more angular velocities of the mobile object from the IMU, and (iii) one or more linear accelerations from the IMU;
   determining, via a processor, translation information and absolute orientation information of the mobile object based on the sensing data;
   determining, via the processor, a time series of poses of the mobile object based on a combination of the determined translation information and the determined absolute orientation information; and
   combining, via the processor, the time series of poses into a path of the mobile object.

2. The method of claim 1, wherein the absolute orientation information of the mobile object is determined based on the sensing data from the IMU comprising a gyroscope and an accelerometer.

3. The method of claim 2, wherein the one or more angular velocities from the gyroscope are combined with a gravity reference from the accelerometer to provide the absolute orientation information.

4. The method of claim 1, wherein collecting the sensing data further comprises scanning, via the one or more RF radar units, one or more surrounding objects to obtain a time series of radar images.

5. The method of claim 4, further comprising tracking, via the processor, positions of the one or more identified objects in the time series of radar images.

6. The method of claim 5, further comprising generating, via the processor, additional translation information based on the tracked positions in the time series of radar images.

7. The method of claim 5, further comprising generating, via the processor, additional orientation information of the mobile object based on the tracked positions in the time series of radar images.
8. The method of claim 1, further comprising projecting, via the processor, the path onto a 2-dimensional (2D) plane associated with a plane of a surrounding environment to generate a 2D map thereof.

9. The method of claim 8, further comprising associating, via the processor, the map with one of multiple stories or floors in a building.

10. The method of claim 1, further comprising associating, via the processor, the path with a 3-dimensional (3D) space of a surrounding environment to generate a 3D map thereof.

11. The method of claim 8 or 10, further comprising determining, via the processor, an optimal or near-optimal route between two locations based on the 2D or 3D map.

12. The method of claim 1, further comprising displaying to a user, via a user interface, mapping and routing information derived from the path.

13. The method of claim 12 wherein the user interface displays a “birds-eye” view of mapping and routing information from one or more mobile objects.

14. The method of claim 1, further comprising providing one or more thermal imaging sensors to capture one or more thermal images.

15. The method of claim 1, further comprising providing one or more cameras to capture one or more visible images of one or more surrounding objects.

16. The method of claim 1, further comprising providing an intelligent environment monitor configured to monitor a surrounding environment and adaptively determine the relative weighting of the sensing data from the sensor assembly.

17. A mapping and routing system comprising:
   a wearable pack;
   a sensor assembly mounted on the wearable pack to be worn by a mobile object, the sensor assembly comprising an inertial measurement unit (IMU) and one or more radio-frequency (RF) radar units, the sensor assembly configured to sense data comprising (i) one or more radar velocities from the one or more RF radar units, (ii) one or more angular velocities of the mobile object from the IMU, and (iii) one or more linear accelerations from the IMU; and
a processor configured to:

determine translation information and absolute orientation information of the mobile object based on the sensing data from the sensor assembly;
determine a time series of poses of the mobile object based on a combination of the determined translation information and orientation information; and
combine the time series of poses into a path of the mobile object.

18. The system of claim 17, wherein the IMU comprises a gyroscope and an accelerometer, and the absolute orientation information of the mobile object is determined based on the sensing data from the gyroscope and the accelerometer.

19. The system of claim 18, wherein the gyroscope is configured to sense the one or more angular velocities, and the accelerometer is configured to provide a gravity reference.

20. The system of claim 17, wherein the IMU and the one or more RF radar units are mechanically coupled with a known spatial relationship.
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