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Description

MAINTAINING CONSISTENCY FOR REMOTE COPY

[001]

[002]

[003]

[004]

[005]

USING VIRTUALIZATION
Technical Field

This application is related to the following co-pending and comnonly-assigned
patent application filed on the same date herewith, and which is incorporated herein by
rfrence in its entirety: “Ordering Updates in Renote Copying of Data,” having
attorney docket no. S10920030037US1.

Background Art

The present disclosure rlates to a method, system, and an article of manufacture
for maintaining consistency for asynchronous enote copy using virtualization
Disclosure of Invention

Information technology systems, including storage systems, may need protection
from site disasters or outages. Furthermore, information technology systems may
require fatures for data migration, data backup, or data duplication. Implerentations
for disaster ;)r outage recovery, data migration, data backup, and data duplication may
include mirroring or copying of data in storage systems. In certain information
technology system, data is copied from a primary storage control to a secondary
storage control. In response to the primary storage control being unavailable, the
secondary storage control may be used to substitute the unavailable primary storage
control.

Data copying in information technology systems may be synchronous or
asynchronous. Synchronous copying involves sending data from the primary storage
control to the secondary storage control and confirming the reception of such data
before completing write operations to the primary storage control. Synchronous copy,
therefore, slows the write operation response time while waiting for the confirmation
from the secondary storage control. Synchronous copy, however, provides sequentially
consistent data at the secondary storage control.

Asynchronous copy may provides better performance than synchronous copy
because the write operation to the primary storage control may be completed before
the reception of sent data is confirmed from the secondary storage control. However,
data sequence consistency may have to be ensured since data received at the secondary
storage control may not be in order of the updates, i.e., write operations, to the primary

storage control. In asynchronous copy, cross-device consistency between the primary
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and the secondary storage control may be achieved by storing updates temporarily in a
hardened location, such as a journal dataset, until a set of consistent updates is
available to apply to the secondary storage associated with the secondary storage
control.

Provided are a method, system, and article of manufacture for copying storage,
wherein a first unit receives data updates from a second unit. The data updates are
stored in a plurality of physical storage locations associated with the first unit. Links
are generated to at least one of the plurality of physical storage locations to achieve
consistent data between the first unit and the second unit.

In additional embodiments, the first unit is a secondary storage control coupled to a
secondary storage and the second unit is a primary storage control coupled to a
primary storags, wheein the plurality of physical storage locations are associated with
the secondary storage, and wherein the data updates are rceived asynchronously at the
first unit.

In further embodiments, the received data is stored only once in the plurality of
physical storage locations associated with the first unit, and unlinked physical storage
locations are released to be used for storing subsequent data updates.

In yet additional embodiments, an application sends input/output requests to the

=vsecond unit, wheein the data updates correspond to output requests:from the ap-
plication, and wherein the data updates are stored only once at the first unit, wherein
the first unit can substitute the second unit in responding to the input/output requests
from the application at any point in time, and wheein data in the first and second units
are consistent at all points in time.

In yet further embodiments, a determination is made as to whether the stored data
‘updates form a consistency group, prior to generating the links. A waiting is performed
to receive a next data update in response to the stored data updates not forming a
consistency group.

In yet additional embodiments, a determination is made as to whether the stored
data updates form a consistency group, prior to generating the links. A determination is
made of the at least one physical storage location that commits the consistency group,
wherein virtual storage associated with the first unit links to the determined at least one
physical storage location.

In further embodiments, a data structure that maps virtual storage locations to the at
least one of the plurality of physical storage locations is maintained, wherein the

generated links are associated with the data structure, and wherein a plurality of ap-
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plications are capable of performing input/output operations with the virtual storage
locations.

In additional embodiments, data structures epresenting consistency groups cor-
responding to the data updates are maintained, wherein the maintained data structures
are capable of pointing to the plurality of physical storage locations. A deletion is
performed on a first data structure that represents a first consistency group in response
to first data updates associated with the first consistency group being committed.

In further embodiments, an error is received, at the first unit, in response to waiting
for a data update. The generated links are modified to reflect consistent data between
the first unit and the second unit.

Certain embodiments achieve consistency for asynchronous rmote copy using a
virtual storage system. A replication management application writes data that has been
received but that is not yet consistent with data associated with other storage controls
into unused physical storage. In response to data necessary to provide consistency
being received, virtualization tables may be updated at the true secondary locations to
point to locations in the physical storage where the data has been written. In certain
embodiments, the received data at a secondary storage control may be written only
once to the physical storage associated with the secondary storage control.

Brief Description of the Drawings

Referring now to the drawings in which like refence numbers represent cor-
responding parts throughout:

FIG. 1 illustrates a block diagram of a computing environment, in accordance with
certain described aspects of the invention;

FIG. 2 illustrates a block diagram of data structures and devices rlated to the
computing environment, in accordance with certain described implementations of the
invention;

FIG. 3 illustrates a block diagram of consistency groups, in accordance with certain
described implementations of the invention;

FIG. 4 illustrates logic for maintaining consistency using virtualization, in
accordance with certain described implementations of the invention;

FIG. 5 iltustrates a block diagram of a first state of data structures in an exemplary

embodiment, in accordance with certain described implementations of the
invention;

FIG. 6 illustrates a block diagram of a second state of data structures in an

exemplary embodiment, in accordance with certain described implementations of the
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invention;

FIG. 7 illustrates a block diagram of a third state of data structures in an exemplary
embodiment, in accordance with certain described implementations of the invention;

FIG. 8 illustrates logic for logic for maintaining consistency and disaster recovery,
in accordance with certain described implementations of the invention; and

FIG. 9 illustrates a block diagram of a computer architectuire in which certain
described aspects of the invention are implemented.

Best Mode for Carrying Out the Invention

In the following description, refrence is made to the accompanying drawings
which form a part hereof and which illustrate several implementations. It is understood
that other implementations may be utilized and structural and operational changes may
be made without departing from the scope of the present implementations.

FIG. 1 illustrates a block diagram of a computing environiment, in accordance with
certain aspects of the invention. A primary storage control 100 is coupled to a
secondary storage control 102. An application system 104 that includes one or more
applications may perform I/O operations, including write operations, to the primary
storage control 100. In certain embodiments the application system 104 may eside in a
host computational device that is coupled to the primary storage control 100 via a host
bus adapter. o

The primary storage control 100 and the secondary storage control 102 may store
and retrieve data from a primary storage 106 and a secondary storage 108 wespectively,
where the primary storage 106 is coupled to the primary storage control 100 and the
secondary storage 108 is coupled to the secondary storage control 102. Additionally,
the primary storage control 100 and the secondary storage control 102 may control the
operations of the primary storage 106 and the secondary storage 108 respectively. The
primary storage 106 and the secondary storage 108 may include non-volatile storage,
such as, hard disk drives, RAIDs, direct access storage devices, or other types of
physical storage.

In certain embodiments, the primary storage control 100 may not be operational and
data associated with the secondary storage control 102 may be used by a recovery
system 110 for processing. In embodiments of the invention, data associated with the
secondary storage control 102 is maintained consistent with data associated with the
primary storage control 100. The consistency is maintained by a replication
management application 112,

The replication management application 112 is coupled to the primary storage
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control 100 and the secondary storage control 102 and in certain embodiments may
mirror data from the primary storage control 100 to the secondary storage control 102.
In some embodiments, the mirroring may be performed by copying data ésyn-
chronously from the primary storage control 100 to the secondary storage control 102.

In certain embodiments, the replication management application 112 may be spread
across the primary storage control 100 and the secondary storage control 102. In other
arbodiments, the replication managment application 112 may reside on a separate
system that is diffrent from the primary storage control 100 and the secondary storage
control 102. In yet additional embodiments, the replication management application
112 may reside in only one of the primary storage control 100 and the secondary
storage control 102.

In certain embodiments, the replication management application 112 maintains
consistency of data updates roeived from the application system 104, where the data
updates are asynchronously copied to the secondary storage control 102 from the
primary storage control 100. The replication management application 112 may
peaform a virtualization of the secondary storage 108 that is coupled to the secondary
storage control 102 to maintain the consistency of data across the primary storage
control 100 and the secondary storage control 102. In certain enbodiments, virtu-
alization includes the mapping of the physical secondary storage 108 to virtual
volumes.

Therefore, FIG. 1 illustrates an embodiment where the eplication management ap-
plication 112 virtualizes the secondary storage control 102 and maintains con-
sistencyof data across the primary storage control 100 and the secondary storage
control 102, where data is copied asynchronously from the primary storage control 100
to the secondary storage control 102.

FIG. 2 illustrates a block diagram of data structures and devices related to the
replication management application 112 and the secondary storage control 102, in
accordance with certain described implementations of the invention.

The secondary storage control 102 may receive data updates 200 generated as a
result of write operations from one or more applications 204a...204m to the primary
storage control 100, where the one or more applications 204a...204m may comprise the
application system 104. In certain embodiments, the data updates 200 from the ap-
plication system 104 arrive asynchronously at the secondary storage control 102 via
the primary storage control 100 and the data updates 200 may be referred to as a data
update stream.
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The replication management application 112 creates one or more virtual devices,
such as, virtual volumes 206a...206n associated with the secondary storage control
102. The primary storage control 100 may also have virtual volumes that corespond to
the virtual volumes 206a...206n. In certain enbodiments, the data corresponding to the
virtual volumes 206a...206n are stored in locations in the physical secondary storage
108. The mapping of the virtual volumes 206a..206n to locations in the phy/sical
secondary storage 108 may be stored in virtualization tables 208 associated with the
secondary storage control 102. In certain embodiments, the virtualization tables 208
may be coupled to the virtual volumes 206a..206n.

The application system 104 performs I/O operations with respect to virtual volumes
associated with the primary storage control 100 and corresponding virtual v-olumes
206a...206n are also associated with the secondary storage control 102.

In certain embodiments, the replication management application 112 may include a
consistency group determination application 210, and associated data structures cor-
responding to consistency groups 212.

Therefore, FIG. 2 describes an embodiment where the replication management ap-
plication 112 virtualizes the secondary storage control 100 and maintains data
consistency across the primary storage control 100 and the secondary storage control
102.

FIG. 3 illustrates a block diagram of exemplary consistency groups created by the
replication management application 112, in accordance with certain described imple-
mentations of the invention.

A consistency group is a set of updates in which the updates may span a plurality of
storage volumes, and where the updates must be written together in order to 1maintain
mutual data consistency between the data contained in each storage volume of the
plurality of storage volumes. To provide a non-limiting example, a first comamand
copies volume Al associated with the primary storage control 100 to volume B1
associated with the secondary storage control 102 and a second command copies
volume A2 associated with the primary storage control to volume B2 associated with
the secondary storage control. It is required that volumes B1 and B2 should xepresent a
consistent state of the dataset in volumes Al and A2 at a certain point in tinoe. In a
certain sequence of operations on the volumes the following set of dependent write
operations by the application system 104 may occur (where the second operation
occurs after the first operation):

1. Write to dataset on volume Al (data updated)
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2. Write to dataset on volume A2 (data updated)

When volumes Al and A2 are asynchronously copied to volumes B1 and B2 re-
spectively via the data updates 200, then the following non-limiting example of a
sequence of operations may create an inconsistent state in volumes B1, B2 with respect
to volumes Al, A2.1.

Copy volume Al to volume Bl

2. Write to dataset on volume Al (data updated)

3. Write to dataset on volume A2 (data updated)

4. Copy volume A2 to volume B2

At the conclusion of all the copy operations, i.e., the conclusion of the fourth
operation, volume B2 contains the data update of volume A2 whereas volume B1 dees
not contain the data update of volume Al. The set of volumes B1, B2 are in an in-
consistent state with respect to the set of volumes A1, A2. An application 204a...204m
that uses the volumes B1, B2 associated with the secondary storage control 102 could
not recover from a back-up copy stored in the volumes B1, B2.

Therefore, not all sequence data updates can form a consistent set of data updates.
In FIG. 3, the rows of table 300 represent diffrent devices and the columns represent
different times. The times are relative times and not absolute times. For example, t3
(refrence numeral 306) is a time after t2 (refrence numeral 304), and (2 (refrence
numeral 304) is a time after t1 (refrence numeral 302). A letter-nundber combination
in the body of the table 300 identifies an update to a device at a tirne, with the letter
identifying an application and the number a sequence of updates for the application.
For example, B1 (refrence numeral 308), is the first data update from an application
named B, where the update is for the device D3 (reference numeral 310) that arrives at
relative time t1 (refrence numeral 302). The diffrent shadings in the entries of the
table 300 identify a data-consistent set of updates, and may not necessarily be just
vertical slices of entries in the table. For example, the table 300 has three consistency
groups 312, 314, 316. The update data in a consistency group may need to be applied
together to the secondary control 102 for data associated with the secondary control
102 to remain consistent with data associated with the primary control 100. The de-
termination of consistency groups 312, 314, 316 in the table 300 may be performed in
any manner known in the art.

Therefore, FIG. 3 illustrates an exbodiment of exemplary consistency groups 312,
314, 316 that may be generated by the replication management application 112 by

processing the data update stream 200 that arrives asynchronously at the secondary
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storage control 102 from the primary storage control 100. For preserving data
consistency with the primary storage control 102, first a consistency group is
determined and committed, and then the data updates of the consistency group are
reflected via pointers or links in the virtual volumes 206a...206n of the secondary
storage control 108.

FIG. 4 illustrates logic for maintaining consistency using virtualization as im-
plemented in the secondary storage control 102 in accordance with certain described
implementations of the invention.

Control starts at block 400, where the replication managment application 112
creates virtualization tables 208 corresponding to the virtual volumes 206a...206n
associated with the secondary storage control 102, where the virtualization tables 208
point to locations in the physical storage 108 and may define the consistent data
contents of the virtual volumes 206a...206n. The consistency of the data contents of the
virtual volumes 206a...206n is with respect to the data contents associated with the
primary storage control 100.

The replication management application 112 rceives (at block 402) a data update
200 for a virtual volume 206a...206n associated with the secondary storage control
102. For example, in certain embodiments the data update 200 may be the data update
B1 (refrence numeral 308).

The replication management application 112 writes (at block 404) the data update
200 into unused physical storage. For example, the replication management application
112 may write the data update 200 into unused locations of the secondary storage 108.

The replication management application 112 determines (at block 406) if all data
updates for a consistency group 212, such as, consistency groups 312,314, 316 have
been received. If so, the replication management application 112 updates (at block
408) the virtualization tables 208 to point to the locations in the physical storage 108
that define a commitment of the data updates included in the consistency group 212.
The updated virtualization tables 208 define the new data associated with the virtual
volumes 206a...206n. The data associated with the virtual volumes 206a...206n of the
secondary storage control 102 is therefore consistent with data associated with the
primary storage control 100.

The replication management application 112 fiees (at block 410) space in the
physical storage 108 as a result of the updates to the virtualization tables 208. For
exémple, certain data updates 200 written into the unused physical storage performed
in block 404 may not be needed and may be freed. The replication management ap-
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plication 112 receives (at block 402) the next data update 200.

If the replication management application 112 determines (at block 406) that all
data updates for a consistency group 212, such as, consistency groups 312, 314, 316,
have not been received then the replication management application 112 receives (at
block 402) the next data update 200.

Therefore, FIG. 4 describes certain embodiments in which the replication
management application 112 writes all data updates 200 into locations in unused
physical storage 108 and after determining a consistency group 212 may harden only a
certain number of the written data updates by updating virtualization tables 208 to
point to the certain number of the written data updates. No copying of the written data
updates is necessary.

FIG. 5 illustrates a block diagram of a first state of data structures in an exemplary
embodiment, in accordance with certain described implementations of the invention,
where original data is associated with the secondary storage control 102 and data
updates corresponding to first and second consistency groups have arrived at the
secondary storage control 102 but have not been committed.

In FIG. 5 a linear representation of an exemplary disk 500, such as the physical
storage 108 is shown. The exemplary disk 500 has ten physical blocks with the first
physical block containing a first virtual block (VB) named VB1 that is part of the
original data in the disk 500. As data updates 200 arrive and are associated with
diffrent consistency groups (CG) the data updates are written into the disk 500. For
example, a data update 200 for the fourth virtnal block (VB4) which is part of the
second consistency group (CG?2) is written in physical block five. The virtual blocks
correspond to the virtual volumes 206a...206n.

FIG. 5 also illustrates current data pointers 502 that point to the physical blocks of
the original data in the disk 500, a first consistency group pointers 504 that point to the
physical blocks corresponding the data updates comprising the first consistency group,
and a second consistency group pointers 506 that point to the physical blocks cor-
responding to the data updates comprising the second consistency group.

Tables representing the virtual block to physical block mapping of the pointers 502,
504, 506 are also maintained. For example, current data pointer table 508 illustrates the
current mapping of the virtual blocks to the physical blocks in the disk 500. The
mapping in the current data pointer table 508 illustrates hardened or committed data,
i.e., data that is consistent across the primary storage control 100 and the secondary

storage control 102. The applications 204a...204n that access data associated with the
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secondary storage control 102 work with the data pointed to by the current data
pointers 502.

The first consistency group pointer table 510 illustrates the mapping of the virtual
blocks to the physical blocks in the disk 500 for data updates that form part of the first
consistency group. The data represented in the first consistency group pointer table
510 is not hardened as the first consistency group has not been committed as yet.

Similarly, a second consistency group pointer table 512 illustrates the mapping of
the virtual blocks to the physical blocks in the disk 500 for data updates that form part
of the second consistency group. The data represented in the second consistency group
pointer table 512 is not hardened as the second consistency group has not been
committedas yet.

Therfore, FIG. 5 illustrates a first state of data structures in an embodiment where
data updates 200 for the first and second consistency groups have arrived at the
secondary storage control 102 but have not been committed.

FIG. 6 illustrates a block diagram of a second state of data structures in an
exemplary embodiment, in accordance with certain described implementations of the
invention, where the data updates 200 corresponding to the first consistency group
pointer table 510 have been hardened, i.e., the first consistency group has been
committed, and uncommitted data updates 200 corresponding to a third consistency
group have arrived at the secondary storage control 102.

FIG. 6 illustrates the updated current data pointers 502 that point to the physical
blocks of the original data in the disk 500, the second consistency group pointers 506
that point to the physical blocks corresponding the data updates comprising the un-
committed second consistency group, and a new third consistency group pointers 600
that point to the physical blocks corresponding to the uncommitted data updates
comprising the third consistency group.

Tables representing the virtual block to physical block mapping of the pointers 502,
506, 510 are also maintained. For example, current data pointer table 508 illustrates the
current mapping of the virtual blocks to the physical blocks in the disk 500. The
mapping in the current data pointer table 508 illustrates hardened or committed data
after the date updates 200 of the first consistency group have been committed.

The third consistency group pointer table 602 illustrates the mapping of the virtual
blocks to the physical blocks in the disk 500 for data updates that form part of the third
consistency group. The data represented in the second consistency group pointer table

512 or the third consistency group pointer table 602 is not hardened as the second and
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third consistency groups have not been committed as yet. In FIG. 6 the first
consistency group pointer table 510 has been deleted as the data updates for the first
consistency group have been committed.

Therefore, FIG. 6 illustrates an embodiment where data updates 200 for the first,
second and third consistency groups have arrived at the secondary storage control 102
and only the data updates of the first consistency group have been committed.

FIG. 7 illustrates a block diagram of a third state of data structures in an exemplary
embodiment, in accordance with certain described implementations of the invention. In
FIG. 7 the data updates 200 corresponding to the second and third consistency groups
have been committed.

Since the data updates of the first, second and third consistency groups have been
committed the first consistency group pointer table 510, the second consistency group
pointer table 512, and the third consistency group pointer table 602 are all shown to be
deleted. The current data pointers point to physical block 5, 6, 8, 9 of the disk 500 and
correspond to virtual block VB4, VB2, VB1, and VB3 wespectively.

Therefore, FIG. 7 illustrates an enbodiment where data updates 200 for the first,
second and third consistency groups have arrived at the secondary storage control 102
and all the data updates have been committed.

FIG. 8illustrates logic for logic for maintaining consistency and disaster recovery
implemented in the replication management application 112, in accordance with
certain described implementations of the invention.

Control starts at block 800, where a current consistency group is initialized to one.
The replication management application 112 determines (at block 802) whether all
storage controls, i.e., the primary storage control 100 and the secondary storage control
102, have received the data updates of the current consistency group. If so, the
replication management application 112 commits the data updates of the current
consistency group and for all storage controls sets (at block 804) the curent pointers to
the current consistency group data updates. In certain embodiments, the curent
pointers may be implemented via data structures associated with the virtualization
tables 208 and/or the pointer tables 508, 510, 512, 602.

The replication management application 112 determines (at block 806) whether all
pointers have been updated. If so, the replication managment application deletes (at
block 808) the current consistency group pointers.

The replication management application 112 increments (at block 810) the current

consistency group. For example, if in a first iteration of blocks 802 to 808 the data
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updates of the first consistency group are processed, then in the second iteration of
blocks 802 to 808 the data updates of the second consistency group would be
processed. The replication management application 112 waits (at block 812) for data
updates of the current consistency group to arrive. If there is no error while waiting
then control proceeds to block 802 where the replication management application 112
determines if all storage controls have rceived the data updates for the curent
consistency group.

If the replication management application 112 determines (at block 802) that all
storage controls have not received the data updates of the current consistency group
then the replication management application 112 waits (at block 812) for all the data
updates of the current consistency group to arrive. If an error or disaster strikes while
waiting (at block 812) the replication management application 112 determines (at
block 814) the current consistency group on all storage controls and then determines
(at block 816) the last available consistency group in each storage control. The
replication management application 112 determines (at block 818) the maximum
consistency group available on all storage controls and then updates (at block 820)
pointers on all storage controls to correspond to the last available consistency group on
all storage controls.

If the replication management application 112 determines (at block 806) that all
pointers have not been updated then the replication management application 112 waits
(at block 822) for all pointers to be updated. If there is no error while waiting, then
control returns to block 806 where the replication management application 112
determines if all pointers have been updated.

If there is an error while waiting (at block 822) then the replication managment ap-

- plication 112 begins performing (at block 824) a FOR loop for all the storage controls.

[083]

The control for the FOR loop is executed (at block 824) for one storage control in
every iteration. If the FOR loop is incomplete, i.e., not all storage controls have besn
processed, the replication management application 112 determines (at block 826) if the
pointers correspond to the current consistency group for the storage control being
processed. If so, then the eplication management application 112 everts (at block
828) the pointers to correspond to the previous consistency group and control proceeds
(at block 824) to the next iteration of the FOR loop with the next storage control.

If the pointers do not correspond (at block 826) to the current consistency group
then control proceds (at block 824) to the next iteration of the FOR loop with the next
storage control. At the conclusion of the FOR loop (at block 830) the data in the
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storage controls is consistent with respect to the previous consistency group.

Therefore, the logic of FIG. 8 maintains the data on all storage controls consistent
with each other and furthermore in the event of an error or disaster impacting a storage
control while updating pointers or receiving data updates may revert the pointers in the
storage controls to weflect the data updates associated with an earlier processed
consistency group, such that data in the storage controls are consistent with each other.

These erbodiments achieve consistency for asynchronous remote copy by vir-
tualizing storage systems. A replication managenment application writes data that has
been received but that is not yet consistent with data in other storage subsystems into
unused physical storage. In response to data necessary to provide consistency being
rceived, pointers and tables may be updated at the true target locations to point to
locations in the physical storage where the data has been written.

Therefor, the embodiments do not require a two phase commit at the secondary
storage control to ensure data consistency. In a two phase commit the data updates
may be written into a journal dataset associated with the secondary storage control in a
first phase and the appropriate data updates may copied in a second phase when the
consistency group is committed. The embodiments are implemented without using a
journal dataset. In response to a consistency group being committed, pointers are
adjusted to point to appropriate locations in physical storagg, such that the adjusted
pointers represent a consistent data set across all storage controls.

Additionally, in the event of an error or disaster while updating pointers or waiting
for data updates, the embodiments may adjust the pointers in the storage controls to
reflect the data updates associated with an earlier processed consistency group, such
that the data in the storage controls are consistent with each other.

Furthermore, since the data updates may be kept in disk ther is a lesser constraint
on space utilization or volatility than if the data updates are kept in a cache. Ad-
ditionally, only enough extra disk space is needed to contain updates for the number of
consistency groups which are in progress at one time.

Moreover, since no data updates are physically overwritten, in certain embodiments
it may be possible to maintain or revert back to multiple previous versions of
consistent data sets in the storage controls.

The described techniques may be implemented as a method, apparatus or article of
manufacture using standard programming and/or engineering techniques to produce
software, firmware, hardware, or any combination thereof. The term “article of

manufacture” as used herin efrs to code or logic implemented in hardware logic



WO 2005/069143 PCT/EP2005/050065

[091]

[092]

[093]

14

(e.g., an integrated circuit chip, Programmable Gate Array (PGA), Application
Specific

Integrated Circuit (ASIC), etc.) or a computer readable medium (e.g., magnetic
storage medium, such as hard disk drives, floppy disks, tape), optical storage (e.g.,
CD-ROMs, optical disks, etc.), volatile and non-volatile mamory devices (e.g.,
EEPROMs, ROMs, PROMs, RAMs, DRAMs, SRAMs, firmware, programmable
logic, etc.). Code in the computer readable medium is accessed and executed by a
processor. The code in which implementations are made may further be accessible
through a transmission media or from a file server over a network. In such cases, the
article of manufacture in which the code is implemented may comprise a transmission
media, such as a network transmission line, wireless transmission media, signals
propagating through space, radio waves, infrared signals, etc. Of course, those skilled
in the art will recognize that many modifications may be made to this configuration
without departing from the scope of the implementations, and that the article of
manufacture may comprise any information bearing medium known in the art.

FIG. 9 illustrates a block diagram of a computer architecture in which certain
aspects of the invention are implemented. FIG. 9 illustrates one implementation of the
storage controls 100, 102, a host that includes the application system 104, and any
computational device that includes the replication management application 112. The
storage controls 100, 102, the host that includes the application system 104, and any
computational device that includes the replication management application 112 may
implement a computer architecture 900 having a processor 902, a memory 904 (e.g., a
volatile memory device), and storage 906 (e.g., a non-volatile storage, magnetic disk
drives, optical disk drives, tape drives, etc.). The storage 906 may comprise an internal
storage device, an attached storage device or a network accessible storage device.
Programs in the storage 906 may be loaded into the memory 904 and executed by the
processor 902 in a manner known in the art. The architecture may further include a
network card 908 to enable communication with a network. The architecture may also
include at least one input device 910, such as a keyboard, a touchscreen, a pen, voice-
activated input, etc., and at least one output device 912, such as, a display device, a
speaker, a printer, etc. 30

FIGs. 4 - 8 describe specific operations occurring in a particular order. Further, the
operations may be performed in parallel as vell as sequentially. In alternative imple-
mentations, certain of the logic operations may be performed in a diffrent order,

nodified or removed and still implement implementations of the present invention.
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Moreover, steps may be added to the above described logic and still conform to the im-
plementations. Yet further steps may be performed by a single process or distributed
processes.

Although the embodiments as written with respect to an asynchronous peer to peer
renote copy, additional embodiments may be used where a two-phase commit is
required for copying. For example, if a database log and table space are both contained
with the same virtualization engine, transactions can be written to the log and then the
commit can be accomplished using the virtualization described in the embodiments.
There may be a performance improvement for the processing of the data base because
there is no need to transkr the data to storage for the commit.

Many of the software and hardware components have been described in separate
nodules for purposes of illustration. Such components may be integrated into a &wer
number of components or divided into a larger number of components. Additionally,
certain operations described as performed by a specific component may be performed
by other components.

Therefore, the foregoing description of the implementations has been presented for
the purposes of illustration and description. It is not intended to be exhaustive or to
limit the invention to the precise form disclosed. Many modifications and variations
are possible in light of the above teaching. It is intended that the scope of the invention
be limited not by this detailed description, but rather by the claims appended hereto.
The above specification, examples and data provide a complete description of the
manufacture and use of the composition of the invention. Since many implementations
of the invention can be made without departing from the spirit and scope of the

invention, the invention resides in the claims hereinafter appended.



WO 2005/069143 PCT/EP2005/050065

[001]

[002]

[003]

[004]

[005]

[006]

[007]

16

Claims

A method for copying storage, comprising: receiving, at a first unit, data updates
from a second unit; storing the data updates in a plurality of physical storage
locations associated with the first unit; and generating links to at least one of the
plurality of physical storage locations to achieve consistent data between the first
unit and the second unit.

The method of claim 1, wheein the first unit is a secondary storage control
coupled to a secondary storage and the second unit is a primary storage control
coupled to a primary storage, wherein the plurality of physical storage locations
are associated with the secondary storage, and wherein the data updates are
received asynchronously at the first unit.

The method of claim 1, wherin the received data is stored only once in the
plurality of physical storage locations associated with the first unit, the method
further comprising: releasing unlinked physical storage locations to be used for
storing subsequent data updates.

The method of claim 1, wherin an application sends input/output requests to the
second unit, wherein the data updates correspond to output requests from the ap-
plication, and wherein the data updates are stored only once at the first unit,
wherein the first unit can substitute the second unit in Iestgbnding to the input/
output requests from the application at any point in time, and wherein data in the
first and second units are consistent at all points in time.

The method of claim 1, further comprising: determining if the stored data
updates form a consistency group, prior to generating the links; and waiting to
receive a next data update in response to the stored data updates not forming a
consistency group.

The method of claim 1, further comprising: determining if the stored data
updates form a consistency group, prior to generating the links; and determining
the at least one physical storage location that commits the consistency group,
wherein virtual storage associated with the first unit links to the determined at
least one physical storage location.

The method of claim 1, further comprising: maintaining a data structure that
maps virtual storage locations to the at least one of the plurality of physical
storage locations, wherein the generated links are associated with the data

structure, and whesein a plurality of applications are capable of performing
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input/output operations with the virtual storage locations.

The method of claim 1, further comprising: maintaining data structures ep-
esenting consistency groups corresponding to the data updates, whesein the
maintained data structures are capable of pointing to the plurality of physical
storage locations; and deleting a first data structure that represents a first
consistency group in response to first data updates associated with the first
consistency group being committed.

The method of claim 1, further comprising: receiving an error, at the first unit, in
response to waiting for a data update; and nmodifying the generated links to
reflect consistent data between the first unit and the second unit.

The method of claim 1, further comprising: receiving an error, at the first unit, in
response to generating the links; and nodifying the links to weflect consistent
data between the first unit and the second Unit.

A system for copying storage, comprising: a processing unit; a plurality of
physical storage locations associated with the processing unit; program logic
including code capable of causing the processing unit to perform: (i) receiving, at
the processing unit, data updates; (ii) storing the data updates in the plurality of
physical storage locations; and (iii) generating links to at least one of the
plurality of physical storage locations to achieve consistent data.

The system of claim 11, wherein the processing unit is a secondary storage
control coupled to a secondary storage, wherin the plurality of physical storage
locations are associated with the secondary storage, and wherein the data updates
are received asynchronously at the secondary storage control.

The system of claim 11, wherin the received data is stored only once in the
plurality of physical storage locations associated with the processing unit, and
wherein the program logic is further capable of causing the processor to perform:
releasing unlinked physical storage locations to be used for storing subsequent
data updates.

The system of claim 11, wherin the processing unit comprises a first processing
unit, wheein the first processing unit is coupled to a second processing unit,
wherein an application sends input/output requests to the second processing unit,
wherin the data updates corespond to output requests from the application, and
wherein the data updates are stored only once at the first processing unit,

wherein the first processing unit can substitute the second processing unit in

responding to the input/output requests from the application at any point in time,
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and wherein data in the first and second processing units are consistent at all
points in time.

The system of claim 11, wherin the program logic is further capable of causing
the processing unit to perform: determining if the stored data updates form a
consistency group, prior to generating the links; and waiting to receive a next
data update in response to the stored data updates not forming a consistency
group.

The system of claim 11, wherein the program logic is further capable of causing
the processing unit to perform: determining if the stored data updates form a
consistency group, prior to generating the links; and determining the at least one
physical storage location that commits the consistency group, wherin virtual
storage associated with the first processing unit links to the determined at least
one physical storage location.

The system of claim 11, wherein the program logic is further capable of causing
the processing unit to perform: maintaining a data structure that maps virtual
storage locations to the at least one of the plurality of physical storage locations,
\;Vhexein the generated links are associated with the data structure, and wherin a
plurality of applications are capable of performing input/output operations with
the virtual storage locations.

The system of claim 11, wherein the program logic is further capable of causing
the processing unit to perform: maintaining data structures representing
consistency groups corresponding to the data updates, wherein the maintained
data structures are capable of pointing to the plurality of physical storage
locations; and deleting a first data structuse that represents a first consistency
group in response to first data updates associated with the first consistency group
being committed.

The system of claim 11, wherein the program logic is further capable of causing
the processing unit to perform: receiving an error, at the first processing unit, in
response to waiting for a data update; and modifying the generated links to
reflect consistent data.

The system of claim 11, wherein the program logic is further capable of causing
the processing unit to perform: receiving an error, at the processing unit, in
response to generating the links; and modifying the links to weflect consistent
data.

The system of claim 11, wherein the processing unit comprises a first processing
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unit, and further comprising: a second processing unit coupled to the first
processing unit, wherein the data updates at the first processing unit are received
from the second processing unit, and wherein the consistent data is achieved
between the first processing unit and the second processing unit.

An article of manufacture for copying to a first unit from a second unit, wherein
the article of manufacture is capable of causing operations, the operations
comprising: receiving, at the first unit, data updates from the second unit; storing
the data updates in a plurality of physical storage locations associated with the
first unit; and generating links to at least one of the plurality of physical storage
locations to achieve consistent data between the first unit and the second unit.
The article of manufacture of claim 22, whesein the first unit is a secondary
storage control coupled to a secondary storage and the second unit is a primary
storage control coupled to a primary storage, wherein the plurality of physical
storage locations are associated with the secondary storage, and wherein the data
updates are received asynchronously at the first unit.

The article of manufacture of claim 22, whewrin the received data is stored only
once in the plurality of physical storage locations associated with the first unit,
the operations further comprising: releasing unlinked physical storage locations
to'be used for storing subsequent data updates. N

The article of manufacture of claim 22, wherin an application sends input/
output requests to the second unit, wherin the data updates correspond to output
requests from the application, and wherein the data updates are stored only once
at the first unit, wherein the first unit can substitute the second unit in responding
to the input/output requests from the application at any point in time, and
wherein data in the first and second units are consistent at all points in time.

The article of manufacture of claim 22, the operations further comprising: de-
termining if the stored data updates form a consistency group, prior to generating
the links; and waiting to receive a next data update in response to the stored data
updates not forming a consistency group.

The article of manufacture of claim 22, the operations further comprising: de-
termining if the stored data updates form a consistency group, prior to generating
the links; and determining the at least one physical storage location that commits
the consistency group, wherin virtual storage associated with the first unit links
to the determined at least one physical storage location.

The article of manufacture of claim 22, the operations further comprising:
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maintaining a data structure that maps virtual storage locations to the at least one
of the plurality of physical storage locations, wheein the generated links are
associated with the data structure, and wherein a plurality of applications are
capable of performing input/output operations with the virtual storage locations.

[029] The article of manufacture of claim 22, the operations further comprising:
maintaining data structures repesenting consistency groups corresponding to the
data updates, wherein the maintained data structures are capable of pointing to
the plurality of physical storage locations; and deleting a first data structure that
represents a first consistency group in response to first data updates associated
with the first consistency group being committed.

[030] The article of manufacture of claim 22, the operations further comprising;:
receiving an error, at the first unit, in response to waiting for a data update; and
modifying the generated links to reflect consistent data between the first unit and
the second unit.

[031] The article of manufacture of claim 22, the operations further comprising:
receiving an error, at the first unit, in response to generating the links; and
nmodifying the links to reflect consistent data between the first unit and the
second Unit.

[032] A system for copying storage, comprising: means for receiving'data updates;
means for storing the data updates in a plurality of physical storage locations;
and means for generating links to at least one of the plurality of physical storage
locations to achieve consistent data.

[033] The system of claim 32, further comprising: means for determining if the stored
data updates form a consistency group, prior to generating the links; and waiting
to receive a next data update in response to the stored data updates not forming a
consistency group.

[034] The system of claim 32, further comprising: means for determining if the stored
data updates form a consistency group, prior to generating the links; and means
for determining the at least one physical storage location that commits the
consistency group, wherein virtual storage links to the determined at least one
physical storage location.

[035] The system of claim 32, further comprising: means for maintaining data
structures representing consistency groups corresponding to the data updates,
wherein the maintained data structures are capable of pointing to the plurality of

physical storage locations; and means for deleting a first data structure that
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represents a first consistency group in response to first data updates associated
with the first consistency group being committed.
The system of claim 32, wherein the consistent data is achieved between a first

processing unit and a second processing unit.
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