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MULTIPURPOSE CONTROLLER FOR ELECTRONIC DEVICES, FACIAL
EXPRESSIONS MANAGEMENT AND DROWSINESS DETECTION

[0001] This application claims priority to U.S. Provisional Patent Application
Serial No. 61/452,086, filed March 12, 2011 entitled “A Multipurpose Device for
Computer Pointer Control, Facial Expression Management and Drowsiness Detection;”
U.S. Provisional Patent Application Serial No. 61/552,124 filed on October 27, 2011
entitled “Multi-purpose Device for Computer Pointer Control, Facial Expressions
Management and Drowsiness Detection;” and U.S. Provisional Patent Application Serial
No. 61/603,947 filed on February 28, 2012 entitled “Multipurpose Controller for
Computer Pointer Control, Facial Expression Management and Drowsiness Detection”
the disclosures of which are expressly incorporated herein by reference.

[0002] BACKGROUND

[0003] The present application relates to controlling electronic devices without
the usc of hands. Efforts have been made for more than twenty-five years to climinate
the need to use hands, especially when it comes to controlling the pointer/cursor on a
computer screen. However, this has met with limited success due to a combination of
multiple factors such as limitations on functionality provided (such as lack of hands-free
or legs-free selection/clicking), complexity and cumbersomeness of use of the device,
lack of accuracy and precision, lack of speed, lack of portability, lack of flexibility, and
high cost of manufacturing. As a result, there are no competitively priced hands-free
computer mouse replacement products available for use by general masses that are
enjoying wide commercial success. There are also no portable and competitively priced
products available for facial expressions management.

[0004] SUMMARY

[0005] The controller described herein can provide hands-free control of
electronic devices by being worn on the user’s head, face or body, and being commanded
using motions of user’s head, face or body including facial expressions. Embodiments of
the controller can also be used for drowsiness detection as well as for detecting, storing,
communicating and utilizing information pertaining to facial expressions and body
motions of the user.

[0006] Facial expression detection can be performed without requiring or
necessitating the use of cameras or biometric sensors. Sensors such as proximity, touch
and mechanical sensors can be used, thereby allowing simplicity of the controller, small

size, ease of use, flexibility in location and manner of use, portability, predictability,
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reduction in complexity of software used to drive the controller and overall cost reduction
in manufacturing the controller.

[0007] The methods of interacting with the controller disclosed herein can
provide ease of use as well as the ability to use the controller in public places in an
inconspicuous fashion. In addition, use of facial expressions such as a smile or raising
the eyebrows can provide potential health benefits to the user. These methods can also
allow for speed, accuracy and precision of control as well as predictability. Further, these
methods along with the approach of using angular velocity readings from inertial sensors
without numerical integration techniques, allow for simpler and faster software
algorithms while circumventing issues with numerical integration. This adds to accuracy
and precision of the controller while reducing the overall cost.

[0008] The controller can be used to control various electronic devices, including
but not limited to computers (desktop, laptop, tablet and others), mobile phones, video
game systems, home-theater systems, industrial machinery, medical equipment,
housechold appliances, and light fixtures, in a hands-free fashion. The controller
functionality can also be incorporated into devices that do not traditionally include a
controller capability. This allows for the creation of controller embodiments focused on
specific functions such as facial expression management, drowsiness detection, video
game controller, computer control, or others specific functions, or other controller
embodiments can provide a variety of combinations of functions by themselves or in
conjunction with other devices. As an illustrative example, a controller can function as a
wireless phone head set that can also be used as a computer mouse or a pointer controller.
The same controller can also function as a drowsiness alert/alarm system to be used while
driving a vehicle, as a remote control to turn on the lights, operate the home theater
system and play videogames. It can also inform the user how many steps they walked
during the day and how many times they smiled or frowned while using the controller.
By virtue of being able to fulfill multiple functions, the controller can provide user
convenience by alleviating the need to carry multiple controllers. It can provide overall
reduction in cost as well as a marketing advantage over other limited function controllers.
[0009] A hands-free method of controlling an electronic device by a user is
disclosed that includes monitoring facial expressions of the user, monitoring motions of
the user’s body, generating commands for the electronic device based on the monitored
facial expressions of the user and the monitored motions of user’s body, and
communicating the commands to the electronic device. Monitoring facial expressions of

the user can include sensing motions of facial muscles of the user using a facial
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expression sensor. The facial expression sensor can be a proximity sensor, a touch
sensor, a mechanical sensor (e.g., a mechanical switch, flex sensor, piezoelectric
membrane or strain gauge), a biometric sensor (e.g., an EMG or EOG sensor), or an
image processing system. Monitoring facial expressions of the user can include sensing
touch of facial sensors by facial muscles of the user, where the facial sensors can be
proximity, touch or mechanical sensors.

[0010] Generating commands for the electronic device can include receiving
sensor readings from a facial expression sensor monitoring facial expressions of the user,
determining an expression baseline value for the facial expression sensor, determining an
expression threshold value for the facial expression sensor, ignoring readings from the
facial expression sensor below the expression baseline value, and detecting an active
facial expression when readings from the facial expression sensor cross the expression
threshold value. Generating commands for the electronic device can include receiving
sensor readings from a motion sensor monitoring motions of the user’s body, determining
a motion bascline value for the motion sensor, determining a motion threshold value for
the motion sensor, ignoring readings from the motion sensor below the motion baseline
value, and detecting motion when readings from the motion sensor exceed the motion
threshold value.

[0011] Monitoring motions of the user’s body can include sensing motions of the
user’s head. Motion of user’s head can be sensed using inertial sensors or an image
processing system.

[0012] Generating commands for the electronic device can include generating
selection commands based on a combination of monitored facial expressions and
monitored motions of the user’s body during the monitored facial expressions.
Generating commands for the electronic device can include receiving sensor readings
from a facial expression sensor monitoring facial expressions of the user, receiving
sensor readings from a motion sensor monitoring motions of the user’s body, determining
an expression threshold value for the facial expression sensor, detecting an active facial
expression when readings from the facial expression sensor cross the expression
threshold value, determining a motion baseline value for the motion sensor, determining a
motion threshold value for the motion sensor, ignoring readings from the motion sensor
below the motion baseline value, and generating a selection command for an object on
the electronic device when the active facial expression is detected for more than a
minimum selection hold time and less than a maximum selection hold time, and the

motion sensor readings are below the motion threshold value for the minimum selection
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hold time. Generating commands for the electronic device can include generating a click
and drag command for the object on the electronic device when the active facial
expression is detected for more than the maximum selection hold time and the motion
sensor readings are above the motion baseline value, and dragging the object based on the
motion sensor readings while the active facial expression is detected. Generating
commands for the electronic device can include generating a click and drag command for
the object on the electronic device when the active facial expression is detected for more
than the maximum selection hold time and the motion sensor readings are above the
motion baseline value, and dragging the object based on the motion sensor readings while
the facial expression sensor readings are above an expression maintain threshold, the
expression maintain threshold being less than the expression threshold value.

[0013] A method of facial expressions management is disclosed that includes
monitoring facial expressions of the user. Monitoring facial expressions of the user can
include sensing motions of facial muscles of the user using a facial expression sensor.
Monitoring facial expressions of the user can include determining a baseline value for the
facial expression sensor, and ignoring readings from the facial expression sensor below
the baseline value. Monitoring facial expressions of the user can include determining a
threshold value for the facial expression sensor, and detecting an active facial expression
when readings from the facial expression sensor cross the threshold value. A device
worn on the user’s head can be used to monitor facial expressions of the user. The device
worn on the user’s head can have an eyewear structure, or a headphone structure.

[0014] The facial expressions management method can also include monitoring
body motions of the user, which can include monitoring head motions of the user which
can be done using inertial sensor. The facial expressions management method can also
include storing monitored facial expressions of the user, and communicating monitored
facial expressions of the user to an electronic device.

[0015] A drowsiness detection method for detecting drowsiness of a useris
disclosed that includes monitoring eye opening of the user using a monitoring device,
generating an alert when drowsiness is detected based on the monitored eye opening,
monitoring proper usage of the monitoring device, and generating a warning when
improper usage of the monitoring device is detected. The monitoring device can sense
reflected light to monitor eye opening of the user. Monitoring eye opening of the user
can include transmitting a beam of light from a source to a sensor, and monitoring
obstruction of the transmitted beam. The monitoring device can sense change in electric

fields to monitor eye opening of the user. The change in electric fields can be sensed
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using electric field sensors, or capacitive sensors. Proper usage of the monitoring device

can be monitored using a proximity sensor or a touch sensor.

[0016] BRIEF DESCRIPTION OF THE DRAWINGS

[0017] Fig. 1 shows a user wearing a n exemplary embodiment of a controller;
[0018] Fig. 2 shows a perspective view of the controller of Fig 1;

[0019] Fig. 3 shows a user wearing an exemplary embedded embodiment of a

controller embedded in a phone headset;

[0020] Fig. 4 shows a perspective view of the embedded controller of Fig 3;
[0021] Fig. 5 shows a schematic view of the signal flow for several components
of an exemplary controller;

[0022] Fig. 6 shows an exemplary flowchart of operation for a controller;

[0023] Fig. 7 shows a schematic view of the signal flow for several components

of another exemplary controller;

[0024] Fig 8 shows an exemplary controller embodiment with multiple sensor
arms;
[0025] Fig 9 shows an exemplary controller embodiment with a housing

positioned behind the user’s ear;

[0026] Fig 10 shows a perspective view of the controller of Fig 9;

[0027] Fig 11 shows an exemplary embodiment of a controller with a separate
component housing;

[0028] Fig 12 shows a perspective view of the controller of Fig 11;

[0029] Fig 13 shows an exemplary embodiment of a controller with motion and
expression sensors added to an audio headset;

[0030] Fig 14 shows an exemplary embodiment of a controller with facial
expression sensors built into eyewear;

[0031] Fig 15 shows an exemplary embodiment of a controller with sensors built
onto cyewear to detect eye blinks/closure via interruption of a light beam;

[0032] Fig 16 shows an exemplary embodiment of a controller with sensors built

onto eyewear to detect eye blinks/closure via reflection of a light beam;

[0033] Fig 17 shows an exemplary head coordinate system that can be used by a
controller;

[0034] Fig 18 shows an exemplary embodiment of a controller in the form of
eyewear;

[0035] Fig 19 shows some exemplary controller parameters that can be used used

in heuristics;
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[0036] Fig 20 shows exemplary heuristics for primary controlling expression
detection, and object of interest motion and selection functionality;

[0037] Fig 21 shows exemplary heuristics for click and drag functionality;

[0038] Fig 22 shows exemplary heuristics for detection of primary controlling
expression falling too fast based motion disablement;

[0039] Fig 23 shows exemplary heuristics for detection of primary controlling

expression rising again based motion re-enablement;

[0040] Fig 24 shows exemplary heuristics for touch based proximity sensor;
[0041] Fig 25 shows exemplary values for a gain factor curve;

[0042] Fig 26 shows a graph of the exemplary gain factor curve values of Fig 25;
and

[0043] Fig 27 shows an expanded view of the initial region of the graph of the
exemplary gain factor curve values of Fig 25.

[0044] DETAILED DESCRIPTION

[0045] The embodiments of the present invention described below are not

intended to be exhaustive or to limit the invention to the precise forms disclosed in the
following detailed description. Rather, the embodiments are chosen and described so that
others skilled in the art may appreciate and understand the principles and practices of the
present invention.

[0046] A multi-purpose controller (henceforth simply called “controller”) and a
method for using the controller are disclosed.  The controller can be used for many
different purposes as will become evident from the disclosure.

[0047] Controller embodiments can be used for hands-free control of electronic
devices: The term “clectronic device” is used to designate any devices that have a
microprocessor and that need controlling. This includes, but is not limited to computers
(desktop, laptop, tablet and others), mobile phones, video game systems, home-theater
systems, industrial machinery, medical equipment, houschold appliances as well as light
fixtures. The controller can be used for control of the position of a cursor or pointer or
graphical object on the display of controlled electronic devices, and/or for selection and
manipulation of graphical objects and invocation of commands. Facial expressions and
motions of the head can be used to achieve this hands-free control. Some examples of
facial expressions that can be used are a smile, frown, eyebrow raises (one eyebrow at a
time or together), furrowing the brow, teeth clenches, tecth chatter, lower jaw drops,
moving lower jaw side to side, opening or closing of the mouth, puffing the cheeks,

pouting, winking, blinking, closing of eyes, ear wiggles, nose wiggles, nose twitches and
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other expressions, as well as motions of the entire head/face such as nodding, shaking,
rolling, tilting, rotating the entire head, etc.

[0048] Some electronic devices such as household appliances may not necessarily
include the concept of a pointer or a cursor, or even a traditional display screen such as a
computer display screen. However, these devices still have input/output mechanisms
such as dials, buttons, knobs, etc. that can be selected or unselected and even manipulated
(for example set, reset, scrolled, turned up or down and other actions), all of which can be
controlled based on motions of the head, body and face, including facial expressions.
Thus, embodiments of the controller can be used as a replacement for a computer
mouse, as well as for remotely controlling other electronic devices in a hands-free
fashion.

[0049] Controller embodiments can be used for facial expressions management
which includes sensing/detecting facial expressions of a user, such as smiles, head-nods,
head-shakes, eye-blinks/closes/winks, etc., storing, analyzing and communicating this
information, as well as for providing feedback either during or after usage of the controller.
This information could be used for the personal benefit of the user, or for business
interests in a business environment (for example, to encourage call center associates to
smile before and during customer calls, or to capture the facial expression and motion
information for analysis at a later time). The gathered facial expression and head motion
information can be stored on the controller, the controlled device or another device. This
facial expressions management information can be processed and retrieved later for a
variety of business or personal uses.

[0050] Controller embodiments can be used as a drowsiness detection and alarm
system. By monitoring blinking and closure of the user’s eyes, along with motions of the
head, the controller can work as a drowsiness detection system. The controller can also
alert the user when such conditions are detected to help wake them up and keep them
awake, as well as possibly send messages to other devices or people, including initiating
phone calls.

[0051] Controller embodiments can aid in the case of use of augmented reality
devices: A head mounted controller can be used to provide heading and possibly even
GPS information to an augmented reality device without having to pull out the
augmented reality device from wherever it is stored and pointing it in the direction of

interest.
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[0052] Controller embodiments can be used for sports management functions, for
example as pedometers or physical activity monitors. The controller can also interface
with other devices and sensors to share, acquire, analyze and process such information.
[0053] Fig. 1 illustrates an exemplary controller 100 that looks similar to a
wireless headset for a phone or a multimedia player, wherein the controller 100 is
mounted on a user’s head and therefore hands-free. The controller 100, when being used
to control a pointer/cursor/graphical object on an electronic device, can provide ease of
use and flexibility in communication with the electronic device, such as a computer, a
video game console, etc. This is due in part because controlling of the pointer/cursor
requires no hands to move the controller 100 or to perform a “click” with the controller
100. The controller 100 can provide a more efficient, less distracting, way of working
because the gaze of the user does not have to be broken to locate a computer mouse for
object selection, cursor movement or other purpose. The user’s gaze also does not have
to be broken to again locate the keyboard/keys on the keyboard after use of the computer
mouse. The controller 100 enables clicking on a button or selection of a user interface
clement on an electronic device display in a hands-free as well as feet/legs-free mode,
thereby causing further ease of use. Usage of facial expressions such as smiles in
operation of the controller 100 can also potentially impart beneficial effects on the mental
state of the user.

[0054] The controller 100, when used to control household, industrial and
medical electronic devices can enable hands-free, remote control of the devices. At
home, the controller 100 could control various devices, for example a washing machine,
home-theater equipment or a light fixture to name but a few. The controller 100 can be
uscful in medical situations where a surgeon or dentist can personally control ultra-sound
machines, dental equipment, and other devices during a medical procedure without
having to touch anything that may not be sterile or having to explain to someone ¢lse
what needs to be done with the equipment. When being used as a controller to
monitor/capture facial expressions, the controller 100 can provide ease of use and
flexibility due to easy head-mounted use without any video cameras to capture facial
expressions. Users can move freely and are not required to be in front of cameras or their
computer. The controller 100 can be less expensive to manufacture since it does not need
to have cameras pointed at user’s face. Cameras can be much more costly than simple
touch and infrared sensors used in the embodiment of controller 100. In addition, the
microprocessor does not have to be as powerful to process video images, thereby

providing further cost savings. The controller 100 can also be easy to use in marketing
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applications to gauge the response of users to an advertisement, or to measure/monitor
facial expressions of an audience during a movie, play or even at a sports event, where
the users can freely move around.

[0055] When used in Augmented Reality applications, the controller 100 can also
provide the ease of use of hands-free operation. The controller 100 can be worn on the
head and be ready for immediate use since it will already be pointing in the direction
where the user’s head is pointing. In contrast, in order to use a GPS based controller
(including a GPS based mobile phone), the GPS-based controller has to first be retrieved
from a purse or a pocket or from wherever it is stored, and then it has to be pointed in the
direction of interest to receive the augmented reality information. The inclusion of
sensors such as a compass and GPS sensors in the controller 100 can create an
opportunity to correlate heading, location and head orientation information with facial
expressions that can be tied to emotional measurement (which can be useful for a variety
of individual and corporate applications).

[0056] The controller 100 can also be used as a drowsiness detection device. When
used as a drowsiness-detection device, the controller 100 can provide cost reductions by
replacing expensive components such as a camera with infrared detection or proximity
sensors which are less expensive and much simpler to operate/monitor. Image processing
of videos in real time also needs a lot more computational power. Not having to do video
processing thereby also alleviates the need for bigger, more expensive and more power
demanding microprocessors. The ability to embed the controller 100 into an existing
device such as a phone headset, can also provide further cost savings as well as
convenience.

[0057] The components of an embodiment of the controller depend on the
application/purpose of the controller embodiment as well as the preference of the
manufacturer or the user. Note that the controller does not need to exist independently,
that is, it can also be embedded into another device, thereby not needing its own separate
housing or a separate communication link to the controlled electronic devices or a separate
power source. The following components provide examples of some of the components that
can be included in various combinations in different embodiments of a controller.

[0058] A controller typically includes one or more microprocessor which is an
integrated circuit containing a processor core, memory, and programmable input/output
peripherals. The microprocessor is typically the brain of the controller that connects with
the sensors, adjustment controls, audio/video input/output devices, processes the sensor

readings, and communicates information and commands to the controlled electronic
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devices as well as other output devices. The microprocessor memory can store the
control software and other software and information necessary for functioning of the
controller. ~ The control software can run on the microprocessor and provide the
logic/intelligence to process the sensor inputs, process information from various controls,
communicate with the controlled electronic devices, communicate with output
components, etc.

[0059] Some of the functionality of the control software running on the
microprocessor(s), especially related to processing of sensor outputs, can also be
embedded inside the sensors themselves. Some controller embodiments may also have
logic related to translating the motion signals into actual motion commands as well as
other logic moved to the hardware used for the communication link (described below) or
even the controlled electronic device itself.

[0060] The controller can include power source(s) to provide power for running
the microprocessor(s) as well as various sensors and audio/video input/output devices and
other elements of the controller. Multiple power sources could be used by the controller.
[0061] The controller can include different kinds of sensors depending on the
application or purpose intended for the controller. Some exemplary sensors that could be
used in different embodiments of a controller are inertial sensors, heading sensors,
location sensors, facial expression (FE) sensors, and other types of sensors. Inertial
sensors include accelerometers, gyroscopes, tilt sensors as well as any other inertial
sensors and/or their combinations. Inertial sensors provide information about the motion
experienced to the microprocessor. Any or all of the inertial sensors can be MEMS
(micro c¢lectro-mechanical system) or iMEMS (integrated micro electro-mechanical
system) based. The gyroscopes can be based on Coriolis-c¢ffect (using MEMS/IMEMS
technology or otherwise). The accelerometers can be one-axis, two-axis or three-axis
accelerometers.  Similarly, the gyroscopes can be one-axis, two-axis or three-axis
gyroscopes. The accelerometers and gyroscopes can be combined together in one or
multiple components. Heading sensors can include compass based sensors, for example
magnetometers, and are preferably compensated for tilt. Heading sensors provide heading
information to the microprocessor. Location sensors can include GPS components.
Location sensors provide information about the location of the user to the microprocessor.
[0062] Facial expression sensors provide information on expressions on the face
of the user via different kinds of sensors. Facial expression sensors can be mounted on
sensor arms, eye wear, head wear or various other support structures that can be used to

monitor changes in different parts of the face or mounted (stuck) directly to the user’s
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face itself. Some examples of facial expression sensors are proximity sensors (including
but not limited to capacitive, resistive, electric field, inductive, hall effect, reed, eddy
current, magneto resistive, photo-reflective, optical shadow, optical IR, optical color
recognition, ultrasonic, acoustic emission, radar, sonar, conductive or resistive, etc.),
touch sensors, flex sensors, strain gages/sensors, etc. The facial expression sensors can be
connected to the microprocessor via wires or wirelessly. The facial expression sensors
can be connected to a separate power source than the one powering the microprocessor.
If the facial expression sensors are RFID based, they may not even need a power source.
Mechanical switches and levers with spring action can also be used as facial expression
sensors to measure motion of facial muscles.

[0063] The controller can include sensor arms to provide a location to mount
sensors, audio mikes and other controller components. Sensor arms can be connected to
the main housing of the controller. Sensor arms can be made flexible, twistable and/or
bendable so that the sensors (mounted on the arm) can be placed over the desired location
on the face, as well as in the desired orientation. Sensor arms can also be connected to
cach other. Sensor arms are optional, as some controller embodiments may not require
them to mount the sensors. For example, sensors could be directly mounted on head gear
or eye wear or any other device or structure the user may be wearing.

[0064] The controller can include sensor mounts to provide spaces to mount
sensors.  Sensor mounts can be mounted on sensors arms or independently on any head
gear or other structures being worn by the user. For example, a sensor mount can be
clipped onto the eye glasses or a cap being worn by the user. Sensor mounts are optional
as sensors can be directly attached to sensor arms or any other support structures or even
be embedded inside them. As an example, the sensing clectrode of a capacitive touch
sensor could be painted in the form of a conductive paint on part of the sensor arm or be
embedded inside eyewear to sense touch and proximity of facial muscles to the area that
contains the electrode.

[0065] The controller can include a housing that provides a physical enclosure that
contains one or more components of the controller. For example, a controller embodiment
can include a housing that holds the microprocessor, power source (battery — regular or
rechargeable), part of a communication link, certain sensors (such as inertial, location and
heading sensors, etc.), and the housing can also provide a structure to attach various
extensions such as sensor arms, ¢tc. The housing can also provide a structure for mounting
various controls and displays. Some controller embodiments, for example an embedded

embodiment (see Figs. 3 and 4), do not need their own housing since the controller
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components reside in the housing of a headphone or other device that supplies the
enclosure.

[0066] The controller can include housing mounts that help the user to wear the
controller on his/her head or face. A housing mount can be in the form of a mounting
post in combination with an ear clip and/or an ear plug, all connected together. The ear
clip can hang the housing by the user’s car and the ear plug can provide further securing
of the housing in relation to the head. It may not be necessary to have both an ear plug
and an car clip; as one of them may be sufficient to secure the controller against the
user’s head. Alternatively, the housing mount can be a head band/head gear that holds
the housing securely against the user’s head. The housing mount is also optional given
that different embodiments of a controller can leverage parts of another device. The
controller can also perform if not mounted on the head. For example, the controller can
be moved around using any part of the body, or the controller can be left in the user’s
pocket and be configured to provide some functions as the user moves his/her entire
body.

[0067] The controller can include controls which include, for example, power
switches, audio volume controls, sensor sensitivity controls, initialization/calibration
switches, selection switches, touch based controls, etc. The controller can include output
components that can range from display screens (possibly including touch abilities) to
multi- colored LED light(s), infrared LEDs to transmit signals to audio speaker(s), audio
output components (possibly contained in the car plug), haptic feedback components,
olfactory generators, etc. The controls and output components are also optional. Some
controller embodiments can also leverage controls and output components of the
controlled electronic device and/or the device that the controller is embedded in.

[0068] The controller can include additional input components which can include,
for example, audio mikes (possibly used in conjunction with voice recognition software),
sip-and-puff controls, a joystick controllable by mouth or tongue, pressure sensors to
detect bite by the user, etc. These additional input components are also optional
components that can be provided based on the functionality desired.

[0069] The controller can include interface ports which can include, for example,
power ports, USB ports, and any other ports for connecting input or output components,
audio/video components/devices as well as sensor inputs and inputs from other input
components. For example, an interface port can be used to connect to sensors which are
not provided as part of the controller, but whose input can still be used by the controller.

Interface ports are also optional components.
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[0070] The controller can include communication links that provide wired or
wireless connection from the microprocessor to the controlled electronic device(s) (such
as a computer, video game console, entertainment system, mobile phone, home appliance,
medical equipment, etc). The communication link can include a wireless transmitter
and/or receiver that uses Bluetooth, radio, infrared connections, Wi-Fi, Wi-Max, or any
other wireless protocol. If the controller is embedded in another electronic device then
the controller can leverage communication link(s) already present in that device.

[0071] As stated above, the list of components in a specific controller embodiment
depend on the functionality desired in that embodiment of the controller, and if that
embodiment embeds the controller components and functionality into another device. In
the latter case, the components that are common between the controller and the other
device are shared. For example, if the controller is incorporated in a wircless phone head
set, then the controller can use the audio mike, audio speaker, power source, power control,
volume control, housing as well as possibly the communication link already present in the
phone head set.

[0072] Some exemplary controller embodiments are described below which include a
certain suite of controller components.  Given the multitude of component options
available, there can casily be dozens if not hundreds of unique combination of
components to form a desired controller embodiment and therefore it is not practical to list
and describe all possible embodiments.

[0073] Figs. 1 and 2 illustrate an exemplary embodiment of a controller 100 that
exists independently, can be used as a hands free computer mouse, and can be used for
facial expressions management. Fig. 1 depicts a user wearing the controller 100 and Fig.
2 shows a perspective view of the controller 100. The controller 100 includes a housing
1, a sensor arm 2, an ear clip 3, an ear plug 5, mounting post 6, a USB port 7, a power
switch 8 and a status indicator 12. The housing 1 holds a microprocessor, power source,
inertial sensors (including at least a two axis gyroscope or equivalent, and up to a 3-axis
gyroscope and an optional 3-axis accelerometer), an optional orientation sensor (a tilt-
compensated compass unit) as well as a radio frequency (RF) transmitter that connects the
controller 100 to an electronic device (a computer in this case). The gyroscopes and
accelerometers can be positioned so that at least one of their axes is reasonably aligned
with the direction of the line segment that joins the midpoint of the two ears of the user,
and at lecast onc other axis, perpendicular to the first axis, is aligned substantially along
the direction of the user’s neck/backbone (when the user is sitting, standing or lying

down normally). The first axis can be used to measure angular motions in the pitch
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direction and the second axis can be used to measure angular motions in the yaw
direction. See Fig. 17 for a pictorial depiction of an exemplary head coordinate system
comprising a pitch axis, a yaw axis and a roll axis. Optionally, a third gyroscope can be
provided to measure the angular motions in the roll direction.

[0074] The USB Port 7 can be coupled to the rechargeable battery inside the
housing 1 and thereby be used for recharging the battery. The USB port 7 can also be
coupled to the microprocessor and be used as an alternate communication link.
Alternatively, the USB wired connection could be the main communication link and a RF
connection could be an alternative link. Although Fig 2 shows the USB port 7 at the top
of the housing 1, it can be located at the bottom or sides of the housing 1 to make it more
convenient to plug in a USB cable to connect it to the controlled electronic device while
being worn.

[0075] The flexible/bendable sensor arm 2 is connected to the housing 1 of the
controller 100. The underside 4 of the sensor arm 2 is shown with a reflective proximity
sensor mounted near the tip of the arm 2.  The sensor arm 2” (Fig. 2) is just another
configuration of the sensor arm 2 shown in an adjusted state to suit the user’s face. In an
alternate embodiment, the reflective proximity sensor on the underside 4 of the arm 2
could be substituted by or complemented by a touch sensor such as a capacitive touch
sensor which can also provide proximity information along with the touch status. In a
controller embodiment where a capacitive touch sensor is used, the tip of the sensor arm
2 can be provided with a conductive arca or surface that is electrically connected to the
controller of the capacitive touch sensor (which resides in the housing 1). This
conductive area could be simply a small piece of copper plate or copper wire. In another
embodiment, a mechanical action button/switch can be used instead of a touch sensor to
detect motion of the facial muscles; and the mechanical action switch could also detect
the amount of muscle movement. Alternatively, the sensor arm 2 could be pressing
against the facial muscles through spring action and then as the facial muscles move, the
sensor arm 2 could measure the deflection in the arm 2 that results from the facial muscle
movement.

[0076] From the back side of the housing 1 of controller 100 protrudes the
mounting post 6 which is coupled to the ear plug 5 which helps hold the controller 100 in
place when the user is wearing it by means of the ear clip 3. While the ear clip 3 provides
additional means of securing the controller 100 around the user’s ear, the ear clip 3 can

be removable and optional. An optional audio output component or haptic feedback
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component could be embedded inside the ear plug 5 or the housing 1 of the controller
100.

[0077] Fig 5 depicts a schematic representation of the non-structural components
of the controller 100. One exemplary embodiment of the controller 100 uses an
ATMEGA32U4 chip (made by Atmel Corporation) as the microprocessor, an ITG 3200
MEMS gyroscope (made by Invensense Inc.) and an MPR121 proximity capacitive touch
controller (made by Freescale Semiconductor, Inc.). The touch controller can be
substituted or complemented by a QRD1114 reflective object sensor (made by Fairchild
Semiconductor Corporation) to work as an infrared based reflective proximity sensor.
[0078] MEMS gyroscopes can be used as inertial sensors by the controller. An
exemplary explanation of the use of a MEMS gyroscope and guidance on how to utilize
the Coriolis Effect for measuring angular rate of rotation of a rotating body can be found
in a document titled “New iMEMS Angular — Rate -Sensing Gyroscope” published by
Analog Devices, Inc. at their website
(http://www.analog.com/library/analogDialogue/archives/37-03/gyro.pdf). This
document explains the mechanical structure of MEMS gyroscopes as well as provides
guidance on how to utilize the Coriolis effect for measuring angular rate of rotation of a
rotating body. When measuring angular rate (of rotation) of a rotating body using a
MEMS gyroscope, the MEMS gyroscope should be placed such that the direction of the
vibration/resonance of the resonating mass in the MEMS gyroscope is contained in a plane
perpendicular to the axis of the rotation. The direction of displacement of the resonating
mass (due to the Coriolis effect) will be perpendicular to both the direction of
vibration/resonance of the resonating mass as well as the axis of rotation.

[0079] Figs 3 and 4 depict an embodiment of an embedded controller 120 embedded
within another device such as a wireless phone headset. In addition to having the
components in the non-embedded controller 100, when integrated with the components of
the wireless phone headset the embedded controller 120 also includes a speaker hidden in
the ear plug 5. The embedded controller 120 also includes a volume control 9, an audio
microphone 10 and a phone flash/call end button 11. The volume control 9 controls the
volume of the speaker in the ear plug 5, and can also function as a sensitivity control for a
reflective sensor and/or a capacitive touch sensor.

[0080] Figure 8 illustrates a controller 1100 that includes multiple sensor arms
1102-1108, where different sensor arms are used to monitor different parts of the face. A
sensor arm 1102 monitors the eyelids near the corner of the eye, and senses if the eyelid

is open or closed by means of a facial expression (FE) sensor, and thereby determines if

15



WO 2012/125596 PCT/US2012/028840

the user’s eye is open, blinking or closed. A sensor arm 1104 detects if the user is
smiling by detecting the motion of cheek muscles by use of FE sensors. A sensor arm
1106 detects if the lower jaw is moving, again using proximity or touch sensors. A
sensor arm 1108 detects the muscle movement caused by teeth clenching action using a
FE sensor. The controller 1100 can be further enhanced by adding sensor arms to detect
motion around the arcas of cyebrows, forchead, lips, ctc., as well as adding other
mechanisms such as sip-and-puff switches.

[0081] Fig. 9 shows a controller 1300 that includes a housing 1302 shaped and
situated differently compared with the previous embodiments. Fig. 10 shows a
perspective view of the controller 1300. The housing 1302 is shown hanging behind the
ear rather than being directly on top of the ear of the user. Note that even though the
housing 1302 (and therefore the axes of the gyroscopes contained within the housing) is
not perfectly aligned with the imaginary line segment passing through the center of the
user’s ears, that does not hamper the performance of the controller. The controller 1300
also includes an on/off switch 1304, a movable sensor arm 1308, and an car plug 1310.
The controller 1300 also includes an FE sensor 1306 at the end of the sensor arm 1308.
[0082] Figs. 11 and 12 show a controller 1500 that includes a first housing 1514
and a second housing 1520 connected by a cable 1504. Fig. 12 shows a perspective view
of the controller 1500 (including both the housings). The first housing 1514 is worn
around the ear using an ear clip 1502 and an ear plug 1510. The ear clip 1502 may be
removable and optional. The housing 1514 also provides the structure to hold a rotatable
and/or flexible sensor arm 1508 that holds a FE sensor 1506. The first housing 1514 is
electrically connected to the second housing 1520 which holds a power source,
microprocessor, user input/output controls and a communication link to the controlled
electronic device. Further, if the FE sensor 1506 requires any specialized electronic
controller circuitry, it can be contained in either of the two housings.

[0083] The second housing 1520 includes a clip 1526 which may be used to hold
the housing 1520 on the user’s belt, eyewear, head gear or any other suitable place. The
clip 1526 can be replaced by any other suitable mechanism for holding the housing 1520,
or the clip 1526 can be climinated. In a further variation of the controller 1500, the
second housing 1520 could be eliminated either by embedding its contents in a yet
another device that the user may already have, such as a portable multi-media player,
phone, fitness monitoring system, etc., or by sharing/leveraging some of the components
that may already be present in the other electronic device. As an example of the latter

variation, the controller 1500 can leverage the power source already present in a mobile
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phone to power all of the components of the controller 1500. The controller 1500 could
also leverage the microprocessor present in the mobile phone to run all or parts of the
control software it needs to process the sensor information. Further, the controller 1500
could also leverage the communication hardware/software present in the mobile phone to
communicate with the controlled electronic device such as a desktop computer. In this
way, the controller, which may be head mounted, can be controlling a desktop computer
by communicating to it via the mobile phone. As a further variation of the controller
1500, the inertial sensor 1512 could be located in the ear plug 1510 (instead of in the
housing 1514) and the ear plug 1510 may also have an audio speaker embedded into it.
The controller 1500 also has a power switch 1524 and a USB port 1522.

[0084] In another embodiment of the controller 1500, multiple touch and
proximity sensors of different types can be embedded on the sensor arm 1508 and/or the
housing 1512 or any other structural components, to not only detect facial expressions via
detection of facial muscle movement but also to detect if the controller 1500 is being
worn by the user. The operation of the controller 1500, including the calibration process,
may be made dependent on the wearing of the controller 1500 by the user. That is, the
controller can be configured to only actually start reading and/or utilizing the output from
the sensors to issue commands for the controlled electronic device when the controller is
being worn.

[0085] Fig. 13 shows an exemplary controller 1600 where the sensors are
embedded in a headset used for listening to music and/or for use while playing video
games that includes a pair of audio speaker assemblies 1604 held together by a headband
1602. An inertial sensor 1608 is attached to the audio speaker assemblies 1604, and a
rotatable and possibly flexible sensor arm 1606 cxtends from the audio speaker
assemblies 1604. A power source, microprocessor and other components of the
controller 1600 can be self-contained, or can be embedded in a separate housing (not
shown), or can be embedded in a device that may or may not be controlled by the
controller 1600.

[0086] The sensors used by a controller can be flexible (such as a piczo-electric
film) and directly stuck to a user’s face, and operate on principles of RFID, and thereby
communicate wirelessly with the microprocessor of the controller embodiment. In this
case, an RFID reader can be used to read the information output wirelessly by the
sensors. The RFID reader can be enclosed in the housing or any other suitable location
and can be connected to the microprocessor to provide the sensor outputs it reads from

the sensors to the microprocessor.
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[0087] In another embodiment, the sensor arms of the controller can be made
telescopic, making their lengths adjustable. The sensors can also be made slidable along
the length of the sensor arm, and the sensors can be made extendable in a direction
perpendicular to the length of the sensor arm so that they could be brought closer or
farther away from the user’s face. A sensor arm can also be pivotable at the point where
it is attached to a housing or support structure to allow further adjustability. This
adjustability can be used for sensing touch/proximity, motion, temperature, etc.).

[0088] In another embodiment, facial expression (FE) sensors of a controller can
be mounted on other wearable items such as eyeglasses or similar items and can also be
pointed towards the eye to monitor the blinking or closing of one or both of the user’s
eyes, motion of the eyelids or eyebrows or other areas surrounding the eyes, nose and
cheeks. Fig 14 shows a controller 1700 implemented in eyeglasses. The controller 1700
includes numerous sensors coupled to the eyeglasses structure. A sensor 1702 is situated
above the bridge of the eyeglasses to monitor movements and touches by the facial
muscles around the eyebrows. Sensors 1704 and 1706 are situated above cach of the
lenses to monitor movements and touches by the left and right eyebrows. Sensors 1720
and 1721 are situated below the lenses near the bridge to monitor movement and touches
of the area around the nose to detect nose twitches. Sensors 1716 and 1718 are situated
below the lenses away from the bridge to monitor the upper portion of cheeks to detect
smiles and other expressions involving the cheeks and surrounding areas. Sensors 1708
and 1712 are situated on each side of the bridge and sensors 1710 and 1714 are situated
on the inside of the temples of the eyeglasses. The sensor pair 1708, 1710 can detect
opening/closing of the left eyelid, and the sensor pair 1712, 1714 can detect
opening/closing of the right eyelid. A sensor 1722 is embedded on the underside of the
nose bridge of the eyewear to detect the proximity/touch with the user’s nose and thereby
gauge if the user is wearing the eyewear correctly. The processing of information
collected from the other sensors can be made conditional on proper wearing of the
eyewear as detected by the sensor 1722. Also, the user could be warned via audio, video
or tactile signals if the eyewear is not being worn properly. For example, the audio
signals could be provided through an audio speaker, the video signals via LEDs, or the
tactile signals via vibratory motion of the eyewear itself. The audio speaker may be part
of an ear plug of the controller 1700, the LEDs can be embedded on the eyewear so that
the user can sec when they turn on or flash or change colors in warning, and the vibratory
transducer may be on/in the eyewear itself and/or the controller 1700. A wired

connection 1724 can be used to couple the eyewear and the sensors to housing(s) (not
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shown) containing power supply, microprocessor and other components. The housings(s)
and rest of the controller can be similar to controller 1500 as shown in Fig. 12.

[0089] Fig 15 shows a partial top view of a user wearing eyewear 1800 that
includes a nose bridge 1820, a hinge 1806, a temple 1810 and a nose pad 1818. Fig. 15
also shows the user’s eye 1814, eyelashes 1804 and eyelids 1812, A first sensor 1802
that can emit a radiation beam (for example, infrared) is mounted on the nose pad 1818,
and could also be mounted in the surrounding area. A second sensor 1808 that can
receive the radiation beam is mounted on the temple 1810 on the opposite side of the eye
1814. The sensor 1802 emits a radiation beam 1816 in the direction of the sensor 1808.
The radiation beam 1816 can be focused. The opening and closing of the eye 1814 can
be detected by interruption or change in intensity of the radiation beam 1816 either by the
cye lashes 1804 or the eyelid 1812,

[0090] Fig 16 shows another controller embodiment 1900 with FE sensors
mounted on eyewear. However, in this case a sensor 1904 includes both an emitter and a
receiver. The sensor 1904 emits a light beam 1902 towards the eye 1908 and monitors
the amount of light reflected back to the receiver of the sensor 1904. The amount of light
reflected back to the receiver of the sensor 1904 changes based on the position of the
eyelid 1906.

[0091] Though the operation of each controller embodiment may be somewhat
different from other controller embodiments, the typical underlying behavior is similar.
Fig. 6 shows an exemplary flow diagram of operation for a controller. Operation will be
described for one embodiment of the controller that controls a computer
pointer/cursor/selected graphical object according to the motions of the users’ head and
facial expressions. The controller can also perform facial expressions management and
drowsiness detection.

[0092] If the user-interface of the application(s) running on the controlled
clectronic device does not include the concept of a pointer or cursor, then there may only
be selection of graphical objects on the display possible (and no motions of those
objects). In this case, the motions of the users head and facial expressions can be used
to move the sclection of the graphical object (rather than the object itself) and perform
operations on currently selected object(s). An example of such as situation is when the
clectronic device being controlled is a household washing machine with an array of
physical buttons and/or dials/input devices, or an array of buttons/dials/input devices
displayed on a screen that the user may not be allowed to move. In this case, the head

motions of the user can change what input device(s) is/are selected and the facial
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expressions can cause the commands on those input devices (such as press, reset, dial
up/down, etc.).

[0093] For clarity, the term “Object of Interest” (OOI) will be used to stand for
any virtual objects such as a cursor, pointer, view/camera angles, direction of interest,
selected graphical object on the display screen of the controlled electronic device, as well
as to refer to currently selected button/dial/slider control/input mechanism that is
physically present on the controlled electronic device. If the OOI is such that it is not
physically or virtually movable, then “movement” or “motion” of that OOI will mean
moving the designation of which input mechanism is currently the OOL.

[0094] Fig 5 shows a schematic layout of functional components of an exemplary
controller embodiment. The following description refers to the controllers 100 and 120
of Figs. 1-4, but can be readily applied to other controller embodiments. The motions of
the user’s head are captured by inertial sensor 305 and converted to OOI motion
commands by control software 301 running on a microprocessor 300. The direction
and/or position of the user can be captured by heading sensors 310, and the facial
expression of the user can be captured by facial expression sensors 320, and all of these
sensor readings are transmitted to the control software 301 running on the microprocessor
300. The commands genecrated by the control software 301 are communicated via
communication link 330 to the electronic device 400 which is being controlled.

[0095] The user can wear the controller 100 by putting the ear plug 5 in his/her
car, and optionally also using the car clip 3 for a further secure fit. Note that the user is
not required to be in a sitting/standing/upright position to use the controller 100
effectively. The user could even be lying on a bed, if they so choose or prefer. This ease
of use is possible due to the OOI motion heuristics explained below. Expressions on the
user’s face are captured by the FE sensors 320. For the controller 100, the FE sensors
include the photo reflective sensor 4. The sensor arm 2 can be adjusted so that the FE
sensor 320 is over the arca of the face around the check bone of the user which juts out
during the expression of a smile. When the FE sensor 320 is operating, it emits a light of
specific frequency which is then reflected by the face and sensed by the receiver part of
the sensor 320. A light filter can be used that allows in only those frequencies of light
that are of interest (that is, those frequencies emitted from the emitter part of sensor 320);
to help minimize improper readings caused by stray light or other light sources. The
emitted light can also be modulated. The act of smiling can be detected by change/
increase in the amount of light reflected by the face, and the sensor reading sent by the

FE sensor 320 to the microprocessor 300. The control software 301 can process the
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smile as a click, double click, click-and-drag or other command as per heuristics described
herein.

[0096] Fig. 7 shows a schematic layout of functional components of another
exemplary controller embodiment. As in Fig. 5, the control software 301 runs on the
microprocessor 300 which receives power from a power supply 325. Sensor readings
from inertial sensors 305, heading sensors 310, location sensors 315 and FE sensors 320
are input to the microprocessor 300. In this controller embodiment, voice commands can
also be input through an audio microphone 350, and adjustment commands can be
entered using controls 355. The voice commands could be recognized and translated to
cause OOI motion as well as any other commands for the controlled electronic device.
The control software 301 can provide audio output through speaker 340. The commands
and other information generated by the control software 301 are communicated via
communication link 330 to the electronic device 400 which is being controlled.

[0097] Fig 6 illustrates an exemplary flow chart for high level controller
operation. Although not explicitly mentioned in the flowcharts or following
discussions, the sensor readings can be cleaned using noise removal techniques (hardware
and software). One embodiment uses a software low-pass filter algorithm. Some
heuristics described herein and used in other embodiments are not illustrated in Fig 6, and
instead are explained in separate figures and verbal explanations. While Fig. 6 illustrates
an embodiment that either performs drowsiness detection or controls an electronic device,
other embodiments can simultancously allow multiple functionalitics of the controller,
such as OOI motion, selection commands, drowsiness detection, facial expression
management, etc.

[0098] At block 505, the controller goes into initialization/calibration mode upon
start up giving the user a chance to load and update preferences, calibrate sensors and
adjust sensor sensitivity settings.  If the user does not change these settings, the
controller can use the initialization/calibration settings stored in the memory of the
microprocessor. The controller can include factory default settings in case the settings
have never been set by the user. User instructions and audio feedback can be given to the
user via an audio speaker while the calibration is in progress and when complete. Note
that the initialization/calibration period can last for a fixed time period right after the
power is turned on, or it can be started based on a specific trigger such as pressing the
power button briefly or some other action. Alternatively, an additional touch sensor can

be embedded on a controller housing or on an ear plug to trigger initialization/calibration
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when the controller is worn by the user, or only the first time it is worn after being
powered on.

[0099] At start up time, the sensor arms can be adjusted by the user as per his/her
preference so that the sensor can detect facial expressions. For example, to detect a
smile, the sensor arm should be adjusted so that the FE sensor is over the facial muscles
that move the most in the outward direction during the expression of a smile. In this way
the FE sensor can have the most sensitivity for that expression. After this adjustment, the
user can press a power button or other designated button down briefly (or some other
command sequence) to trigger the calibration process whereby the control software
records the sensor reading as a baseline to compare future readings with in order to
determine if the user is smiling or making some other detectable facial expression. In
some embodiments, the facial expression is considered to be started only when the facial
muscles actually touch the sensor. Touch sensors such as capacitive touch sensors
indicate if a touch is achieved, while proximity sensors can indicate a change in
proximity. Certain proximity and touch sensors continue to provide readings indicative
of proximity even after a touch is attained. In other embodiments, the expression is
considered to be started if the reading of the sensor changes by a preset or configured
amount. This amount can be measured in terms of the raw reading or a percentage
difference between the raw readings and the baseline. In yet other embodiments, the FE
sensor can be a strain sensor that senses mechanical strain. When the strain sensor is
temporarily stuck to the part of the face, it will detect strain caused by movement
(stretching or shrinking) of muscles, and then the strain readings can be used to detect the
facial expression in a fashion similar to touch and proximity readings.

[00100] After initialization, at block 510 the system gets the latest sensor readings
as well as control readings (such as button presses to request calibration, change in
sensitivity, etc). At block 515 the system determines the user intent by processing the
sensor readings and user input. Blocks 510 and 515 provide an opportunity for the
system to re-perform calibration, adjust sensitivity, adjust user preferences, etc and can
also provide a reading for facial expressions intended to trigger a command. At block
520, the system determines if the user is triggering a sensor calibration. If a sensor
calibration is triggered, then at block 525 the sensors are calibrated and the user
preferences are updated. After calibration, control passes back to block 510. If a sensor
calibration is not triggered, then control passes to block 521.

[00101] At block 521, the system checks if drowsiness detection is activated. If

drowsiness detection is activated control passes to block 522, otherwise control passes to
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block 530. At block 522, the system determines if the user’s eyes are open, closed or
partially closed, and at block 523 the system determines if the detected condition is a
normal blink or an indication of drowsing. At block 577, if the system determines that
the user is drowsy, then at block 578 sounds an alarm and takes action which may depend
on the number of drowsiness events detected in a period of time, and may wait for user
remedial action before the control passes to block 582. At block 577, if the system
determines that the user is not drowsy then control passes to block 582.

[00102] At block 530, the system determines if the OOI is in motion. If the OOI is
in motion, then control passes to block 535, and if the OOI is not in motion control passes
to block 565.

[00103] At block 535, when the OOl is in motion, the system checks if the user is
trying to stop the OOL. If the user is trying to stop the OOI, then at block 540 the system
stops the OOI motion and control passes to block 582. If the user is not trying to stop the
OOI, then at block 545 the system checks if the user is trying to perform a selection
command (such as a click, click-and-drag, ctc). If the user is trying to perform a click
command, then at block 550 the system performs the click command and control passes
to block 582. If the user is not trying to perform a click command, then at block 555 the
system calculates the desired OOI motion, at step 560 prepares OOl motion event
information and control passes to block 582.

[00104] At block 565, when the OOI is not in motion, the system checks if the user
is trying to start OOI motion. If the user is trying to start OOI motion, then at block 570
the system starts OOI motion and control passes to block 582. If the user is not trying to
start the QOI, then at block 575 the system checks if the user is trying to perform a
sclection command. If the user is trying to perform a sclection command, then at block
580 the system prepares data for performing the selection command and control passes to
block 582. If the user is not trying to perform a selection command, then control passes
to block 582.

[00105] At block 582, the system sends appropriate data to the electronic device,
for example user information, motion event and selection and other command
information, sensor data (including inertial sensor, facial expression sensor, ctc) facial
expressions management information, drowsiness detection information, etc. Then at
block 585 if the user powers off the controller, the system shuts down, otherwise control
passes back to block 510 to start processing for the next iteration.

[00106] As another example of sensor initialization and calibration, the sensor arm

can be adjusted to detect eye blinks. In this case, the control software can prompt the
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user to close and open eyes naturally to record the sensor readings and then those
readings can be used during the actual operation of the controller to determine if the
user’s eye is open or closed at any given point in time.

[00107] In some controller embodiments, as part of the initialization and
calibration process, the user may be prompted by the control software or instructed by
written operating instructions to hold their head steady after powering the controller on
for certain amount of time. This can be used by the system to get baseline readings from
all or certain sensors of the controller. Future readings from those sensors can be
compared with the corresponding baseline readings to determine change in state, which
can then be translated to appropriate commands for the controlled electronic device. The
controller does not generate any selection or motion events during the calibration process.
[00108] In some controller embodiments, the control software can also provide
functions such as processing, analysis, retrieval and sharing of controller usage, facial
expressions management, body motion, drowsiness and other information to the user as
well as other electronic devices. Regular controller functions may or may not be
suspended during these functions.

[00109] Fig. 19 lists some parameters with exemplary values that can be used by
the control software. The following discussions will refer to those parameters (listed in
all capital letters) when discussing various exemplary algorithms. The numerical
quantities and preference settings in Fig. 19 and otherwise are exemplary, and they can be
changed or configured by the user as well as by the software that implements the
described algorithms, and possibly based user preference settings. If the user does not
change these settings, the control software can use default values.

[00110] Following the initialization/calibration process, the controller can go into
an indefinite period of operation where the control software gets new readings from its
sensors and input components at regular intervals and process them in an iterative
fashion, until the controller is stopped or powered down. The controller can use the
concept of SENSOR_READING TIME INT (see parameter P#1 in Fig. 19) wherein the
control software starts reading all sensors and processes their output at fixed time
intervals. The control software can read all the sensors after a fixed time interval set by
P#1 which indicates the time interval between two sets of sensor readings. This method
provides the sensor readings at fairly fixed time intervals. Note that this interval could be
higher and lower based on the speed of the microprocessor and/or processor in the
controlled electronic device, the needs of applications/operating system running on the

controlled electronic device as well as characteristics of the sensors being used. The
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controller can use the concept of DELAY TO NEXT ITERATION (sce parameter P#2
Fig. 19), where rather than starting a new iteration every certain amount of milliseconds,
the control software waits for the specified amount of time after the end of one iteration
before starting the next iteration. Based on what the user is doing, the time taken to
process sensors readings may vary from iteration to iteration. Using this method assures a
certain minimum time gap sct by P#2 between sensor readings performed as part of any
two consecutive iterations.  This concept/parameter could be used instead of
SENSOR_READING TIME INT. This method can be helpful if the sensor reading and
processing take a long time, which may not leave much time between the end of one
iteration and the start of the next iteration, and thereby not leave much time for sensors
that require a certain minimum amount of time between readings.

[00111] Various facial expressions of the user can be detected and interpreted to
cause various actions/commands on the controlled electronic device. The following
sections describe how based on the time taken to complete an expression and the amount
of head motion at the time of the user’s action of expression, different interpretations and
therefore different commands for the controlled electronic device can be triggered.
[00112] A primary controlling expression (PCE) is a designated facial expression
that will be most used in the heuristics for the functioning of the controller. For example,
a PCE can be used to determine if the graphical object pointed to by the current location
of pointer or cursor on the controlled electronic device display screen should be selected,
or if the OOI should be moved, or if a left mouse button press/release event should be
generated, or if a currently selected input mechanism (such as a physical button) on a
home appliance should be “pressed” or turned up/down, etc. Note that different
controller embodiments can use different facial expressions as the PCE. One controller
embodiment can use a smile as the PCE because of the ease of performing it, pleasant
appearance, social acceptance and possible health benefits. Other controller
embodiments can use ecycbrow raises, jaw drops, tecth clenches, or other facial
expression as the PCE. The principles in the algorithms described here for detecting and
processing a PCE can be used for others as well. Given that humans can have different
levels of facility in performing one expression versus another, the parameter values can
be adjusted to suit different users. In addition, FE sensor readings can increase based on
the expression of certain PCEs whereas the opposite may be true for other PCEs. For
example, based on the placement of the FE sensors, a proximity sensor reading may
decrease as the expression of a smile increase on a user’s face, whereas the opposite

behavior may be true for the expression of an eyebrow raise. Two different kinds of FE
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sensors may also demonstrate differing trends in the readings for the same facial
expression.

[00113] Multiple expressions can be tagged as PCEs and can be wused
interchangeably, thereby giving user flexibility as well as comfort by spreading out the
effort of performing the PCE amongst various muscle groups. Smiles, eyebrow raises
and lower jaw drops can all be used as PCE’s, as well as other expressions and body
motions.

[00114] A FE sensor senses an expression by the user based on what type of sensor
it is. For example, a proximity capacitive touch sensor can sense when an expression is in
progress by certain muscles getting closer or farther from the sensor and/or actually
touching the sensor. A strain sensor can sense an expression by changes in the strain
experienced by the sensor. If the FE sensor is a mechanical switch, the facial muscle
movement may actually turn the switch on or off. A flex sensor can be
touching/monitoring the face though spring action and measure the variation in the
deflection it experiences as the facial muscles move. A mechanical switch can also have
a spring loaded action that would allow it to measure the level of facial muscle movement
along with a discrete “on”/”off” action. Any combination of FE sensors may also be
used.

[00115] Fig. 20 illustrates some exemplary heuristics of FE detection. These
heuristics can be used regardless of if the expression being detected is a PCE or
otherwise. For the purpose of illustration of this and following heuristics, the PCE will
be a smile, the FE sensor will be a photo-reflective proximity sensor, the inertial sensor
will be a multi-axis gyroscope and the controlled electronic device will be a computer,
unless explicitly noted otherwise for a particular heuristic. (Note that the principles
presented in this and other heuristics can be applied to any type of facial expressions,
facial expressions sensors, inertial sensors, body motions used to move the controller, as
well as controlled electronic devices.) The top graph shows the variation of proximity
reading as taken by the proximity sensor adjusted to take readings from the cheek muscle
of the user around the area of the cheek which moves outward in most noticeable fashion
during the expression of a smile. The “Expression Baseline” line shows the reading from
the proximity sensor obtained during the initialization/calibration phase when the user
was not smiling. The “Expression Threshold” line signifies the threshold below or above
which the PCE is termed to be active/detected or inactive/undetected, respectively. For
example, if the FE sensor reading falls below the Expression Threshold line for a smile,

then the expression of a smile is deemed to have started. (Note that in Figs. 20-24 the
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positive axis of the FE sensor points downwards.) On the other hand, if the FE sensor
reading goes above the Expression Threshold line, then a smile is deemed to have ended.
The intersections of the FE sensor reading curve with the Expression Threshold line
signify  changes in the PCE  detection  status.  Parameters  P#11
(PCE_EXPN TH_CALC_PERCENT) and/or P#12 (PCE_EXPRN _TH_CALC DIFF) of
Fig. 19 can be used to calculate the Expression Threshold based on the Expression
Baseline values for any particular FE sensor.

[00116] Parameter P#11 is a percentage based amount used in computing
Expression Threshold for a particular PCE based on the Expression Baseline reading for
that expression and sensor. If using P#11 for calculating Expression Threshold, then the
Expression Threshold would be calculated as:

Expression Threshold = Expression Baseline —

(Value of P#11) x (Expression Baseline — Minimum Proximity Reading)
where ‘“Minimum Proximity Reading” is the absolute minimum proximity reading that
is possible with the particular type of FE sensor.

[00117] Parameter P#12 is a differential amount used in computing Expression
Threshold for a particular PCE based on the Expression Baseline reading for that
expression and sensor. If using P#12 for calculating Expression Threshold, then the
Expression Threshold would be calculated as:

Expression Threshold = Expression Baseline — (Value of P#12).

[00118] When proximity reading falls below the Expression Threshold, the
expression is said to be detected. The second graph of Fig. 20 shows the “PCE Detection
Status” graph. The PCE is considered to be detected (that is PCE Detection status of 1)
from times t1-t2 and then from times t3-t5.

[00119] In a variation of the previous PCE detection heuristic, a different
Expression Threshold value can be used to determine the end of a PCE, compared to
what was used at the start of PCE. The start Expression Threshold can still be calculated
using P#11 or P#12 as described in the previous heuristic. However, the end of the PCE
is determined using a different end Expression Threshold value. For example, if the
value chosen for the end Expression Threshold is between the Expression Baseline and
the start Expression Threshold value, then that would allow the user to hold the PCE with
less effort than that was required to start the PCE. This enables the user to hold the PCE
for a longer duration, thereby contributing to the case of use while performing long

continuous motions of the OOI as explained in following sections.
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[00120] Fig. 20 also illustrates exemplary heuristics for a selection command (for
example, a left mouse button click on a computer). A selection command can be
generated if the user performs the PCE for a duration equal to at least the value of
parameter P#4 (MIN_PCE DURATION FOR_CLICK) and no longer than the value of
parameter P#5 (MAX PCE DURATION FOR CLICK). Parameter P#4 is the
minimum time duration a PCE has to last before that PCE can be eligible to cause a
selection command. Parameter P#5 is the maximum time duration a PCE can last for it to
be interpreted as an intent to cause a selection command. Fig. 19 provides exemplary
values of P#4 = 75 milliseconds (ms) and P#5 = 300 ms. At the top of Fig 20 and for the
graphs below, every tick on the time axis of the PCE sensor readings graph indicates
duration of 100 ms. (Note that a PCE Sensor is just a FE Sensor that is being utilized to
detect or monitor a PCE.) Therefore, the PCE detected between times of t1 and t2 lasts
for 200 ms which is more than P#4 (75 ms) but less than P#5 (300 ms). Therefore, a
selection command (such as a left-button (LB) click on computer) is generated and
communicated to the controlled electronic device at the end of the facial expression,
which is at time t2. This is depicted on the bottom graph “Non-motion Events” of Fig.
20.

[00121] Special heuristics are not required for a double click command; as it can
use the selection heuristics described above. If the user can simply complete two clicks
back to back and meet the double click speed setting on the operating system of the
controlled electronic device, then the two clicks can be interpreted as an intent to double
click at the current pointetr/cursor location on the electronic device or can be interpreted
as a string of two regular clicks depending on the situation.

[00122] Heuristics for object of interest (OOI) motion can use the motion sensed
by the inertial sensors of the controller to drive motion of the OOI. However, a PCE
should be currently detected and active for the sensed motions to be translated into
commands/events that cause OOI motion on the controlled electronic device. The motion
of an OOI can be started only when a PCE has been continuously active for a certain
minimum time period. This minimum time period is set by parameter P#3
(TIME TO_HOLD_PCE BEFORE MOVEMENT). Fig. 19 shows P#3 with an
exemplary value of 300 ms. The OOI motion can possibly continue (subject to
restrictions described below) as long as the PCE is in progress. When the PCE ends, the
motion comes to an end and can be restarted only when a new PCE is started and held for
at least P#3 time duration. The direction and amount of OOI motion is dependent on the

motion sensed by the inertial sensors of the controller. The inertial sensors should sense
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more motion than a threshold for that motion to result in motion of the OOI. This
comparison is done by comparing the absolute value of the motion sensed with the
threshold value. Parameter P#6 (MOTION NOISE TH) of Fig. 19 sets this threshold
and is called the motion noise threshold. Parameter P#6 of Fig. 19 has an exemplary
value of 1 degree per second for an embodiment where the controller is worn on the head.
The third graph of Fig. 20 shows an exemplary graph of head motion as sensed by the
inertial sensors of the controller, for such an embodiment. The head motion is shown to
be greater than the P#6 value during the entire duration between t3 and t5 which is the
duration when PCE is active. However, as described above, the OOI motion only begins
after P#3 amount of time is passed after the initiation of the PCE. Given that t4=t3+P#3,
the actual motion of the OOI is observed only during the time period from t4 through t5.
This is illustrated by the fourth graph, “OOI Motion” in Fig 20. Note that the shape of
this curve between t4 and t5 is shown similar to the “Head Motion” curve (as sensed by
the inertial sensors of the controller) during the same duration. This is because the
angular velocity sensed by the controller at any instant is used to calculate the incremental
OOI motion at that instant. This approach avoids the use of numerical integration
techniques to compute angular positions (based on sensed angular velocities) to use those
angular positions to drive the position of the OOIL. Avoiding numerical integration not
only simplifies the software algorithms and makes them faster, but also avoids errors that
are part of any numerical integration techniques.
[00123] The yaw angular velocity readings can be used to control the X-direction
(horizontal) motion and the pitch angular velocity can be used to control the Y-direction
(vertical) motion of the OOI. Other embodiments can use angular velocity in the roll
direction or rate of change in magnetic heading instead of the yaw angular velocity.
[00124] A gyroscope with at least two axes (one for yaw and another for pitch) can be
used as the sole inertial sensor. Some types of inertial sensors may provide a non-zero reading
even when perfectly still. Therefore, readings indicative of instantancous angular velocities
can be compared with baseline readings (when head was still) and the difference between
the two can be used to compute OOI motion on the display screen of the controlled
clectronic device. The difference in readings corresponding to angular velocity
(represented by AV) at a particular point in time can be used as the basis for translational
displacement of the OOI at that point in time. The following formulas can be used to
compute translational displacement T of the OOI in some embodiments:

Ty = AV v,y * Scaling Factory * Gain_Factor

Ty = AV piten * Scaling_Factory * Gain_Factor
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The x and y scaling factors are constants that can be left at 1.0 or adjusted up or down
based on the need to slowdown or increase the speed of the OOI being moved or
selected on the display. Negative scaling factors can be used to reverse the direction of
the motion of the OOI along the corresponding axis. The gain factor can be set to a
constant value of 1.0, or can be variable based on the value of angular velocity AV at
given point in time. One such gain factor is illustrated in Figs. 25-27 discussed in the
following sections. Note that for ecase of understanding, the OOI graphs depicted in
Figs. 20-24 use a constant value of 1.0 for the scaling factors as well as gain factors.
[00125] Click and drag functionality is commonly employed by computer users
while interacting with the computer using a mouse. In this scenario, the user clicks and
holds the left mouse button and then starts moving the mouse (while keeping the button
pressed) and then releases the left mouse button when the cursor/pointer/graphical object
is at the desired location. This same effect can be achieved by using the controller as
follows (the Click and Drag heuristic). The user can start a PCE while holding the
controller steady so that the motions are within a threshold amount specified by the
parameter P#7, (MOTION TH AT P3 listed in Fig. 19). Parameter P#7 is used to
determine if the controller is being "held" steady enough at that point in time. This value
can be used to check motion at anytime from start of the PCE through to time P#3 after
the start time. When the inertial sensors of the controller sense that the (absolute value
of) sensed motion is within P#7 at time t4 (which is P#3 after the start of the PCE), then
the controller sends a left button (LB) press event (sece “LB Press” in bottom graph of
Fig. 21) to the controlled electronic device. After that point in time, the user can move
the controller freely (by means of using their head/body) thereby moving the OOI until
the PCE is ended. When the PCE ends, the motion of the OOI ends and a LB release
event is sent to the controlled electronic device (see “LB Release” at time t5 in bottom
graph of Fig. 21). Based on the operating system or application running on the controlled
clectronic device, the click and drag sequence can be used to sclect an area of the screen,
to select and move an OOI, to zoom into a selected area on the display screen, and for
other commands. In this example, PCE is started at time t3, followed by a LB Press
event at time t4, followed by some OOI motion during the time period t4-t5, followed by
a LB release event at time t5 when the PCE ends. Note that the “OOI Motion™ curve in
Fig. 21 (fourth graph) shows non-zero values only between time t6 through tS5, because
the absolute value of “Head Motion” (third graph) is greater than P#6 only starting at
time t6, and the PCE reading (top graph) falls below the Expression Threshold at time t5

which ends the click and drag heuristic.
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[00126] In a variation of the “click and drag heuristic” explained above, some
controller embodiments can check for the head motion to be within the threshold of P#7
during the entire time period or a portion of the time period between the start of PCE
(that is time t3) through P#3 milliseconds after the PCE start (that is through time t4). By
checking for P#7 threshold carlier than time t4, some embodiments can make a
determination to use the “OOI motion” heuristic rather than the “Click and Drag
heuristic” without waiting till time t4 to make that determination. This can reduce or
eliminate the lag time between the start of the PCE and start of the OOI motion, when the
user intends to move the OOI only (and not perform “click and drag”).

[00127] In the click and drag heuristic, if the user does not move the controller at a
speed greater than the motion threshold P#6 during the entire duration of time between t4
and t5, then there will be no OOI motion during that time, thereby causing a LB Press
event followed by a LB Release event. This will effectively result in a click/selection
command on the controlled electronic device, albeit one which is performed in a slow,
deliberate fashion. This can be advantageous to users who may prefer not having to
perform a PCE within the time limit of P#5 as described in the heuristics for selection
command.

[00128] A “PCE falling too fast” heuristic can be used for precision of OOI motion
control. It is typical that while using the controller, when the user starts a PCE (or any
FE for that matter), the FE sensor reading keeps rising/falling beyond the expression
threshold. Similarly, when the user wishes to end the PCE, the FE sensor readings may
take some finite time before they actually cross the threshold value to end the PCE.
However, during this finite amount of time, as per the heuristics described above, the
OOI may keep on moving, thereby possibly landing at a different position than where it
was at the time the user decided to stop the PCE. Fig. 22 shows the situation where the
user made a decision at time t7 to end the PCE and the PCE sensor reading indeed started
to rise drastically, however, it took almost 200 ms before reaching close to the threshold
and it took another 200 ms before actually crossing the threshold at time t5 and thereby
ending the PCE at t5. However, this can result in excess motion of the OOI for about 400
ms which would have a significant impact on the usability of the controller and thereby
the user experience. The user could be instructed to hold their head steady when getting
ready to end the PCE, but that can have an impact on the usability of the controller. In
the “PCE Falling Too Fast” heuristic, PCE sensor readings are compared between every
two consecutive iterations to determine if the PCE reading is reducing at a greater rate

(between those two consecutive iterations) than the rate prescribed by a threshold
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parameter P#9 (PCE_FALLING TOO FAST TH of Fig. 19)). When this condition is
detected, the control software stops sending OOI motion events until the end of the
current PCE, unless the PCE starts increasing in subsequent consecutive iterations at a
rate described by another threshold parameter P#10 (PCE_RISING AGAIN TH of Fig.
19). In Figs. 20-24, since the PCE is a smile and the PCE sensor is a proximity sensor
located close to the cheek, a smile actually decreases the distance between the cheek and
the FE sensor thereby reducing the FE sensor reading. Therefore, when the smile is
reducing, the PCE sensor reading 18 actually increasing. In this embodiment, parameters
P#9 and P#10 can be expressed as absolute differences between PCE sensor readings
from two consecutive iterations. In a variation, the values of P#9 and P#10 could also be
expressed in terms of percentage difference between two consecutive iterations, or
percentage of the expression threshold reading, or percentage of the expression baseline
reading. In Fig 22, the PCE sensor reading graph shows a change of greater than 15
(P#9) between readings taken during two consecutive iterations taking place at times t7
and t8 respectively. This stops the motion e¢vents from being sent to the controlled
electronic device starting at time t8 through the end of the PCE at time t5 (see “OOlI
Motion,” graph) even though the controller is experiencing motion greater than P#6.
Note however that once the OOI motion is stopped (due to P#9 as described above), if the
user starts increasing the expression before ending it, after a certain threshold (P#10), the
OOI motion can be enabled again by sensing motion events to the controlled electronic
device. This is illustrated by the top “PCE Sensor Reading” graph in Fig 23. It shows
the PCE falling too fast between the two consecutive iterations at times t7 and t8 which
leads to stoppage of the motion events starting at time t8 as shown on the “OOI Motion”
graph. Though the OOI motion is disabled for the present time, the PCE is still in
progress as shown by the “PCE Detection Status” graph. Later, during the two
consecutive iterations at times t9 and t10 an increase in level of PCE is detected, which is
more than the amount specified by P#10 which resumes the OOI motion events which are
sent to the controlled electronic device starting time t10. This behavior allows for
restarting OOI motion without actually stopping and restarting a PCE event, in case the
user had suddenly reduced the expression of PCE by mistake. This can be helpful if the
user was in middle of a click and drag function.

[00129] Some controller embodiments may use a touch sensor for a FE sensor.
Some touch sensors not only give a touch “on” or “off” reading, but also give a reading
that generally correlates to proximity during the time period when touch is not yet

detected and give a reading that correlates to the strength or area of touch after touch is
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detected. In this case, the PCE event can start when the FE/PCE sensor indicates that
touch has been achieved and the PCE event can end when touch status reverts back to
“off”. This can eliminate the need to calculate expression threshold and the need for
expression baseline. One embodiment uses an MPRI121 proximity capacitive touch
sensor controller (manufactured by Freescale, Inc.) as the FE sensor to sense PCE of a
smile. See Fig 24 for graphs of motion, click and “click-and-drag” heuristics, along with
“PCE falling too fast” heuristic. Fig. 24 is almost identical to Fig. 23 which uses a
regular proximity sensor. The primary difference is that in Fig. 24, the top FE/PCE
sensor rcadings graph does not show the “Expression Threshold” or “Expression
Baseline™ line. The PCE detection is purely triggered by the change in touch status
provided by the FE sensor as shown by the second “PCE Detection and Touch Status”
graph. Note that if the PCE is a smile, then the smile starts when the facial muscle
touches the sensor (i.e. Touch Status of 1), and stops when the facial muscle stops
touching the sensor (i.e. Touch Status of 0). However, if the PCE was an eyebrow raise
and if the embodiment has the PCE sensor touching the eyebrow/proximate area when in
normal/resting position, then the PCE will start when the touch status changes to “off” (or
0) and the PCE will end when touch status changes back to “on” or 1. One advantage of
using a proximity touch sensor is that the user gets an explicit and instantancous feedback
when the PCE is initiated or stopped by means of touching the sensor. The user can also
physically see how far the sensor is from their face and thereby adjust the sensor’s
distance from their face to decide on the amount of expression of the PCE to get it to be
detected or stopped. The part of the sensor that actually touches the body can be shaped
and/or be provided physical characteristics that will make the touch detectable but in a
non-intrusive or positive way. These physical characteristics can also be a matter of
human preference and the user could be given a choice to adapt the experience of their
touch by choosing different variations of the controller or accessories to go with the
controller.

[00130] A controller embodiment can have FE/PCE detection based on the rate of
change of the FE/PCE sensor reading and an accompanying minimum threshold amount
of change. For example, if the PCE reading changes by 15% between two iterations, and
the amount of change is at least 50, that change could be regarded as a change in PCE
detection status. In this method of detection, the reading value at the first iteration of the
two iterations is captured and then used as a temporary expression threshold value for
ending that PCE event. Both the percent change and absolute amount of change could be

turned into parameters (similar to other parameters in Fig. 19) and can be
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set/adjusted/manipulated by the user or the control software in a similar fashion. Note
that a controller embodiment can use any combination of the PCE detection heuristics
discussed for the purpose of detecting a PCE or any FE.
[00131] A variable gain factor can be used for ease and precision of small motions.
Controlling an OOI requires not only speed for moving over large distances but often also
accuracy in finc motions over short distances. Human beings are quite adept at using
their heads in order to look at their surroundings. Neck muscles that control motion of
the head are also quite capable of holding steady and of moving the head in small
controlled motions. However, to enable case of use as well as precision in control of a
OOI using only head motion requires additional heuristics to help human beings with the
contradictory demands of speed and accuracy of that task. A sensitivity or gain factor
curve can be designed for that purpose. As mentioned above, some controller
embodiments can use the following formula to arrive at the value of incremental
translational motion T for the OOI based on the difference (AV) between a measured
angular velocity reading at a particular instant in time from a baseline velocity reading:

T = AV * Scaling_Factor * Gain_Factor
In the above formula, while the Scaling Factor is a constant, the Gain Factor is a
variable that depends on AV itself. For sake of simplicity, use a Scaling_Factor of 1.0
in this discussion. Fig. 25 shows an example of the Gain Factor variation/curve in the
column labeled “Gain” which varies based on input motion as shown in the column
labeled “Velocity.” The column labeled “Output” is the product of the first two
columns and signifies the output motion or translation of the OOI in 2D space at a
given time. For example, if at a particular iteration, the angular velocity reading
difference (AV) was 10, that would give rise to translation motion of 4 units (e.g.
pixels) on the display screen at that instant in time. Fig. 26 shows graphs of gain and
output versus velocity for the values listed in Fig. 25. Fig. 27 shows an expanded
view of the graphs for velocity ranging from 0 to 16. Note that the Gain_Factor is
such that the resultant output curve has several distinct regions:

o Region 0: This area starts at angular velocity of zero through the value of
parameter P#6 (MOTION NOISE TH), which is 1 deg/second in this
embodiment. Since this is within the value of P#6, angular velocity will
actually be ignored and the mouse motion events will not be triggered though
Output is non-zero at velocity of 1.

o Region 1: This is a flat region in the Output graph. In this example, this region

ranges from angular velocity of 1-4 deg/second. The peculiarity of this region
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is that all the angular velocities in this region map to the same output of 1 in
this embodiment which is the desired least motion attainable for this
embodiment for the given Scale Factor. This translates to 1 pixel movement
per iteration. Note that by adjusting the Scale Factor and iteration time, this
can be made to achieve speed of just a few pixels/second, thereby giving the
user greater precision and control at low speeds. This allows for users to be
able to move the OOI at a constant low speed (equal to the lowest possible
speed at which the OOI can be moved), even though they may not be able to
move their head at a very low and constant angular velocity. This can help
with precise placement of OOI on the screen by moving them possibly at a
pixel by pixel rate. The size of this region can be shrunk or eliminated based
on the ability of the user to control their heads when performing very slow
motion, but this can help users with physical limitations or who are prone to
tremors. This can also be helpful to users when using the controller in a
vehicle, such as a trains or bus, which may experience small bumps during the
ride. The size of this region can be changed by the user as part of the
sensitivity settings of the controller.

o Region 2: This region includes multiple arcas of consecutively increasing
slopes, leading to gentle rise in the Output. In this example, this region ranges
from angular velocity of 4-8 deg/second. This allows for variable speed of
motion, though at the lower speeds, allowing for finer control on motion of the
OQI over short distances of movement. Note that some computer operating
systems may require integer values (representing number of pixels the OOI is
to be moved at any given instant) for motion commands. In this case, if the
output values are being rounded off or truncated to integers, the remainder or
deficit can be carried on to the next iteration(s) so that the magnitude of motion
sent to the controlled clectronic device in iteration(s) make up for the
truncation or round off.

o Region 3: This Output region is linear allowing for intuitive control of OOI
motion over medium to large distances at medium to large speeds. In this
embodiment, this region extends from angular velocities of 8-30 deg/second.

o Region 4: This is a flat region at the higher end of input angular velocity. In
this embodiment, it is shown to extend beyond 30 deg/second. This is useful
to cap the maximum translational velocity (Output) of the object on the screen.

This allows for ease of visually spotting OOl movement even when the
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controller may be moving at high and variable velocity, thereby again

contributing to the ease of use of the controller.
[00132] As mentioned earlier, different controller embodiments can have different
size regions or can even eliminate certain regions. These variations can be had even in
the same embodiment based on the controller sensitivity settings. An expert user may not
want to have Region 1 and Region 4 while working at a home/office environment, but
may want to have Region 1 when traveling. On the other hand, a novice user or a user
with physical challenges may always want to have both Region 1 and Region 4. All the
region sizes could be driven based on parameters similar to ones shown in Fig. 19.
[00133] Although the Gain Factor is presented as a multiplication factor, some
embodiments can use table look-up methods to determine OOI motion output values
based on input motion values (sensed by the inertial sensors). For example, a table like
the one shown in Fig. 25 can be stored in memory and used as a lookup table to
determine the Output (OOI motion value) given a particular Velocity as input without the
explicit use of the Gain_Factor.
[00134] Many of the above heuristics imply use of angular velocity as the input
motion, and use of the user’s head to provide that input motion. However, other
controller embodiments can use angular positions, translational velocities, angular or
translational accelerations, tilt angles, heading or other measurable physical quantities
that can be provided/affected by action of the head or another body part.
[00135] Audio feedback can be provided via an audio output component inside an
ear plug of the controller when clicks are performed as well as when the pointer is
moving. In other embodiments, audio output components could be located in other parts
of the controller, for example, sce Figs. 14 and 18 where audio output components can be
located in the temple part of the eyewear. Other types of feedback components can also
be used, such as video feedback (for example, LEDs, LCD Displays, etc.) or haptic
feedback components. Feedback can also be provided from the controlled electronic
device. For example, sounds can be played from the controlled electronic device
corresponding to various events, commands and motions; or graphical mechanisms
(graphs, meters, etc.) can be used. Feedback can also be provided during
initialization/calibration as well as during regular operation showing current sensor
readings, baseline readings and their relation to the threshold, as well as FE detection
statuses and other related information.
[00136] Some controller embodiments can have a joy stick mode of motion. The

motion of a OOI can be made dependent on the deviation of the controller’s position
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from its baseline position (rather than on the instantancous angular velocity of the
controller). In this situation, the OOI keeps on moving as long as the user has the
expression indicating his/her intent to move the OOI, and the head has moved away from
the baseline position. The orientation of the head can be captured in a combination of
readings from gyroscopes, accelerometers, compass, tilt sensors or any other means. In
one embodiment, the difference in the head position from the initial position is used to
determine the instantancous velocity of the OOI, wherein position difference in pitch and
yaw directions are used to determine translational velocities of the OOI along Y and X
axes of the display screen respectively. This can lead to velocities of the OOI that are
proportional to the difference in position. A threshold on the position difference can be
set so that a position difference less than this threshold value will be ignored. The joy
stick mode has the advantage that the head does not need to move continuously to
continuously move the OOI in a particular direction. Note that all the heuristics
described earlier can also be used with this mode.

[00137] The controller can also include heuristics of auto-recalibration. When the
user is not performing any PCE, baseline readings can be automatically updated/adjusted
for selected sensors. This can be triggered if it is noticed that those sensor readings seem
to have stabilized around a value that is sufficiently different from the bascline value
though the controller is being worn correctly. As an example, if a FE/PCE sensor’s
readings are more than 5% different from the current baseline reading and they have been
within 1% of cach other for the last 30 seconds, then the baseline reading can be
automatically updated to the average or median value observed during the last 30
seconds. Each of these numerical values in this example as well as the mode of finding a
representative value can be turned into a parameter and can be changed on an
embodiment by embodiment basis and/or directly or indirectly by the user or the Control
Software in a similar fashion as other parameters listed in Fig. 19. Auto-recalibration of
a sensor is typically performed when the sensor is not being actively used directly or
indirectly at the time of auto-recalibration processing. This process can enhance fault
tolerance of the controller in case it is being worn differently than how it was being worn
during the regular calibration process. This process can also minimize impacts of change
in ambient situations. For example, if in the course of use, the sensor arm of a
proximity/touch sensor gets moved away from the position it was in during the previous
calibration process, the auto-recalibration heuristics can update the baseline value. Note

that other algorithms can also be used to achieve auto-recalibration.
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[00138] The controller can also be used in conjunction with other hands free OOI
control systems such as an eye gaze system. An eye gaze system uses camera(s) to
monitor the position of the user’s eyes to determine the cursor/pointer location on the
computer’s display screen. However, other computer commands (such as click-and-drag)
are cumbersome with eye gaze tracking system since they typically involve multiple steps
for the user and/or do not provide timely response. In this situation, the controller can be
useful in multiple ways. The controller can be used along with the eye gaze tracking
system to provide computer control commands (such as click, click—and-drag, etc.) while
the eye gaze tracking system provides the cursor/pointer/OOI motion. Alternatively, the
principles of the heuristics of the controller could be implemented in the eye gaze
tracking system itself. One way is to modify the gaze tracking system to acquire facial
expression information (using cameras or other means). It can then use the FE
information and eye ball motion information (in place of head motion information) in the
heuristics described in the previous sections to enable/disable cursor motion, as well as to
generate other computer control commands.

[00139] Some controller embodiments can also be used as a drowsiness detector.
In the embodiment in Figs. 3 and 4, the sensor arm 2 can be trained in the direction of the
closest cye for use as a drowsiness detector. The degree of eye closure can cause
different levels of light to be reflected back onto the FE sensor 320. The amount of
reflected light when eye is completely closed and completely open would be recorded
during a calibration step and then used to detect full or partial eye closures. Using the
duration of eye closure the controller can distinguish natural blinks (which are fast) from
deliberate winks or closures due to drowsiness, which last much longer. Parameter P#8
(DROWSE_EYE CLOSE TIME TH in Fig 19) can be used as a threshold time to
determine if the user is drowsy based on the time duration of an individual eye closure.
Accordingly, if the user happens to close his/her eyes for at least this amount of time
(P#8), then it is determined that the user is drowsy. It is also well known that eye
closures during drowsiness have a peculiar pattern that can be recognized. Additionally,
a combination of eye closure along with readings of a head droop or nod from inertial
sensors 305 can be a further corroboration of drowsiness. The embodiment of Fig. 8 can
also be used as a drowsiness detector where there is a dedicated sensor arm 1102 situated
next to the eye. Alerts/alarms or other user feedback can be provided when drowsiness is
detected. Any of the feedback mechanism can be used, such as audio, video, haptic,
olfactory, etc. and those mechanisms can be present on the controller itself or in

controlled electronic devices the controller is in communication with. For example, when
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the user is driving a car and if the controlled electronic device being communicated to is
the car audio system, audio alerts could be sounded by the audio system to not only wake
up the user but also alert others in the car.

[00140] Fig 14 shows the controller 1700 where instead of sensor arms to hold
various sensors, the controller 1700 mounts sensors on eyewear. The sensors can be
connected to a main housing (not shown) cither by a wired connection 1724 or
wirelessly. The housing could be worn in or around the ear like the housing 1302 in Fig.
10, or the housing could be clipped to the eyewear itself, or it could be clipped
somewhere clse like the second housing 1520 of Fig. 12. Note that the cyewear
controller 1700 can also house inertial sensors as well as its own power source. Fig. 14
shows various touch/proximity/FE sensors. Sensor 1702 can detect frowns or eye brow
raises. Sensors 1704 and 1706 can also detect cye brows raises and frowns on an
individual eye basis. Sensors 1720 and 1721 can detect nose twitching or side-to-side
nose wiggles. The differences obtained in readings from the left and right side sensor
1720 can help determine level of symmetry of the motion of the face around the nose arca
and thereby distinguish nose twitches from side to side wiggles of nose and mouth.
Further, nose twitches may also cause the entire eyewear to move at the same time, which
can be detected by inertial sensors embedded in the eyewear, which can lead to further
corroboration of the expression detection. Note that the main housing could also have
inertial sensors, thereby allowing comparison of motion pattern obtained from eyewear
inertial sensor with those obtained from the housing. This comparison can further
enhance the confidence of detection of expressions such as nose twitches. Sensors 1716
and 1718 monitor motion in the upper cheek area, thereby can be used to detect smiles as
well as jaw drops. When the user smiles, the distance between sensors 1716, 1718 and
the cheek reduces whereas when the jaw drops, the distance increases. Touch detection
can be used to further corroborate the findings. Further, comparisons of the trends in
readings coming from different sensors can be done to distinguish one expression from
another. For example, if the expression is getting stronger on the right side as sensed by
sensors 1721 and 1718, but not much is changing on the left side as sensed by sensors
1716 and 1720, then it can be interpreted as a one sided smile using the right cheeck. On
the other hand, if the expression is getting stronger on the right side but weaker on the left
side, which can indicate a nose wiggle to the right with some pouting action of the mouth.
[00141] Sensor 1722 on the underside of the nose bridge can be used to detect if
the eyewear is being worn properly. This information can be advantageous for proper

functioning of the controller, as a proper wear may be required for accurate PCE or FE
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detection. Just like any other sensor, a baseline reading for sensor 1722 from
initialization/calibration phase can be used to compare future readings to continually
assure that the controller is being worn properly. If it is detected that the controller is not
being worn properly, a warning can be provided to the user through one of the feedback
mechanisms on the controller 1700, or even via the controlled electronic device.
Additional sensors could be provided around the body of the eyewear for detection of
proper wear, such as on the inner rim of the frame facing the face, for example proximate
to sensors 1702, 1704, 1706, 1716, 1718, 1720, 1721, as well as at other locations such
on inner sides of the temples of the eyewear.

[00142] The controller 1700 can also be used for drowsiness detection. Sensor
pairs 1708- 1710 and 1712-1714 can be used to determine individual eye closure/blinking
status. In one embodiment, sensors 1708 and 1712 have two distinct parts a first photo-
reflective or proximity sensor part directed to the area of the eye closest to the sensor that
can detect eye closure based on reading changes, and a second photo emitter part directed
towards the sensors 1710 and 1714, respectively. The explanation of the mechanics of
eye closure detection is explained in with regard to Fig 15. Fig. 15 shows a top view of a
user’s head wearing eyewear 1820. An emitter 1802 is mounted on the nose pad 1818,
and emits a radiation beam 1812 towards the receiver 1808. When the eye 1814 is open,
the eyelashes 1804 and eyelid 1812 are out of the way of the radiation beam 1812,
allowing most of the radiation to be received by the receiver 1808. However, when the
eye comes close to closing or completely closes, the eyelashes 1804 and eyelid 1812
obstruct the radiation beam 1816, thereby causing a change in the reading by the receiver
1808. These changes are used to determine the eye closure status. Fig 19 shows another
embodiment where the a photo-reflective sensor 1904 shines light towards the white part
of the eye ball and measures how much light is reflected back. The sensor reading
changes as the eye opens or closes, thereby giving indication of opening/closing of the
eye. Other types of proximity sensors can also be used instead of or in conjunction with
photo-reflective sensors. For example, a capacitive proximity sensor could be used
instead of or along with the photo-reflective sensor 1904 to sense capacitance change
when the eyes go from open to closed state, thereby giving an indication of eye blink or
closure.

[00143] Fig. 18 shows a controller 2100 that can be used for drowsiness detection
that is also based on eyewear. The difference between controller 2100 and controller
1700 (Fig. 14) is that controller 2100 eliminates the need for a separate housing by

including a power source, audio output component, communication link and inertial
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sensors in the eyewear itself. The eyewear can have prescription and/or non-prescription
lenses as well. The controller 2100 includes touch or proximity sensors 2102, 2104,
2106, 2118, 2120 and 2121; line of sight or proximity sensors 2108, 2110, 2112, 2114;
and audio output device 2130, a power button 2132, a USB port 2134, inertial sensor
2136 and multiple LED lights 2138. The power source, microprocessor and other
components can be included in the eyewear.

[00144] The controller also enables gathering of facial expression data without the
need of cameras or having to be in front of a computer. For example, facial expressions
data can be gathered when a user is doing chores in the house or even out shopping.
Facial expression information can also be gathered in corporate settings, or private
settings. Controller embodiments shown in Figs. 8, 14 and 18 are designed for capturing
a wide array of expressions though most other embodiments can also be adapted for
capturing expressions. If facial expressions management (FEM) is desired, it can be
selected during controller calibration. While performing FEM, the controller can gather
data on user facial expressions as well as head/body motions along with time of the
occurrences. This information can be processed in real-time by the controller, or sent to
the controlled electronic device in real-time for processing. Alternatively, some or all of
this data could be processed and/or sent to the controlled clectronic device at specific
times, or on certain events or upon explicit action by the user indicating his/her desire to
do so. The facial expression data can also be attached to other data of user interest and
stored with that data for usc in the future. In some embodiments, pointer motion and
drowsiness detection modes can be disabled when FEM is active, while other
embodiments may have pointer motion, drowsiness detection and other functions enabled
along with FEM. It is also possible to have some FE sensors solely focused on gathering
data for FEM, thereby allowing FEM data gathering to proceed independently of PCE
processing by the control software.

[00145] The parameter settings mentioned in this application and other values or
settings can be changed as part of the calibration or changed by using a software program
running on the controlled electronic device when the embodiment is connected to it. The
controller 120 of Fig. 4 includes a flash button 11 that can be used as a mode selection
switch to toggle between smile detection and drowsiness detection during initialization.
Start or completion of initialization can also be triggered any time by a prolonged press of
the flash button 11. When in calibration mode, the volume button 9 can be used to adjust
sensitivity. Different combinations of the above listed buttons/controls and/or any new

ones can be used for this purpose.
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[00146] Some controller embodiments can also work as remote controls for other
electronic devices such as home appliances. In such cases, selection command heuristics
from the description above can be translated to an on-off toggle or set-reset toggle
command for the current selected button. If the appliance has multiple buttons, the OOI
motion heuristic can be used for selection of the button that is to the left/right or
above/below the currently selected button. Once a desired button is selected, the click
and drag heuristic can be used to dial the setting of the currently selected button up or
down, left or right. Double clicks can be used to turn the entire device on or off.
Feedback on which input mechanism (button/knob/dial, ctc.) is currently selected and the
actions being taken on that input mechanism can be provided using any of the feedback
mechanisms described earlier either directly from the controlled electronic device or the
controller itself, or both. For example, a sclected button could be visually highlighted (by
glowing), or the controlled electronic device could announce which button is selected, or
its name could simply be listed on the display.

[00147] Optionally, additional communication links can be included to control
household appliances versus the links for controlling electronic devices such as
computers. The control software could be enhanced to include some popular functions of
a universal remote and the housing of the controller could also have selection
mechanisms for choosing which household appliance is to be controlled. Different
expressions could also be used in choosing the electronic devices of interest before
starting to control the sclected device. Vocal commands could also be used to select the
home appliance, as well as to control the entire function of the home appliance.

[00148] Some embodiments of the controller can also enhance or augment
position/direction applications. The controller can interface with an electronic device that
provides augmented reality functionality (for example, a mobile phone or GPS device)
and provide it with heading and GPS information. Based on this information, a user can
get or augment position/direction information without having to pull out the augmented
reality device and point it in the direction of interest. This provides additional ease of
use while using the electronic device.

[00149] Note that the heuristics mentioned in this document can be used in various
combinations with each other. Instructions for performing the heuristics and methods
disclosed herein may be included in a computer program product configured for
execution by one or more processors. In some embodiments, the executable computer

program product includes a computer readable storage medium (e.g., one or more
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magnetic disk storage devices, flash memory devices, or other non-volatile solid state
memory devices) and an executable computer program mechanism embedded therein.

[00150] While exemplary embodiments incorporating the principles of the present
invention have been disclosed hereinabove, the present invention is not limited to the
disclosed embodiments. Instead, this application is intended to cover any variations,
uses, or adaptations of the invention using its general principles. Further, this application
is intended to cover such departures from the present disclosure as come within known or

customary practice in the art to which this invention pertains.
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We claim:
1. A hands-free method of controlling an electronic device by a user, the method
comprising:

monitoring facial expressions of the user;

monitoring motions of the user’s body;

generating commands for the electronic device based on the monitored facial
expressions of the user and the monitored motions of user’s body; and

communicating the commands to the electronic device.
2. The hands-free method of claim 1, wherein monitoring facial expressions of the
user comprises sensing motions of facial muscles of the user using a facial expression
Sensor.
3. The hands-free method of claim 2, wherein the facial expression sensor is a
proximity or touch sensor.
4, The hands-free method of claim 2, wherein the facial expression sensor is a
mechanical sensor.
5. The hands-free method of claim 4, wherein the mechanical sensor is a mechanical
switch, flex sensor, piczoelectric membrane or strain gauge.
6. The hands-free method of claim 2, wherein the facial expression sensor is a

biometric sensor.

7. The hands-free method of claim 6, wherein the biometric sensor is an EMG or
EOG sensor.
8. The hands-free method of claim 2, wherein the facial expression sensor is an

image processing system.
9. The hands-free method of claim 1, wherein monitoring facial expressions of the
user comprises sensing touch of facial sensors by facial muscles of the user.
10. The hands-free method of claim 9, wherein the facial sensors are proximity, touch
or mechanical sensors.
11.  The hands-free method of claim 1, wherein generating commands for the
electronic device comprises:
receiving sensor readings from a facial expression sensor monitoring facial
expressions of the user;
determining an expression baseline value for the facial expression sensor;
determining an expression threshold value for the facial expression sensor;
ignoring readings from the facial expression sensor below the expression baseline

value;
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detecting an active facial expression when readings from the facial expression
sensor cross the expression threshold value.
12.  The hands-free method of claim 11, wherein generating commands for the
electronic device further comprises:

receiving sensor readings from a motion sensor monitoring motions of the user’s

body;
determining a motion baseline value for the motion sensor;
determining a motion threshold value for the motion sensor;
ignoring readings from the motion sensor below the motion baseline value;
detecting motion when readings from the motion sensor exceed the motion
threshold value.
13.  The hands-free method of claim 1, wherein generating commands for the

electronic device further comprises:

receiving sensor readings from a motion sensor monitoring motions of the user’s

body;
determining a motion baseline value for the motion sensor;
determining a motion threshold value for the motion sensor;
ignoring readings from the motion sensor below the motion baseline value;
detecting motion when readings from the motion sensor exceed the motion
threshold value.
14.  The hands-free method of claim 1, wherein monitoring motions of the user’s body

comprises sensing motions of the user’s head.
15. The hands-free method of claim 14, wherein monitoring motions of the user’s
body comprises sensing motions of the user’s head using inertial sensors.
16. The hands-free method of claim 14, wherein monitoring motions of the user’s
body comprises sensing motions of the user’s head using an image processing system.
17.  The hands-free method of claim 1, wherein generating commands for the
electronic device comprises:

generating selection commands based on a combination of monitored facial
expressions and monitored motions of the user’s body during the monitored facial
expressions.
18.  The hands-free method of claim 1, wherein generating commands for the
electronic device comprises:

receiving sensor readings from a facial expression sensor monitoring facial

expressions of the user;
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receiving sensor readings from a motion sensor monitoring motions of the user’s
body;

determining an expression threshold value for the facial expression sensor;

detecting an active facial expression when readings from the facial expression
sensor cross the expression threshold value;

determining a motion baseline value for the motion sensor;

determining a motion threshold value for the motion sensor;

ignoring readings from the motion sensor below the motion baseline value;

generating a selection command for an object on the electronic device when the
active facial expression is detected for more than a minimum selection hold time and less
than a maximum selection hold time, and the motion sensor readings are below the
motion threshold value for the minimum selection hold time.
19.  The hands-free method of claim 18, wherein generating commands for the
electronic device further comprises:

generating a click and drag command for the object on the electronic device when
the active facial expression is detected for more than the maximum selection hold time
and the motion sensor readings are above the motion baseline value;

dragging the object based on the motion sensor readings while the active facial
expression is detected.
20. The hands-free method of claim 18, wherein generating commands for the
clectronic device further comprises:

generating a click and drag command for the object on the electronic device when
the active facial expression is detected for more than the maximum selection hold time
and the motion sensor readings are above the motion baseline value;

dragging the object based on the motion sensor readings while the facial
expression sensor readings are above an expression maintain threshold, the expression
maintain threshold being less than the expression threshold value.
21. A method of facial expressions management, the method comprising:

monitoring facial expressions of the user.
22.  The facial expressions management method of claim 21, wherein monitoring
facial expressions of the user comprises sensing motions of facial muscles of the user
using a facial expression sensor.
23.  The facial expressions management method of claim 22, wherein the facial

expression sensor is a proximity or touch sensor.
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24.  The facial expressions management method of claim 22, wherein the facial
expression sensor is a mechanical sensor.
25.  The facial expressions management method of claim 24, wherein the mechanical
sensor is a mechanical switch, flex sensor, piezoelectric membrane or strain gauge.
26. The facial expressions management method of claim 22, wherein the facial
expression sensor is a biometric sensor.
27.  The facial expressions management method of claim 26, wherein the biometric
sensor 1s an EMG or EOG sensor.
28.  The facial expressions management method of claim 21, wherein monitoring
facial expressions of the user comprises watching the user using an image processing
System.
29.  The facial expressions management method of claim 21, wherein monitoring
facial expressions of the user comprises sensing touch of facial sensors by facial muscles
of the user.
30.  The facial expressions management method of claim 29, wherein the facial
sensors are proximity, touch or mechanical sensors.
31. The facial expressions management method of claim 22, wherein monitoring
facial expressions of the user further comprises:

determining a baseline value for the facial expression sensor;

ignoring readings from the facial expression sensor below the baseline value.
32.  The facial expressions management method of claim 31, wherein monitoring
facial expressions of the user further comprises:

determining a threshold value for the facial expression sensor;

detecting an active facial expression when readings from the facial expression
sensor cross the threshold value.
33. The facial expressions management method of claim 22, wherein monitoring
facial expressions of the user further comprises:

determining a threshold value for the facial expression sensor;

detecting an active facial expression when readings from the facial expression
sensor cross the threshold value.
34.  The facial expressions management method of claim 21, further comprising:

monitoring body motions of the user.
35.  The facial expressions management method of claim 34, wherein monitoring
body motions of the user comprises.

monitoring head motions of the user.
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36.  The facial expressions management method of claim 34, wherein monitoring
body motions of the user comprises.

monitoring head motions of the user using an inertial sensor.
37.  The facial expressions management method of claim 21, further comprising.

storing monitored facial expressions of the user.
38.  The facial expressions management method of claim 37, further comprising.

communicating monitored facial expressions of the user to an electronic device.
39. The facial expressions management method of claim 21, wherein monitoring
facial expressions of the user comprises using a device worn on the user’s head to
monitor facial expressions of the user.
40.  The facial expressions management method of claim 39, wherein the device worn
on the user’s head has an eyewear structure.
41.  The facial expressions management method of claim 39, wherein the device worn
on the user’s head has a headphone structure.
42. A drowsiness detection method for detecting drowsiness of a user, the method
comprising:

monitoring eye opening of the user using a monitoring device;

generating an alert when drowsiness is detected based on the monitored eye
opening;

monitoring proper usage of the monitoring device; and

generating a warning when improper usage of the monitoring device is detected.
43.  The drowsiness detection method of claim 42, wherein the monitoring device
senses reflected light to monitor eye opening of the user.
44.  The drowsiness detection method of claim 42, wherein monitoring eye opening of
the user comprises:

transmitting a beam of light from a source to a sensor;

monitoring obstruction of the transmitted beam.
45.  The drowsiness detection method of claim 42, wherein the monitoring device
senses change in electric fields to monitor eye opening of the user.
46.  The drowsiness detection method of claim 45, wherein the change in electric
fields is sensed using electric field sensors.
47.  The drowsiness detection method of claim 45, wherein the change in electric
fields is sensed using capacitive sensors.
48.  The drowsiness detection method of claim 42, wherein proper usage of the

monitoring device is monitored using a proximity sensor or a touch sensor.
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Parameter Id Name of Parameter Value Assigned
(in one embodiment)
P&l SENSOR_READING_TIME_INT 25 ms
P#2 DELAY_TO_NEXT_ITERATION 10 ms
P#3 TIME_TO_HOLD_PCE_BEFORE_MOVEMENT 300 ms
P#4 MIN_PCE_DURATION_FOR_CLICK 75 ms
P#5 MAX_PCE_DURATION_FOR_CLICK 300 ms
P#6 MOTION_NOISE_TH 1deg/s
P#7 MOTION_TH_AT_P3 2deg/s
P#8 DROWSE_EYE_CLOSE_TIME_TH 1500 ms
P#9 PCE_FALLING_TOO_FAST_TH 15
P#10 PCE_RISING_AGAIN_TH 3
P#11 PCE_EXPRN_TH_CALC_PERCENT 25%
P#12 PCE_EXPRN_TH_CALC_DIFF 250
Fig. 19
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Fig. 25
Velocity Gain Output
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