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Abstract: A method and an apparatus for controlling video content displayed to a viewer are presented. The method includes receiving video stream of a video. Two or more areas of interest are identified in a segment of the video stream and a display priority for each area of interest is determined. The method includes facilitating display of concurrently occurring portions of the segment if the display priority for the each area of interest is equal and the areas of interest can be simultaneously presented in a single view on a display screen. The concurrently occurring portions are displayed in a split screen arrangement if the areas of interest cannot be simultaneously presented in the single view. The portions of the segment related to one or more areas of interest are displayed based on an order of the display priority if the display priority for the each area of interest is unequal.
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METHODS AND APPARATUSES FOR CONTROLLING VIDEO CONTENT
DISPLAYED TO A VIEWER

TECHNICAL FIELD

The present application generally relates to video display mechanisms, and more particularly to methods and apparatuses for controlling video content displayed to a viewer.

BACKGROUND

Nowadays, applications facilitating capturing and sharing of video content are gaining widespread popularity on account of ubiquity of mobile devices equipped with digital cameras and increasing capacity of data sharing networks. In an example scenario, users involved in a meeting may use a video conferencing application to stream live video of the on-going meeting to a user wishing to participate in the meeting from a remote location, thereby involving the remote user in the meeting as if she were physically present for the meeting. In another example scenario, a video recording application may record a video of an event for subsequent streaming to another viewer on his/her electronic device.

In many such live streaming or recorded streaming applications, an image-capture viewpoint of the capturing device, such as for example a camera, is controlled by detecting a person who is speaking, and then focusing the camera in that direction. Such a manner of controlling camera viewpoint often causes distracting effect for the remote viewer as the imagejumps awkwardly from person to person, which makes the conversation tiresome to follow. Moreover, the remote viewer is usually confined to look at the captured video through limited viewpoint defined by the electronic device used to consume the video, for example, a '16:9' aspect ratio screen of a mobile device.

It is desirable to provide a pleasant and comfortable viewing experience to a viewer of the video content. Further, it is advantageous to control the video display by framing the video footage in a manner that a default viewpoint composition is presented to the user. This way the viewer does not need to constantly adjust the viewpoint of the video stream in order to receive an optimal viewing experience.

The embodiments described below are not limited to implementations, which solve any or all of the disadvantages of known devices.
SUMMARY

[0006] The following presents a simplified summary of the disclosure in order to provide a basic understanding to the reader. This summary is not an extensive overview of the disclosure and it does not identify key/critical elements or delineate the scope of the specification. Its sole purpose is to present a selection of concepts disclosed herein in a simplified form as a prelude to the more detailed description that is presented later.

[0007] In an embodiment, a method for controlling video display is presented. The method includes receiving a video stream of a video. The video is captured using an image-capture field of view of at least 180 degrees. The video stream includes a series of image frames. The method further includes identifying two or more areas of interest in a segment including at least one image frame from among the series of image frames of the video stream. The two or more areas of interest are identified based at least in part on one or more active objects detected in the segment. A display priority for each area of interest from among the two or more areas of interest is determined based on predefined rules. Further, the method includes determining whether the display priority for the each area of interest is equal. In response to determining the display priority for the each area of interest to be equal, the method includes determining whether the two or more areas of interest are capable of being simultaneously presented in a single view on a display screen, and, performing one of: facilitating display of concurrently occurring portions of the segment related to the two or more areas of interest in the single view on the display screen if the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen; and facilitating display of the concurrently occurring portions of the segment related to the two or more areas of interest using a split screen arrangement on the display screen if the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen. Furthermore, in response to determining the display priority for the each area of interest to be unequal, the method facilitates displaying of portions of the segment related to one or more areas of interest from among the two or more areas of interest on the display screen based on an order of the display priority for the each area of interest. Further, the display on the display screen is transitioned based on a change detected in the display priority of at least one area of interest from among the two or more areas of interest. The transitioning of the display is performed using a predefined pace of display transition.
[0008] In an embodiment, an apparatus for controlling video display is presented. The apparatus includes at least one processor and at least one memory. The at least one memory includes computer program code. The at least one memory and the computer program code are configured to, with the at least one processor, cause the apparatus to at least receive a video stream of a video. The video is captured using an image-capture field of view of at least 180 degrees. The video stream includes a series of image frames. The apparatus is caused to identify two or more areas of interest in a segment including at least one image frame from among the series of image frames of the video stream. The two or more areas of interest are identified based at least in part on one or more active objects detected in the segment. A display priority for each area of interest from among the two or more areas of interest is determined based on predefined rules. Further, the apparatus is caused to determine whether the display priority for the each area of interest is equal. In response to determining the display priority for the each area of interest to be equal, the apparatus is caused to determine whether the two or more areas of interest are capable of being simultaneously presented in a single view on a display screen, and, perform one of: facilitating display of concurrently occurring portions of the segment related to the two or more areas of interest in the single view on the display screen if the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen; and facilitating display of the concurrently occurring portions of the segment related to the two or more areas of interest using a split screen arrangement on the display screen if the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen. Furthermore, in response to determining the display priority for the each area of interest to be unequal, the apparatus is caused to facilitate displaying of portions of the segment related to one or more areas of interest from among the two or more areas of interest on the display screen based on an order of the display priority for the each area of interest. Further, the display on the display screen is transitioned based on a change detected in the display priority of at least one area of interest from among the two or more areas of interest. The transitioning of the display is performed using a predefined pace of display transition.

[0009] In an embodiment, a computer program product for facilitating display based on a display priority is presented. The computer program product includes at least one computer-readable storage medium. The computer-readable storage medium includes a set of instructions, which, when executed by one or more processors, cause an apparatus to at
least receive a video stream of a video. The video is captured using an image-capture field of view of at least 180 degrees. The video stream includes a series of image frames. The apparatus is caused to identify two or more areas of interest in a segment including at least one image frame from among the series of image frames of the video stream. The two or more areas of interest are identified based at least in part on one or more active objects detected in the segment. A display priority for each area of interest from among the two or more areas of interest is determined based on predefined rules. Further, the apparatus determines whether the display priority for the each area of interest is equal. In response to determining the display priority for the each area of interest to be equal, the apparatus determines whether the two or more areas of interest are capable of being simultaneously presented in a single view on a display screen, and, perform one of: facilitating display of concurrently occurring portions of the segment related to the two or more areas of interest in the single view on the display screen if the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen; and facilitating display of the concurrently occurring portions of the segment related to the two or more areas of interest using a split screen arrangement on the display screen if the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen. Furthermore, in response to determining the display priority for the each area of interest to be unequal, the apparatus is caused to facilitate displaying of portions of the segment related to one or more areas of interest from among the two or more areas of interest on the display screen based on an order of the display priority for the each area of interest. Further, the display on the display screen is transitioned based on a change detected in the display priority of at least one area of interest from among the two or more areas of interest. The transitioning of the display is performed using a predefined pace of display transition.

[0010] Many of the attendant features will be more readily appreciated, as the same becomes better understood by reference to the following detailed description considered in connection with the accompanying drawings.

DESCRIPTION OF THE DRAWINGS

[0011] The present description will be better understood from the following detailed description read in light of the following accompanying drawings, wherein:

[0012] FIG. 1 is a block diagram showing an apparatus, in accordance with an example embodiment;
FIGS. 2A - 2G show an example representation of a scenario for illustrating a controlling of display for identified areas of interest in a segment of a video stream, in accordance with an example embodiment;

FIGS. 3A - 3D show an example representation of another scenario for illustrating a controlling of display for identified areas of interest in a segment of a video stream, in accordance with an example embodiment;

FIGS. 4A - 4B show an example representation of yet another scenario for illustrating a controlling of display for identified areas of interest in a segment of a video stream, in accordance with an example embodiment;

FIGS. 5A - 51 show an example representation of an example scenario for illustrating a controlling of display of a video stream, in accordance with an example embodiment;

FIGS. 6A - 6B show an example representation of an example scenario for illustrating a controlling of display of a video stream upon detecting a significant change in a scene, in accordance with an example embodiment;

FIG. 7 illustrates an example flow diagram of a method for framing a display of a video stream including a group of people, in accordance with an example embodiment;

FIGS. 8A - 8B illustrate an example flow diagram of a method for controlling video content displayed to a viewer, in accordance with an example embodiment; and

FIG. 9 illustrates an example of a mobile device capable of implementing example embodiments described herein.

Like reference numerals are used to designate like parts in the accompanying drawings.

DETAILED DESCRIPTION

The detailed description provided below in connection with the appended drawings is intended as a description of the present examples and is not intended to represent the only forms in which the present example may be constructed or utilized. However, the same or equivalent functions and sequences may be accomplished by different examples.
FIG. 1 is a block diagram showing an apparatus 100, in accordance with an example embodiment. In at least one example embodiment, the apparatus 100 includes a processor for example, a processor 102, and at least one memory for example, a memory 104. The memory 104 is capable of storing machine executable instructions. Further, the processor 102 is capable of executing the stored machine executable instructions. The processor 102 may be embodied in a number of different ways. In an embodiment, the processor 102 may be embodied as one or more of various processing devices, such as a coprocessor, a microprocessor, a controller, a digital signal processor (DSP), processing circuitry with or without an accompanying DSP, or various other processing devices including integrated circuits such as, for example, an application specific integrated circuit (ASIC), a field programmable gate array (FPGA), a microcontroller unit (MCU), a hardware accelerator, a special-purpose computer chip, or the like. In at least one example embodiment, the processor 102 utilizes computer program code to cause the apparatus 100 to perform one or more actions.

The memory 104 may be embodied as one or more volatile memory devices, one or more non-volatile memory devices or a combination of one or more volatile memory devices and non-volatile memory devices. For example, the memory 104 may be embodied as magnetic storage devices (such as hard disk drives, floppy disks, magnetic tapes, etc.), optical magnetic storage devices (e.g. magneto-optical disks), CD-ROM (compact disc read only memory), CD-R (compact disc recordable), CD-R/W (compact disc rewritable), DVD (Digital Versatile Disc), BD (Blu-ray® Disc), and semiconductor memories (such as mask ROM, PROM (programmable ROM), EPROM (erasable PROM), flash ROM, RAM (random access memory), etc.).

In an embodiment, the apparatus 100 includes an input/output (I/O) module 106 configured to enable the apparatus 100 to receive input and provide output. For example, the I/O module 106 may receive an input of a video stream corresponding to a video captured by one or more cameras and generate an output stream configured to customize display of the video stream on one or more remote electronic devices. To that effect, the I/O module 106 may be in operative communication with at least one camera, such as a camera 108. In an embodiment, the camera 108 may be associated with an image-capture field of view of at least 180 degrees in at least one of a horizontal direction and a vertical direction. For example, the camera 108 may be a '360 camera' associated with 360 x 360 spherical image-capture field of view. Alternatively, the camera 108 may be
associated with an image-capture field of view of 180 degrees or less than 180 degrees, in
which case, the I/O module 106 may be in operative communication with one or more
cameras, such as the camera 108, such that a combined image-capture field of view of the
one or more cameras is at least 180 degrees. The camera 108 may include hardware and/or
software necessary for capturing a series of image frames to generate a video stream. For
example, the camera 108 may include hardware, such as a lens and/or other optical
component(s) such as one or more image sensors. Examples of an image sensor may include,
but are not limited to, a complementary metal-oxide semiconductor (CMOS) image sensor,
a charge-coupled device (CCD) image sensor, a backside illumination sensor (BSI) and the
like. Alternatively, the camera 108 may include only the hardware for capturing video, while
a memory device of the apparatus 100 stores instructions for execution by the processor 102
in the form of software for generating a video stream from the captured video. In an example
embodiment, the camera 108 may further include a processing element such as a co-
processor that assists the processor 102 in processing image frame data and an encoder
and/or decoder for compressing and/or decompressing image frame data. The encoder
and/or decoder may encode and/or decode according to a standard format, for example, a
Joint Photographic Experts Group (JPEG) standard format.

[0026] In FIG. 1, the camera 108 is depicted to be in operative communication
with the apparatus 100, however in some embodiments, the camera 108 may be included
within the apparatus 100. In some example embodiments, the camera 108 may be included
within an electronic device housing the apparatus 100. Examples of the electronic device
may include, but are not limited to, a camera device, a mobile phone, a laptop computer, a
tablet computer, a media player, a video recorder, a video conferencing system, a wearable
device equipped with image/video capture capabilities, and the like. Alternatively, in some
embodiments, the camera 108 may be disposed external to the electronic device and may be
operatively coupled to the apparatus 100.

[0027] The I/O module 106 is further configured to be in operative
communication with one or more user interfaces (UIs) of remote electronic devices, such as
a display screen 110 of a remote electronic device 112. Examples of the remote electronic
device 112 may include, but are not limited to, a mobile phone, a laptop computer, a tablet
computer, a media player, a wearable device equipped with image/video display
capabilities, and the like. Examples of the display screen 110 may include, but are not
limited to, a light emitting diode display screen, a thin-film transistor (TFT) display screen,
a liquid crystal display screen, an active-matrix organic light-emitting diode (AMOLED) display screen and the like.

[0028] In at least one example embodiment, the various components of the apparatus 100, such as the processor 102, the memory 104 and the I/O module 106 may communicate with each other via a centralized circuit system 114. The centralized circuit system 114 may be various devices configured to, among other things, provide or enable communication between the components of the apparatus 100. In certain embodiments, the centralized circuit system 114 may be a central printed circuit board (PCB) such as a motherboard, a main board, a system board, or a logic board. The centralized circuit system 114 may also, or alternatively, include other printed circuit assemblies (PCAs) or communication channel media.

[0029] It is noted that the apparatus 100 may include fewer or more components than those depicted in FIG. 1. In an embodiment, one or more components of the apparatus 100 may be implemented as a set of software layers on top of existing hardware systems. In an exemplary scenario, the apparatus 100 may be any machine capable of executing a set of instructions (sequential and/or otherwise) so as to control a display of captured video to create a comfortable and natural viewing experience for a viewer.

[0030] In at least one example embodiment, the apparatus 100 is caused to receive a video stream of a video captured using an image-capture field of view of at least 180 degrees. More specifically, the I/O module 106 of the apparatus 100 may receive the video stream of the video from one or more cameras, such as the camera 108, that the I/O module 106 is operatively coupled with. In an embodiment, the video stream may be received from a single camera, such as a '360 camera', associated with an image-capture field of view of 360 degrees in the horizontal direction and the vertical direction. Alternatively, one or more cameras, such as for example cameras in a stereo camera setup, may capture a video of a scene from multiple viewpoints to generate a video stream associated with an image-capture field of view of at least 180 degrees. The term 'image capture field of view' as used herein refers to an angular extent of observable scene that can be viewed through the lens assembly of the camera. Accordingly, the video may be captured using multiple cameras such that the combined image-capture field of view is at least 180 degrees, or, the video may be captured using a single camera, such as the '360 camera' associated with an image-capture field of view of 360 degrees. In an embodiment, the camera 108 may be associated with one or more directional microphones, with each
directional microphone configured to capture sound (i.e. audio) emanating from at least one direction. In addition to capturing sound, the directional microphones may further aid in identifying source(s) of sound (for example, a person addressing a group of people and the like) in the video.

[0031] The processor 102 of the apparatus 100 may be configured to receive the video stream from the I/O module 106. In at least one example embodiment, the received video stream includes a series of image frames. The processor 102, in conjunction with the memory 104, may be configured to control a display of the received video stream such that a comfortable and a pleasant viewing experience is provided to a viewer. To that effect, the processor 102 may be configured to analyze segments of image frames within the series of image frames corresponding to the video stream and control display of individual portions within the segment such that an improved viewing experience is provided to the viewer. The term 'segment' as used herein refers to a collection of image frames. In some embodiments, where the series of image frames includes a large number of image frames, a segment may be chosen by the processor 102 to include multiple image frames (for example, a large number of image frames related to a particular scene), whereas in some embodiments, where the series of image frames includes a small number of image frames, a segment may be chosen by the processor 102 to include only few image frames (for example, image frames related to a particular action or a movement). It is noted that the processor 102 may choose segment sizes based on various criteria such as a quality of display to be afforded to a viewer, a number of scenes involved, and a type of video application such as a live streaming or a recording streaming and the like. Accordingly, in some embodiments, the segment may include all the image frames corresponding to the video stream, whereas in some embodiments, each segment may include only one image frame corresponding to the video stream.

[0032] In at least one example embodiment, the processor 102 is configured to detect one or more active objects in a segment. The term 'active object' as used herein refers to an entity associated with movement or sound. In an illustrative example, if two individuals are engaged in a conversation (i.e. associated with sound as captured by a directional microphone) then each individual may be identified as an active object by the processor 102. Similarly, if the segment includes a moving vehicle, then the vehicle may be identified as an active object (since the vehicle is associated with movement or action). In yet another illustrative example, if the segment captures a scene of an animal running away
from a predator, then both the animal and its predator may be detected as active objects by the processor 102. In an embodiment, the processor 102 may utilize any of face detection, gaze detection, sound detection, motion detection, thermal detection, whiteboard detection and background scene detection to detect the one or more active objects in the segment.

[0033] In at least one example embodiment, the processor 102 is configured to identify two or more areas of interest in the segment based at least in part on the one or more active objects in the segment. The term 'area of interest' as used herein may refer to a specific portion of the segment or the video stream that a viewer may be interested in viewing, or in other words, may be of interest to a viewer of the video stream. For example, if the segment includes three people involved in a discussion, then a viewer may be interested in viewing the person who is talking as opposed to a person who is presently not involved in the discussion. In at least some embodiments, the processor 102 is configured to identify the areas of interest based on detected active objects in the segment. However, in some embodiments, the processor 102 may be configured to identify areas of interest in addition to those identified based on the active objects in the scene. For example, the processor 102 may employ whiteboard detection to identify presence of a whiteboard in the scene. If a person (i.e. an active object) is writing on the whiteboard, then the viewer may be interested in viewing what is written on the whiteboard in addition to what the person is speaking while writing on the whiteboard. Accordingly, the processor 102 may identify an area of interest including both the whiteboard as well as the person writing on the whiteboard. In another illustrative example, if segment relates to individuals posing for the camera in a scenic environment, then the processor 102 utilizing background scene detection may identify the background area as a potential area of interest to a viewer in addition to the people posing for the camera.

[0034] In at least one example embodiment, the processor 102 is configured to determine a display priority for each identified area of interest based on predefined rules. In an example embodiment, the memory 104 may be configured to store a plurality of predefined rules for assigning the display priority to each area of interest based on an involvement of at least one of sound, motion (or action), object posture and change of scene in the each area of interest within the segment. For example, if multiple areas of interest are identified in a segment, then the area of interest associated with sound (for example, a sound of an individual speaking to the camera as detected by a directional microphone) may be assigned higher display priority as compared to an area of interest associated with an action
(for example, some person walking in the background). In another example scenario, an area of interest including active objects not facing the camera (i.e. posture not directed towards the camera) may be assigned lower display priority than an area of interest where the active objects are facing the camera. In an illustrative example, for a scene involving a number of people, the predefined rules may suggest assigning a highest priority to an area of interest including at least one individual speaking to a camera, followed by an area of interest including people engaged in a conversation, and then an area of interest associated with action. If the areas of interest in the scene are not associated with individuals either speaking to the camera or engaged in conversation or associated with action, then the predefined rules may suggest displaying a wider zoom of people and the overall scene to a viewer.

[0035] In at least one embodiment, the memory 104 is configured to store separate set of rules for scenarios involving display of the video stream to a viewer as a live stream or as a recorded video stream. For example, in cases where the video stream is to be displayed to the viewer as a live stream, which is generally the case when the video is captured in an indoor environment, rules may be configured to assign higher display priority to areas of interest associated with sound, so as to capture people talking to the camera or individuals engaged in a discussion in a meeting environment, and the like. Alternatively, in cases where the video stream is to be displayed to the viewer as a recorded stream, which is generally the case when the video is captured in an outdoor environment where the ambient sound is higher, rules may be configured to assign lower display priority to areas of interest associated with sound. Instead, areas of interest associated with movement or action may be assigned higher display priority in such cases. It is understood that examples provided herein are for illustrative purposes and indeed the memory 104 may store rules for various scenarios, such as scenarios involving, video stream to be displayed as a live stream or a recorded stream, whether the camera is static or moving and the like. Further, it is noted that, in some embodiments, the display priority may be assigned as a numerical value (for example, a value on a scale of 1 to 5, and the like) or as a rank (for example, 'first', 'second', 'third' and so on and so forth) based on the predefined rules. It is understood that an assignment of display priority may not be limited to the illustrative examples provided herein.

[0036] In at least one embodiment, upon assigning a display priority to the each area of interest, the processor 102 is configured to determine whether the display
priority for the each area of interest is equal. More specifically, the processor 102 may be configured to compare the display priority assigned to each area of interest within the segment and determine whether the display priorities are equal or not. In at least one example embodiment, if the processor 102 determines that the display priorities of the identified areas of interest are equal, then the processor 102 may be configured to determine if the identified areas of interest are capable of being simultaneously presented in a single view on a display screen of an electronic device associated with a viewer or not.

[0037] In an embodiment, the processor 102 is configured to compute distances from each area of interest to remaining areas of interest from among the two or more areas of interest. For example, if the processor 102 identifies two areas of interest, then a distance between active objects within the two areas of interest may be computed to determine if both areas of interest can be accommodated within a single view on the display screen. In an embodiment, the processor 102 may be configured to compare the computed distances with a predetermined distance measure. In an embodiment, the predetermined distance measure is computed based at least in part on an aspect ratio of the display screen configured to display the video stream. For example, the processor 102 may define the 'single view' of the display screen based on a '16:9' or '4:3' aspect ratio of the electronic device associated with a viewer. Based on the aspect ratio of the viewer's electronic device, the processor 102 may compute a maximum permissible distance between active objects and/or areas of interest as the predetermined distance measure for displaying the active objects and/or the areas of interest within a single view of the display screen. Accordingly, if the computed distances between the areas of interest are less than or equal to the predetermined distance measure, then the processor 102 may be configured to determine that the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen. However, the processor 102 may determine that the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen if the computed distances are greater than the predetermined distance measure.

[0038] In at least one example embodiment, the processor 102 may be configured to determine whether the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen based on a number of active objects associated with the two or more areas of interest. The determination of whether the two or more areas of interest are capable of being simultaneously presented in
the single view on the display screen based on a number of active objects is explained later in detail with reference to FIG. 7.

[0039] In at least one example embodiment, if it is determined that the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen, then the processor 102 may be configured to facilitate display of concurrently occurring portions of the segment related to the two or more areas of interest in the single view on the display screen. Alternatively, if it is determined that the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen, then the processor 102 may be configured to facilitate display of the concurrently occurring portions of the segment related to the two or more areas of interest using a split screen arrangement on the display screen. The term 'concurrent occurring portions' as used herein implies that scenes related to the areas of interests occurring at the same instances of time are either displayed in a single view or as a split screen arrangement on the display screen. An example representation of a scenario for illustrating a controlling of display for identified areas of interest in a segment of a video stream is explained with reference to FIGS. 2A to 2E.

[0040] FIG. 2A is a diagram illustrating an example representation of a segment 200 of a video stream, in accordance with an example embodiment. It is understood that the segment 200 is depicted herein to be an image frame from among a series of image frames corresponding to a video stream for illustration purposes only. The segment 200 corresponds to a scene of a social event captured at a particular time instant. The scene may be captured by one or more cameras configuring an image-capture field of view of at least 180 degrees as explained with reference to FIG. 1. The processor 102 of the apparatus 100 of FIG. 1 may use face detection, gaze detection, posture detection, sound detection and the like, to detect active objects in the segment 200. Further, the processor 102 may be configured to identify areas of interest based on the detected active objects. In an example scenario, the processor 102 may identify two areas of interest, such as an area of interest 202 and an area of interest 204, in the segment 200. As can be seen in FIG. 2A, each of the areas of interest 202 and 204 include active objects. The processor 102 may further be configured to assign display priority to each area of interest. In an example scenario, the processor 102 may be configured to assign equal display priority to the areas of interest 202 and 204. Upon determining that display priority for the two areas of interest are equal, the processor 102 may be configured to determine if the two areas of interest are capable of
being simultaneously presented in a single view on a display screen of an electronic device of a viewer of the video stream. If the processor 102 determines that the two areas of interest are capable of being simultaneously presented in a single view on the display screen, then the processor 102 is configured to facilitate display, or in other words provide a displayable video stream, to the electronic device of the viewer such that the two areas of interest are displayed in a single view as depicted in FIG. 2B. More specifically, FIG. 2B is a diagram illustrating an example representation of a display screen 206 of an electronic device 208 of a viewer displaying the two areas of interest, i.e. the areas 202 and 204, in a single view of the display screen 206.

[0041] If the processor 102 determines that the areas of interest are not capable of being simultaneously presented in a single view on the display screen, then the processor 102 is configured to facilitate display, or in other words provide a displayable video stream, to an electronic device of the viewer such that the two areas of interest are displayed as a split screen arrangement as depicted in FIG. 2C. More specifically, FIG. 2C is a diagram illustrating an example representation of a display screen 210 of an electronic device 212 of the viewer showing a split screen arrangement for displaying two areas of interest, i.e. the areas 202 and 204 to the viewer. It is understood that if the processor 102 identified three or more areas of interest, then the available display space on the display screen 210 may be divided in three or more parts to display concurrently occurring portions of the video stream related to the three or more areas of interest.

[0042] Referring now to FIG. 1, if the processor 102 determines that the display priority for the each area of interest is unequal, then the processor 102 may further be configured to facilitate display of portions of the segment related to one or more areas of interest on the display screen based on an order of the display priority for the each area of interest. For example, consider the segment 200 of FIG. 2A including an individual speaking to the camera. Such a scene is depicted in FIG. 2D. In such a scenario, the processor 102 identifies three areas of interest 220, 240 and 260 as depicted in FIG. 2D. The processor 102 may further be configured to determine display priorities for the three areas of interest 220, 240 and 260. In an example scenario, a highest display priority may be assigned to the area of interest 220. In an embodiment, upon assigning the display priorities to the areas of interest 220, 240 and 260 and determining the display priorities to be unequal, the processor 102 is configured to facilitate display, i.e. provide a displayable video stream, of the area of interest with the highest priority, i.e. the area 220 on a display screen as depicted in FIG.
2E. It is noted that in some example embodiments, more than one area of interest may be associated with equally high display priorities and the remaining areas of interest may be associated with lower display priorities. In such a case, the processor 102 may display the areas of interest with the high display priorities to a viewer in a single view or one after another. For example, concurrently occurring portions of the areas of interest with the high display priorities may be displayed to the viewer in a single view, or, a display of one area of interest with relatively higher display priority may be followed by another area of interest with relatively lower display priority.

[0043] In an embodiment, the processor 102 is configured to display the area of interest with the highest display priority (or one or more areas of interest with high display priority) till a change in the display priority is detected. For example, the processor 102 may detect that the person has stopped speaking to the camera (as exemplarily depicted in FIG. 2F). Upon detecting that the person has stopped speaking to the camera, the processor 102 may determine the display priorities of the areas of interest again. In an illustrative example, the processor 102 may once again identify the areas of interest 240 and 260. Moreover, the processor 102 may determine that the area of interest 240 now has equal display priority as that of area of interest 260. More specifically, the processor 102 may determine that the area of interest 220 with previously high display priority is now associated with a lower display priority as the person has stopped speaking to the camera. Upon determining the display priority of the areas of interest 240 and 260 to be equal, the processor 102 may be configured to display the areas of interest 240 and 260 as a split screen arrangement as depicted in FIG. 2G.

[0044] As explained with reference to FIGS. 2E, 2F and 2G, the display screen 270 of an electronic device 280 may be controlled to display identified areas of interests based on an order of display priority to a viewer, such that one or more areas of interest with high display priorities are always displayed to a viewer. Upon detecting a change in the display priority (for example, upon detecting that an area of interest with currently high display priority is now associated with a lower display priority), the display on the display screen 270 is transitioned to another area of interest with the higher display priority. It is noted that though the illustrative examples explained herein suggest transitioning of the display from an area of interest associated with a lower display priority to an area of interest associated with a higher display priority upon detecting a change in the display priority, in some example embodiments, the display may be transitioned from an area of interest
associated with a higher display priority to an area of interest associated with a lower display priority.

[0045] In at least one example embodiment, a transition from the area of interest with the lower display priority to the area of interest with the higher display priority may be configured in such a manner that the image frame being displayed does not jump awkwardly from one scene to another and instead affords a viewer of the display screen, a gradual display experience from the one area of interest to the another area of interest. In an embodiment, the transitioning of the display may be controlled as per a predefined pace of display transition. In at least one embodiment, the processor 102 may be configured to introduce one or more intermittent field frames in-between the image frames corresponding to the two areas of interest such that the transition of the display on the display screen 270 is smooth and provides a comfortable and pleasant viewing experience to the viewer. In an embodiment, the processor 102 may utilize additional information captured in the video being associated with an image-capture field of view of 180 degrees to introduce appropriate intermittent field frames so that a gradual camera panning or tilting effect is provided to the viewer for enabling a smooth transition from one area of interest to another. In an embodiment, the predefined pace of display transition is configured to be adjusted to a rate of motion activity or sound activity associated with the one or more active objects within the two or more areas of interest. For example, consider a segment including areas of interest where the rate of motion activity or sound activity is high, such as for example when there is a debate between two individuals or if two cars are speeding. In such a case, the predefined pace of display transition may be adjusted such that fewer number of field frames may be introduced in-between the image frames corresponding to the areas of interest, or in other words a time-gap between the two image frames showing areas of interest may be shortened.

Thereby, twin objectives of smoothening the display transition as well as maintaining a momentum of captured activity is achieved. Another example representation for illustrating a controlling of display for identified areas of interest in a segment of a video stream is explained with reference to FIGS. 3A to 3D.

[0046] FIG. 3A is a diagram illustrating an example representation of a segment 300 of a video stream, in accordance with an example embodiment. The segment 300 includes a series of image frames corresponding to an outdoor scene of a boxing match captured by one or more cameras configuring an image-capture field of view of at least 180 degrees.
In an example scenario, the segment 300 may be a part of video stream to be recorded for subsequent transmission and display to a remote viewer. As explained with reference to FIG. 1, the memory 104 may be configured to store a separate set of rules for each of live streaming and recorded streaming scenarios. Further, in some embodiments, areas of interest associated with action or motion may be assigned a higher display priority than areas of interest associated with sound/posture in an outdoor environment. Accordingly, the processor 102 may first use face detection, gaze detection, sound detection, posture detection and the like, to detect active objects in the segment 300. Thereafter, the processor 102 may be configured to identify areas of interest based on the detected active objects and determine display priorities associated with the identified areas of interest. In an embodiment, the processor 102 may identify the area of interest 302 and assign high display priority to the area of interest 302. The processor 102 may further be configured to display the portion of the segment related to the area of interest 302 on a display screen 310 of an electronic device 320 of a remote viewer as depicted in FIG. 3B.

In an illustrative example, the segment 300 may further include a portion, where an individual in the audience vocally cheers a boxer participating in the boxing match as exemplarily depicted in FIG. 3A. Such vocal cheering by the individual in the audience may be captured by, for example, a directional microphone associated with a camera capturing the segment 300. Upon detection of a new sound in the segment, the processor 102 may be configured to determine if there is a change in display priority. In an illustrative example, a change in scene (also referred to herein as an 'interruption') may be associated with higher display priority as per the predefined rules stored in the memory 104. Accordingly, the processor 102 may determine a change in display priority on account of new sound detection and may initiate identification of areas of interest again. In an embodiment, the processor 102 may determine two areas of interest 302 and 304. The processor 102 may further determine display priorities for the two areas of interest and check if the display priorities are equal or not. Upon determining that the display priorities for the two areas of interest are unequal, the processor 102 may be configured to facilitate display, i.e. provide a displayable video stream, of the area of interest with the higher display priority, i.e. the area 304 on the display screen 310 of the electronic device 320 as depicted in FIG. 3C. To that effect, the processor 102 may transition the display from a viewpoint displayed on the display screen 310 as depicted in FIG. 3B to a viewpoint displayed on the display screen 310 of the electronic device 320 as depicted in FIG. 3C.
Further, upon detecting that the individual has stopped cheering the boxer, the processor 102 may be configured to revert the display to the portion of the segment related to the area 302 as depicted in FIG. 3D, to provide a continued viewing experience of the boxing match to the viewer. It is noted the viewing experience of the viewer may be continued from the image frame depicted in FIG. 3B before the interruption by the image frame as depicted in FIG. 3C so that the viewer does not miss on any portion of the action. Moreover, the processor 102 may be configured to control a transitioning of the display from one area of interest to another as per the predefined pace of display transition so that a smooth viewing experience is provided to the viewer. Another example representation for illustrating controlling of video display provided to a viewer is explained with reference to FIGS. 4A and 4B.

FIG. 4A is a diagram illustrating an example representation of segment 400 of a video stream, in accordance with an example embodiment. The segment 400 includes a series of image frames corresponding to a meeting scene captured by a ‘360 camera’ 402 associated with an image-capture field of view of 360 degrees. The ‘360 camera’ 402 is hereinafter referred to as the camera 402. The meeting scene in the segment 400 is depicted to show an individual writing on a whiteboard and two more individuals viewing the text being written on the whiteboard. One of the individuals may comment while the other individual is writing on the whiteboard. The processor 102 receiving the segment 400 as a part of the video stream may detect active objects as well as comprehend the flow of the conservation and identify areas of interest to be the ones involving the individual writing on the whiteboard as well as the individual commenting in relation to what is being written on the whiteboard. In such a scenario, since the two activities are closely related, the processor 102 may be configured to assign equal display priority to the two areas of interest. Further, the processor 102 may check if the two areas of interest are capable of being simultaneously presented in a single view on the display screen. To that effect, the processor 102 may compute a distance between the active objects and/or areas of interest and compare the computed distance to a predetermined distance measure to determine if the two areas of interest are capable of being simultaneously presented in a single view on a display screen of a viewer’s device, as explained with reference to FIG. 1. Upon determining that the two areas of interest cannot be simultaneously presented in a single view on the display screen, the processor 102 may facilitate display of concurrently occurring portions of the two areas of interest within the segment as a split screen.
arrangement on a display screen 404 of an electronic device 406 as depicted in FIG. 4B. Thus, the video displayed to the user is controlled to show a person writing and the other person speaking at the same time.

[0051] As explained with reference to above, the processor 102 of the apparatus 100 is configured to control display of areas of interest within a segment of the video stream. It is understood that the processor 102 may perform such a controlling of the display of the areas of interest for the plurality of segments within the video stream so as to provide a comfortable and pleasant viewing experience to a viewer. An example representation for illustrating controlling of video display across a plurality of segments of a video stream is explained with reference to FIGS. 5A to 5I.

[0052] FIG. 5A is a diagram illustrating an example representation of a segment 500 of a video stream, in accordance with an example embodiment. The segment 500 depicts three people engaged in a conversation, referred to herein as a participant 502, a participant 504 and a participant 506, who are engaged in a conversation in a restaurant. The segment 500 is a part of a plurality of segments of a video stream captured using a ‘360 camera’ 508 (referred to hereinafter as the camera 508). The camera 508 is configured to capture the on-going conversation and to generate the video stream including the various segments, such as the segment 500. For each segment, the processor 102 may be configured to detect active objects, or in this case, who are the current set of participants in the conversation, and identify areas of interest in the segment 500. Further, the processor 102 is configured to control display of the identified areas of interest as explained with reference to FIGS. 2A - 4B. The processor 102 is configured to perform this sequence of operations for each segment so as to provide an improved viewing experience to the viewer.

[0053] Accordingly, as the conversation between the participants 502, 504 and 506 progresses, the camera 508 is configured to capture the corresponding video and provide the video stream to the processor 102. The processor 102 is configured to perform the above-mentioned sequence of operations on each segment of the video stream so as to provide appropriate video display to the viewer. FIG. 5B depicts one such segment 510, where the participants 502 and 504 are engaged in a conversation. In such a situation, the processor 102 may identify the participants 502 and 504 as active objects and identify areas of interest to include the participants 502 and 504. Upon determining that the participants 502 and 504 are capable of being simultaneously presented within a single view of the display screen of a viewer’s electronic device, the processor 102 is configured to facilitate display of the video
of the two participants engaged in the conversation on a display screen 520 of a viewer's electronic device 530 as depicted in FIG. 5C. The processor 102 may be configured to display the video of the two participants engaged in the conversation on a display screen 520 of the viewer's electronic device 530 till the conversation continues between the two participants. As the conversation progresses, in an example scenario, the participant 506 may communicate with the participant 502 as depicted exemplarily in FIG. 5D. In such a situation, the processor 102 may identify the participants 502 and 506 as active objects and identify areas of interest to include the participants 502 and 506. Upon determining that the participants 502 and 504 are not capable of being simultaneously presented within a single view of the display screen of a viewer's electronic device, the processor 102 is configured to facilitate display of the video of the two participants engaged in the conversation in a split screen arrangement on the display screen 520 of the viewer's electronic device 530 as depicted in FIG. 5E. Thus, the processor 102 using face and sound detection creates a composition that preserves the natural flow of conversation. More specifically, upon detecting people engaged in a conversation, the processor 102 first tries to frame a view such that both participants are included in the view area. If the location of participants is such that they cannot be included in same frame, then the processor 102 automatically changes to the split screen arrangement. As the conversation continues, the viewpoint moves, again accommodating to include both participants while changing between framing and split screens as needed. Further, the processor 102 is configured to facilitate a smooth transition by fading out and fading in to different view angles, instead of jumping back and forth between image frames displaying the participants. For example, consider a scenario where the participants 502 and 504 are initially involved in a conversation and the conversation switches to a dialogue between the participants 504 and 506. In such a scenario, upon detecting a change in the display priority, the processor 102 may be configured to include intermittent field frames between the displays showing the two participants involved in the conversation such that a display gradually pans from showing the participants 502 and 504 on the display screen 520 to a display showing the participants 504 and 506 as exemplarily depicted in FIGS. 5F, 5G, 5H and 5I. More specifically, the processor 102 introduces intermittent field frames corresponding to the displays depicted in FIGS. 5G and 5H in-between showing areas of interest as depicted in FIGS. 5F and 5I so as to provide a pleasant and comfortable viewing experience to the viewer.

[0054] Further as explained with reference to FIG. 2, the processor 102 is configured to detect the pace of conversation and use more peaceful transitions for calm,
slow discussion and use more aggressive, quick transitions when the discussion is very active and lively.

[0055] In some embodiments, the processor 102 is further configured to use motion detection, heat detection and other such mechanisms to detect significant changes to an on-going scene. For example, if a waitress 602 comes by during the discussion between the participants 502 and 504 as depicted in FIG. 6A, then the processor 102 is configured to detect arrival of a new person and further identify the waitress as an active object as the waitress speaks. The processor 102 is further configured to control the video display to provide a close-up of the waitress's face on the display screen 520 of the viewer's electronic device 530 as depicted in FIG. 6B, to preserve the natural flow of the conversation. Thus, upon detecting a change in the display priority with an entry of a new person in the scene, the display is transitioned from a portion of the segment showing the participants engaged in a conversation (now assigned lower display priority) to a portion of the segment with showing the waitress (which is assigned higher display priority as interruptions to a scene are associated with higher display priority) to preserve the natural flow of the conversation.

[0056] In some embodiments, the processor 102 is configured to deem one or more people recognized throughout the video as important people and the prioritize display of the areas of interest including such people and provide them with more screen time. Moreover, the processor 102 is configured to track the faces of the identified important people until they leave the scene, with the split screen feature accommodating them until they are not visible anymore.

[0057] As explained with reference to FIG. 1, the processor 102 is configured to determine a display priority for each area of interest and further determine if the two or more areas of interest are capable of being simultaneously presented on the display screen. The processor 102 may compute distance between active objects and/or areas of interest to determine if the two or more areas of interest are capable of being simultaneously presented on the display screen or not. However, in some embodiments, the processor 102 is configured to determine whether the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen based on a number of active objects associated with the two or more areas of interest. For example, if the segment includes a group of people, then based on the number of people involved in the group, the processor 102 may determine how to control to display of the video stream. A flow diagram for framing a group of people is depicted in FIG. 7.
FIG. 7 illustrates an example flow diagram of a method 700 for framing a display of a video stream including a group of people in accordance with an example embodiment. Operations of the method 700 may be performed by, among other examples, the apparatus 100 of FIG. 1.

At 702, the method 700 includes determining if the group of people in a segment can be accommodated within a predefined screen space associated with a display screen of a viewer device. In an embodiment, the determination of whether the group of the people in the segment can be accommodated within the predefined screen space associated with the display screen may be performed by identifying areas of interest, computing distances among the areas of interest and comparing the distances to a predetermined distance measure as explained with reference to FIG. 1. If it is determined that the group of people can be accommodated within a predefined screen space, then 704 is performed. If it is determined that the group of people cannot be accommodated within a predefined screen space, then 706 is performed.

At 704, the method 700 includes generating a single frame composition for displaying the group of people on the display screen of the viewer device. At 706, the method 700 includes determining if the group of people includes at least four people. If the group of people includes four or less number of people then 708 is performed. If the group of people include more than four people than 710 is performed.

At 708, the method 700 includes generating a display using a split screen arrangement (for example, two or more split screen portions) on the display screen of the viewer device. The display using the split screen arrangement may be generated as explained with reference to FIG. 2G.

At 710, the method 700 includes generating a display using a single frame composition slowly panning over the group of people.

Some example embodiments of methods of controlling video content displayed to a viewer are described herein with references to FIG. 8A - 8B. Any of the disclosed methods can be implemented using software including computer-executable instructions stored on one or more computer-readable media (e.g., non-transitory computer-readable media, such as one or more optical media discs, volatile memory components (e.g., DRAM or SRAM), or nonvolatile memory or storage components (e.g., hard drives or solid-state nonvolatile memory components, such as Flash memory components) and executed on a computer (e.g., any suitable computer or image processor embedded in a device, such as
a laptop computer, entertainment console, net book, web book, tablet computing device, smart phone, or other mobile computing device). Such software can be executed, for example, on a single local computer or in a network environment (e.g., via the Internet, a wide-area network, a local-area network, a remote web-based server, a client-server network (such as a cloud computing network), or other such network) using one or more network computers. Additionally, any of the intermediate or final data created and used during implementation of the disclosed methods or systems can also be stored on one or more computer-readable media (e.g., non-transitory computer-readable media) and are considered to be within the scope of the disclosed technology. Furthermore, any of the software-based embodiments can be uploaded, downloaded, or remotely accessed through a suitable communication means. Such suitable communication means include, for example, the Internet, the World Wide Web, an intranet, software applications, cable (including fiber optic cable), magnetic communications, electromagnetic communications (including RF, microwave, and infrared communications), electronic communications, or other such communication means.

[0064] FIGS. 8A - 8B illustrates an example flow diagram of a method 800 for controlling video content displayed to a viewer, in accordance with an example embodiment. Operations of the method 800 may be performed by, among other examples, the apparatus 100 of FIG. 1.

[0065] At 802, the method 800 includes receiving a video stream of a video. The video captured using an image-capture field of view of at least 180 degrees. The video stream of the video may be received from one or more cameras, such as for example cameras in a stereo camera setup, which may capture a video of a scene from multiple viewpoints to generate a video stream associated with an image-capture field of view of at least 180 degrees. Alternatively, in an embodiment, the video stream may be received from a single camera, such as a '360 camera', associated with an image-capture field of view of 360 degrees in the horizontal direction and the vertical direction. Accordingly, the video may be captured using multiple cameras such that the combined image-capture field of view is at least 180 degrees, or, the video may be captured using a single camera, such as the '360 camera' associated with an image-capture field of view of 360 degrees. In at least one embodiment, the video stream includes a series of image frames.

[0066] At 804, the method 800 includes selecting a segment including at least one image frame from among the series of image frames of the video stream. In some
embodiments, where the series of image frames includes a large number of image frames, a
segment may be chosen to include multiple image frames (for example, a large number of
image frames related to a particular scene), whereas in some embodiments, where the series
of image frames includes a small number of image frames, a segment may be chosen to
include only few image frames (for example, image frames related to a particular action or
a movement). Moreover, in some embodiments, the segment may include all the image
frames corresponding to the video stream, whereas in some embodiments, each segment
may include only one image frame corresponding to the video stream.

[0067] At 806, the method 800 includes detecting one or more active objects
in the segment. As explained with reference to FIG. 1, the term ‘active object’ as used herein
refers to an entity associated with movement or sound. In an embodiment, the one or more
active objects may be detected using any of face detection, gaze detection, sound detection,
motion detection, thermal detection, whiteboard detection and background scene detection.

[0068] At 808, the method 800 includes identifying two or more areas of
interest in the segment based at least in part on the one or more active objects detected in
the segment. At 810, the method 800 includes determining a display priority for each area
of interest based on predefined rules. At 812, the method 800 includes determining whether
the display priority for the each area of interest is equal or not. The identification of areas
of interest, determination of display priorities for the areas of interest based on predefined
rules and determining whether the display priorities for the areas of interest are equal or not
may be performed as explained with reference to FIGS. 1 to 6B and are not explained herein.

[0069] If the display priority for the each area of interest is determined to be
equal then 814 is performed. If the display priority for the each area of interest is determined
to be unequal then 816 is performed.

[0070] At 814, the method 800 includes determining whether the two or more
areas of interest are capable of being simultaneously presented in a single view on a display
screen.

[0071] If it is determined at 814 that the two or more areas of interest are
capable of being simultaneously presented in the single view on the display screen then 818
is performed. If it is determined at 814 that the two or more areas of interest are not capable
of being simultaneously presented in the single view on a display screen then 820 is
performed. The determining of whether the two or more areas of interest are capable of
being simultaneously presented or not may be performed as explained with reference to FIGS. 1 to 7 and is not explained again herein.

[0072] At 818, the method 800 includes facilitating display of concurrently occurring portions of the segment related to the two or more areas of interest in the single view on the display screen. Thereafter 822 is performed.

[0073] At 820, the method 800 includes facilitating display of the concurrently occurring portions of the segment related to the two or more areas of interest using a split screen arrangement on the display screen. Thereafter 822 is performed.

[0074] At 816, the method 800 includes facilitating display of portions of the segment related to one or more areas of interest on the display screen based on an order of the display priority for the each area of interest. For example, the processor 102 may display the areas of interest with high display priorities to a viewer in a single view or one after another. For example, concurrently occurring portions of the areas of interest with high display priorities may be displayed to the viewer in a single view or display of one area of high interest may be followed by another area of interest with relatively lower area of interest. Thereafter 822 is performed.

[0075] At 822, the method 800 determines whether a change in display priority is detected or not. If a change in the display priority is detected, then the method 800 repeats steps from 812 to 822 till no change in the display priority is detected at 822. As explained with reference to FIGS. 1 to 7, the display screen may be controlled to display identified areas of interests based on an order of display priority to a viewer, such that one or more areas of interest with high priorities are always displayed to a viewer. Upon detecting a change in the display priority at 822 (for example, upon detecting an area of interest with currently high display priority is now associated with a lower display priority), the display on the display screen is transitioned at 832 to another area of interest, e.g. to one with higher display priority.

[0076] In at least one example embodiment, a transition from the area of interest with the lower display priority to the area of interest with the higher display priority may be configured in such a manner that the image frame being displayed does not jump awkwardly from one scene to another and instead affords a viewer of the display screen, a gradual display experience from the one area of interest to the another area of interest. In an embodiment, the transitioning of the display may be controlled as per a predefined pace of display transition as explained with reference to FIGS. 2A to 2G.
If no change in the display priority is detected, then the method 800 determines whether the display of the segment is completed or not at 824. If it is determined that the display of the segment is not completed, then at 826, an on-going display on the display screen is continued till the display of the segment is completed. If it is determined that the display of the segment is completed then at 828, the method 800 includes checking if all segments of the video stream are displayed. If yes, the method 800 is terminated. If all segments of the video stream are not displayed, then a subsequent segment in the video stream is selected at 830 and operations 806 - 828 are repeated till all segments of the video stream are displayed.

Referring now to FIG. 9, a schematic block diagram of a mobile device 900 is shown that is capable of implementing embodiments of techniques for controlling display of video content to a viewer as described herein. It should be understood that the mobile device 900 as illustrated and hereinafter described is merely illustrative of one type of device and should not be taken to limit the scope of the embodiments. As such, it should be appreciated that at least some of the components described below in connection with the mobile device 900 may be optional and thus in an example embodiment may include more, less or different components than those described in connection with the example embodiment of FIG. 9. As such, among other examples, the mobile device 900 could be any of device from among mobile electronic devices, such as for example, personal digital assistants (PDAs), mobile televisions, gaming devices, cellular phones, tablet computers, laptops, mobile computers, cameras, mobile digital assistants, or any combination of the aforementioned, and other types of communication or multimedia devices.

The illustrated mobile device 900 includes a controller or a processor 902 (e.g., a signal processor, microprocessor, ASIC, or other control and processing logic circuitry) for performing tasks such as signal coding, data processing, image processing, input/output processing, power control, and/or other functions. An operating system 904 controls the allocation and usage of the components of the mobile device 900 and support for one or more applications programs (see, applications 906), configured to support capturing of series of image frames and controlling their display, that implements one or more of the innovative features described herein. In addition to video capture application; the application programs may include common mobile computing applications (e.g., telephony applications, email applications, calendars, contact managers, web browsers, messaging applications) or any other computing application.
[0080] The illustrated mobile device 900 includes one or more memory components, for example, a non-removable memory 908 and/or removable memory 910. The non-removable memory 908 can include RAM, ROM, flash memory, a hard disk, or other well-known memory storage technologies. The removable memory 910 can include flash memory, smart cards, or a Subscriber Identity Module (SIM). The one or more memory components can be used for storing data and/or code for running the operating system 904 and the applications 906. Examples of data can include web pages, text, images, sound files, image data, video data, or other data sets to be sent to and/or received from one or more network servers or other devices via one or more wired or wireless networks. The mobile device 900 may further include a user identity module (UIM) 912. The UIM 912 may be a memory device having a processor built in. The UIM 912 may include, for example, a SIM, a universal integrated circuit card (UICC), a universal subscriber identity module (USIM), a removable user identity module (R-UIM), or any other smart card. The UIM 912 typically stores information elements related to a mobile subscriber. The UIM 912 in form of the SIM card is well known in Global System for Mobile Communications (GSM) communication systems, Code Division Multiple Access (CDMA) systems, or with third-generation (3G) wireless communication protocols such as Universal Mobile Telecommunications System (UMTS), CDMA9000, wideband CDMA (WCDMA) and time division-synchronous CDMA (TD-SCDMA), or with fourth-generation (4G) wireless communication protocols such as LTE (Long-Term Evolution).

[0081] The mobile device 900 can support one or more input devices 920 and one or more output devices 930. Examples of the input devices 920 may include, but are not limited to, a touch screen 922 (e.g., capable of capturing finger tap inputs, finger gesture inputs, multi-finger tap inputs, multi-finger gesture inputs, or keystroke inputs from a virtual keyboard or keypad), a microphone 924 (e.g., capable of capturing voice input), a camera module 926 (e.g., capable of capturing still picture images and/or video image frames) and a physical keyboard 928. Examples of the output devices 930 may include, but are not limited to a speaker 932 and a display 934. Other possible output devices (not shown) can include piezoelectric or other haptic output devices. Some devices can serve more than one input/output function. For example, the touch screen 922 and the display 934 can be combined into a single input/output device.

[0082] In an embodiment, the camera module 926 may include a digital camera capable of forming a video stream from a captured video. In some implementations,
the camera module 926 may include two or more cameras, for example, a front camera and a rear camera positioned on two sides of the mobile device 900 (e.g., in a mobile device). As such, the camera module 926 includes all hardware, such as a lens or other optical component(s), and software for creating a video stream from a captured video. Alternatively, the camera module 926 may include the hardware needed to view the video, while a memory device of the mobile device 900 stores instructions for execution by the processor 902 in the form of software to create a video stream from a captured video. In an example embodiment, the camera module 926 may further include a processing element such as a co-processor, which assists the processor 902 in processing image frame data and an encoder and/or decoder for compressing and/or decompressing image data. In an embodiment, the camera module 926 may provide live image data (viewfinder image data) to the display 934.

[0083] A wireless modem 940 can be coupled to one or more antennas (not shown in FIG. 9) and can support two-way communications between the processor 902 and external devices, as is well understood in the art. The wireless modem 940 is shown generically and can include, for example, a cellular modem 942 for communicating at long range with the mobile communication network, a Wi-Fi-compatible modem 944 for communicating at short range with an external Bluetooth-equipped device or a local wireless data network or router, and/or a Bluetooth-compatible modem 946. The wireless modem 940 is typically configured for communication with one or more cellular networks, such as a GSM network for data and voice communications within a single cellular network, between cellular networks, or between the mobile device and a public switched telephone network (PSTN).

[0084] The mobile device 900 can further include one or more input/output ports 950, a power supply 952, one or more sensors 954 for example, an accelerometer, a gyroscope, a compass, or an infrared proximity sensor for detecting the orientation or motion of the mobile device 900, a transceiver 956 (for wirelessly transmitting analog or digital signals) and/or a physical connector 960, which can be a USB port, IEEE 1394 (FireWire) port, and/or RS-232 port. The illustrated components are not required or all-inclusive, as any of the components shown can be deleted and other components can be added.

[0085] With the image frame processing applications and/or other software or hardware components, the mobile device 900 can implement the technologies described
herein. For example, the processor 902 can facilitate capture of series of image frames of a scene through the camera module 926 and perform post-processing of the captured series of image frames.

[0086] Although the mobile device 900 is illustrated in FIG. 9 in form of a smartphone, but more particularly, the techniques and solutions described herein can be implemented with connected devices having other screen capabilities and device form factors, such as a tablet computer, a virtual reality device connected to a mobile or desktop computer, an image sensor attached to a gaming console or television, and the like.

[0087] An embodiment of a method comprises

receiving a video stream of a video, the video captured using an image-capture field of view of at least 180 degrees, the video stream comprising a series of image frames;

identifying two or more areas of interest in a segment comprising at least one image frame from among the series of image frames of the video stream, the two or more areas of interest identified based at least in part on one or more active objects detected in the segment;

determining a display priority for each area of interest from among the two or more areas of interest based on predefined rules;

determining whether the display priority for the each area of interest is equal;

in response to determining the display priority for the each area of interest to be equal, determining whether the two or more areas of interest are capable of being simultaneously presented in a single view on a display screen, and, performing one of:

facilitating display of concurrently occurring portions of the segment related to the two or more areas of interest in the single view on the display screen if the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen; and

facilitating display of the concurrently occurring portions of the segment related to the two or more areas of interest using a split screen arrangement on the display screen if the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen; and

in response to determining the display priority for the each area of interest to be unequal, performing:
facilitating display of portions of the segment related to one or more areas of interest from among the two or more areas of interest on the display screen based on an order of the display priority for the each area of interest,

wherein the display on the display screen is transitioned based on a change detected in the display priority of at least one area of interest from among the two or more areas of interest, the display transitioned using a predefined pace of display transition.

[0088] In one embodiment of the method the display is transitioned from an area of interest associated with a lower display priority to an area of interest associated with a higher display priority.

[0089] In one embodiment of the method, alternatively or in addition, the display is transitioned from an area of interest associated with a higher display priority to an area of interest associated with a lower display priority.

[0090] In one embodiment of the method, alternatively or in addition, the video is captured using a camera associated with the image-capture field of view of 360 degrees in at least one of a horizontal direction and a vertical direction.

[0091] In one embodiment of the method, alternatively or in addition, an active object from among the one or more active objects corresponds to an entity associated with at least one of motion and sound.

[0092] In one embodiment of the method, alternatively or in addition, the two or more areas of interest in the segment are identified based on detecting the one or more active objects using at least one of face detection, sound detection, motion detection, thermal detection, gaze detection, posture detection, background scene detection and whiteboard detection.

[0093] In one embodiment of the method, alternatively or in addition, the predefined rules comprise a plurality of rules for assigning the display priority to the each area of interest based on an involvement of at least one of sound, motion, object posture and a change of scene in the each area of interest within the segment.

[0094] In one embodiment of the method, alternatively or in addition, the plurality of rules for assigning the display priority comprise one or more rules for assigning the display priority to the each area of interest based on whether the video stream is to be displayed on the display screen as a streaming video stream or a recorded video stream.
In one embodiment, alternatively or in addition, the method further comprises

computing distances from the each area of interest to remaining areas of interest from among the two or more areas of interest;

comparing the computed distances with a predetermined distance measure; and
determining one of:

the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen if the computed distances are less than or equal to the predetermined distance measure; and

the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen if the computed distances are greater than the predetermined distance measure.

In one embodiment of the method, alternatively or in addition, the predetermined distance measure is computed based at least in part on an aspect ratio of the display screen configured to display the video stream.

In one embodiment of the method, alternatively or in addition, determining whether the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen is performed based on a number of active objects associated with the two or more areas of interest.

In one embodiment of the method, alternatively or in addition, the predefined pace of display transition is configured to afford to a viewer of the display screen, a gradual display experience from the one area of interest to the another area of interest, and wherein the predefined pace of display transition is configured to be adjusted to a rate of motion activity or sound activity associated with the one or more active objects within the two or more areas of interest.

An embodiment of an apparatus comprises

at least one processor; and

at least one memory comprising computer program code, the at least one memory and the computer program code configured to, with the at least one processor, cause the apparatus to at least perform:

receive a video stream of a video, the video captured using an image-capture field of view of at least 180 degrees, the video stream comprising a series of image frames;
identify two or more areas of interest in a segment comprising at least one image frame from among the series of image frames of the video stream, the two or more areas of interest identified based at least in part on one or more active objects detected in the segment;

determine a display priority for each area of interest from among the two or more areas of interest based on predefined rules;

determine whether the display priority for the each area of interest is equal;

in response to determining the display priority for the each area of interest to be equal, determine whether the two or more areas of interest are capable of being simultaneously presented in a single view on a display screen, and, perform one of:

facilitate display of concurrently occurring portions of the segment related to the two or more areas of interest in the single view on the display screen if the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen; and

facilitate display of the concurrently occurring portions of the segment related to the two or more areas of interest using a split screen arrangement on the display screen if the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen; and

in response to determining the display priority for the each area of interest to be unequal, perform:

facilitate display of portions of the segment related to one or more areas of interest from among the two or more areas of interest on the display screen based on an order of the display priority for the each area of interest,

wherein the display on the display screen is transitioned based on a change detected in the display priority of at least one area of interest from among the two or more areas of interest, the display transitioned using a predefined pace of display transition.

In one embodiment of the apparatus, the apparatus further comprises a camera configured to capture the video, the camera associated with the image-capture field of view of 360 degrees in at least one of a horizontal direction and a vertical direction.

In one embodiment of the apparatus, alternatively or in addition, the apparatus is further caused, at least in part to perform one of:
transition the display from an area of interest associated with a lower display priority to an area of interest associated with a higher display priority; and

transition the display from an area of interest associated with a higher display priority to an area of interest associated with a lower display priority.

[00102] In one embodiment of the apparatus, alternatively or in addition, the apparatus is further caused, at least in part to:

compute distances from the each area of interest to remaining areas of interest from among the two or more areas of interest;

compare the computed distances with a predetermined distance measure, the predetermined distance measure computed based at least in part on an aspect ratio of the display screen configured to display the video stream; and
determine one of:

the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen if the computed distances are less than or equal to the predetermined distance measure; and

the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen if the computed distances are greater than the predetermined distance measure.

[00103] In one embodiment of the apparatus, alternatively or in addition, the predefined pace of display transition is configured to afford to a viewer of the display screen, a gradual display experience from the one area of interest to the another area of interest, and, wherein the predefined pace of display transition is configured to be adjusted to a rate of motion activity or sound activity associated with the one or more active objects within the two or more areas of interest.

[00104] An embodiment of a computer program product comprises at least one computer-readable storage medium, the computer-readable storage medium comprising a set of instructions, which, when executed by one or more processors, cause an apparatus to at least perform:

receive a video stream of a video, the video captured using an image-capture field of view of at least 180 degrees, the video stream comprising a series of image frames;

identify two or more areas of interest in a segment comprising at least one image frame from among the series of image frames of the video stream, the two or more areas of
interest identified based at least in part on one or more active objects detected in the
segment;

determine a display priority for each area of interest from among the two or more
areas of interest based on predefined rules;

determine whether the display priority for the each area of interest is equal;
in response to determining the display priority for the each area of interest to be
equal, determine whether the two or more areas of interest are capable of being
simultaneously presented in a single view on a display screen, and, perform one of:

facilitate display of concurrently occurring portions of the segment related to
the two or more areas of interest in the single view on the display screen if the two
or more areas of interest are capable of being simultaneously presented in the single
view on the display screen; and

facilitate display of the concurrently occurring portions of the segment related
to the two or more areas of interest using a split screen arrangement on the display
screen if the two or more areas of interest are not capable of being simultaneously
presented in the single view on the display screen; and

in response to determining the display priority for the each area of interest to be
unequal, perform:

facilitate display of portions of the segment related to one or more areas of
interest from among the two or more areas of interest on the display screen based on
an order of the display priority for the each area of interest,

wherein the display on the display screen is transitioned based on a change detected
in the display priority of at least one area of interest from among the two or more areas
of interest, the display transitioned using a predefined pace of display transition.

In one embodiment of the computer program product the predefined
rules comprise a plurality of rules for assigning the display priority to the each area of
interest based on an involvement of at least one of sound, motion, object posture and
a change of scene in the each area of interest within the segment.

In one embodiment of the computer program product, alternatively or
in addition, the apparatus is further caused, at least in part to:

compute distances from the each area of interest to remaining areas of interest from
among the two or more areas of interest;
compare the computed distances with a predetermined distance measure, the predetermined distance measure computed based at least in part on an aspect ratio of the display screen configured to display the video stream; and determine one of:

- the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen if the computed distances are less than or equal to the predetermined distance measure; and
- the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen if the computed distances are greater than the predetermined distance measure.

Various example embodiments offer, among other benefits, techniques for controlling video content displayed to viewer. The various embodiments disclosed herein provide a pleasant and comfortable viewing experience to a viewer of the video content. Further, the techniques suggested herein enable control of the video display by framing the video footage in a manner that a default viewpoint composition (for example, a single view, a split screen or single view in order of priority as needed) is presented to the user. This way the viewer does not need to constantly adjust the viewpoint of the video stream in order to receive an optimal viewing experience. Further, the techniques disclosed herein facilitate smooth transition, fading out and fading in to different view angles, instead of jumping back and forth between image frames which was distracting for the viewer. Furthermore, the transitioning of display from one image frame to another may be adjusted based on rate of activity (for example, sound activity or motion activity) so as to provide an improved viewing experience to a viewer. In some embodiments, such as for cases involving recorded video streams, the viewer may also be enabled to manipulate the view (as the video is captured using an image-capture field of view of at least 180 degrees) so as to explore additional portions of the video stream than those displayed on the display screen.

It is noted that various example embodiments as described herein may be implemented in a wide variety of devices, network configurations and applications for example, in camera devices, in mobile devices or as part of software imaging applications used in any electronic devices.

Computer executable instructions may be provided using any computer-readable media that is accessible by computing based device.
readable media may include, for example, computer storage media such as memory and communications media. Computer storage media, such as memory, includes volatile and non-volatile, removable and non-removable media implemented in any method or technology for storage of information such as computer readable instructions, data structures, program modules or other data. Computer storage media includes, but is not limited to, RAM, ROM, EPROM, EEPROM, flash memory or other memory technology, CD-ROM, digital versatile disks (DVD) or other optical storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any other non-transmission medium that can be used to store information for access by a computing device. In contrast, communication media may embody computer readable instructions, data structures, program modules, or other data in a modulated data signal, such as a carrier wave, or other transport mechanism. As defined herein, computer storage media does not include communication media. Therefore, a computer storage medium should not be interpreted to be a propagating signal per se. Propagated signals may be present in a computer storage media, but propagated signals per se are not examples of computer storage media. Although the computer storage media is shown within the computing-based device it will be appreciated that the storage may be distributed or located remotely and accessed via a network or other communication link, for example by using communication interface.

[00110] The methods described herein may be performed by software in machine readable form on a tangible storage medium e.g. in the form of a computer program comprising computer program code means adapted to perform all the steps of any of the methods described herein when the program is run on a computer and where the computer program may be embodied on a computer readable medium. Examples of tangible storage media include computer storage devices comprising computer-readable media such as disks, thumb drives, memory etc. and do not include propagated signals. Propagated signals may be present in a tangible storage media, but propagated signals per se are not examples of tangible storage media. The software can be suitable for execution on a parallel processor or a serial processor such that the method steps may be carried out in any suitable order, or simultaneously.

[00111] Alternatively, or in addition, the functionality described herein (such as the image processing instructions) can be performed, at least in part, by one or more
hardware logic components. For example, and without limitation, illustrative types of hardware logic components that can be used include Field-programmable Gate Arrays (FPGAs), Program-specific Integrated Circuits (ASICs), Program-specific Standard Products (ASSPs), System-on-a-chip systems (SOCs), Complex Programmable Logic Devices (CPLDs), Graphics Processing Units (GPUs). For example, some or all of the device functionality or method sequences may be performed by one or more hardware logic components.

[0012] It will be understood that the benefits and advantages described above may relate to one embodiment or may relate to several embodiments. The embodiments are not limited to those that solve any or all of the stated problems or those that have any or all of the stated benefits and advantages.

[0013] The steps of the methods described herein may be carried out in any suitable order, or simultaneously where appropriate. Additionally, individual blocks may be added or deleted from any of the methods without departing from the spirit and scope of the subject matter described herein. Aspects of any of the examples described above may be combined with aspects of any of the other examples described to form further examples without losing the effect sought.

[0014] It will be understood that the above description is given by way of example only and that various modifications may be made by those skilled in the art. The above specification, examples and data provide a complete description of the structure and use of exemplary embodiments. Although various embodiments have been described above with a certain degree of particularity, or with reference to one or more individual embodiments, those skilled in the art could make numerous alterations to the disclosed embodiments without departing from the spirit or scope of this specification.
CLAIMS

1. A method, comprising:
   receiving a video stream of a video, the video captured using an image-capture field of view of at least 180 degrees, the video stream comprising a series of image frames;
   identifying two or more areas of interest in a segment comprising at least one image frame from among the series of image frames of the video stream, the two or more areas of interest identified based at least in part on one or more active objects detected in the segment;
   determining a display priority for each area of interest from among the two or more areas of interest based on predefined rules;
   determining whether the display priority for the each area of interest is equal;
   in response to determining the display priority for the each area of interest to be equal, determining whether the two or more areas of interest are capable of being simultaneously presented in a single view on a display screen, and, performing one of:
      facilitating display of concurrently occurring portions of the segment related to the two or more areas of interest in the single view on the display screen if the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen; and
      facilitating display of the concurrently occurring portions of the segment related to the two or more areas of interest using a split screen arrangement on the display screen if the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen; and
   in response to determining the display priority for the each area of interest to be unequal, performing:
      facilitating display of portions of the segment related to one or more areas of interest from among the two or more areas of interest on the display screen based on an order of the display priority for the each area of interest,
      wherein the display on the display screen is transitioned based on a change detected in the display priority of at least one area of interest from among the two or more areas of interest, the display transitioned using a predefined pace of display transition.
2. The method of claim 1, wherein the display is transitioned from an area of interest associated with a lower display priority to an area of interest associated with a higher display priority.

3. The method of claim 1 or 2, wherein the video is captured using a camera associated with the image-capture field of view of 360 degrees in at least one of a horizontal direction and a vertical direction.

4. The method of any of claims 1 - 3, wherein the predefined rules comprise a plurality of rules for assigning the display priority to the each area of interest based on an involvement of at least one of sound, motion, object posture and a change of scene in the each area of interest within the segment.

5. The method of claim 4, wherein the plurality of rules for assigning the display priority comprise one or more rules for assigning the display priority to the each area of interest based on whether the video stream is to be displayed on the display screen as a streaming video stream or a recorded video stream.

6. The method of any of claims 1 - 5, further comprising:
   computing distances from the each area of interest to remaining areas of interest from among the two or more areas of interest;
   comparing the computed distances with a predetermined distance measure; and
   determining one of:
   the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen if the computed distances are less than or equal to the predetermined distance measure; and
   the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen if the computed distances are greater than the predetermined distance measure.

7. The method of claim 6, wherein the predetermined distance measure is computed based at least in part on an aspect ratio of the display screen configured to display the video stream.
8. The method of any of claims 1 - 7, wherein determining whether the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen is performed based on a number of active objects associated with the two or more areas of interest.

9. The method of any of claims 1 - 8, wherein the predefined pace of display transition is configured to afford to a viewer of the display screen, a gradual display experience from the one area of interest to the another area of interest, and wherein the predefined pace of display transition is configured to be adjusted to a rate of motion activity or sound activity associated with the one or more active objects within the two or more areas of interest.

10. An apparatus comprising:

at least one processor; and

at least one memory comprising computer program code, the at least one memory and the computer program code configured to, with the at least one processor, cause the apparatus to at least perform:

receive a video stream of a video, the video captured using an image-capture field of view of at least 180 degrees, the video stream comprising a series of image frames;

identify two or more areas of interest in a segment comprising at least one image frame from among the series of image frames of the video stream, the two or more areas of interest identified based at least in part on one or more active objects detected in the segment;

determine a display priority for each area of interest from among the two or more areas of interest based on predefined rules;

determine whether the display priority for the each area of interest is equal;

in response to determining the display priority for the each area of interest to be equal, determine whether the two or more areas of interest are capable of being simultaneously presented in a single view on a display screen, and, perform one of:

facilitate display of concurrently occurring portions of the segment related to the two or more areas of interest in the single view on the display screen if the two or more areas of interest are capable of being simultaneously presented in the single view on the display screen; and
facilitate display of the concurrently occurring portions of the segment related
to the two or more areas of interest using a split screen arrangement on the display
screen if the two or more areas of interest are not capable of being simultaneously
presented in the single view on the display screen; and
in response to determining the display priority for the each area of interest to be
unequal, perform:

facilitate display of portions of the segment related to one or more areas of
interest from among the two or more areas of interest on the display screen based on
an order of the display priority for the each area of interest,
wherein the display on the display screen is transitioned based on a change detected
in the display priority of at least one area of interest from among the two or more areas of
interest, the display transitioned using a predefined pace of display transition.

11. The apparatus of claim 10, further comprising:
a camera configured to capture the video, the camera associated with the image-capture field of view of 360 degrees in at least one of a horizontal direction and a vertical direction.

12. The apparatus of claim 10 or 11, wherein the apparatus is further caused, at
least in part to perform one of:
transition the display from an area of interest associated with a lower display priority
to an area of interest associated with a higher display priority; and
transition the display from an area of interest associated with a higher display priority
to an area of interest associated with a lower display priority.

13. The apparatus of any of claims 10 - 12, wherein the apparatus is further caused,
at least in part to:
compute distances from the each area of interest to remaining areas of interest from
among the two or more areas of interest;
compare the computed distances with a predetermined distance measure, the
predetermined distance measure computed based at least in part on an aspect ratio of the
display screen configured to display the video stream; and
determine one of:
the two or more areas of interest are capable of being simultaneously
presented in the single view on the display screen if the computed distances are less
than or equal to the predetermined distance measure; and

the two or more areas of interest are not capable of being simultaneously
presented in the single view on the display screen if the computed distances are
greater than the predetermined distance measure.

14. The apparatus of any of claims 10 - 13, wherein the predefined pace of display
transition is configured to afford to a viewer of the display screen, a gradual display
experience from the one area of interest to the another area of interest, and, wherein the
predefined pace of display transition is configured to be adjusted to a rate of motion activity
or sound activity associated with the one or more active objects within the two or more areas
of interest.

15. A computer program product comprising at least one computer-readable
storage medium, the computer-readable storage medium comprising a set of instructions,
which, when executed by one or more processors, cause an apparatus to at least perform:

receive a video stream of a video, the video captured using an image-capture field
of view of at least 180 degrees, the video stream comprising a series of image frames;

identify two or more areas of interest in a segment comprising at least one image
frame from among the series of image frames of the video stream, the two or more areas of
interest identified based at least in part on one or more active objects detected in the
segment;

 determine a display priority for each area of interest from among the two or more
areas of interest based on predefined rules;

determine whether the display priority for the each area of interest is equal;

in response to determining the display priority for the each area of interest to be
equal, determine whether the two or more areas of interest are capable of being
simultaneously presented in a single view on a display screen, and, perform one of:

facilitate display of concurrently occurring portions of the segment related to
the two or more areas of interest in the single view on the display screen if the two
or more areas of interest are capable of being simultaneously presented in the single
view on the display screen; and
facilitate display of the concurrently occurring portions of the segment related to the two or more areas of interest using a split screen arrangement on the display screen if the two or more areas of interest are not capable of being simultaneously presented in the single view on the display screen; and in response to determining the display priority for the each area of interest to be unequal, perform:

facilitate display of portions of the segment related to one or more areas of interest from among the two or more areas of interest on the display screen based on an order of the display priority for the each area of interest, wherein the display on the display screen is transitioned based on a change detected in the display priority of at least one area of interest from among the two or more areas of interest, the display transitioned using a predefined pace of display transition.
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START

CAN A GROUP OF PEOPLE IN A SEGMENT BE ACCOMMODATED WITHIN A PREDEFINED SCREEN SPACE ASSOCIATED WITH A DISPLAY SCREEN OF A VIEWER DEVICE?

YES

GENERATE A SINGLE FRAME COMPOSITION FOR DISPLAYING THE GROUP OF PEOPLE ON THE DISPLAY SCREEN OF THE VIEWER DEVICE

NO

DOES THE GROUP OF PEOPLE INCLUDE AT LEAST FOUR PEOPLE?

YES

GENERATE A DISPLAY USING A SINGLE FRAME COMPOSITION SLOWLY PANNING OVER THE GROUP OF PEOPLE

NO

GENERATE A DISPLAY USING A SPLIT SCREEN ARRANGEMENT ON THE DISPLAY SCREEN OF THE VIEWER DEVICE

END

FIG. 7
START

RECEIVE A VIDEO STREAM OF A VIDEO, THE VIDEO CAPTURED USING AN IMAGE-CAPTURE FIELD OF VIEW OF AT LEAST 180 DEGREES, THE VIDEO STREAM COMPRISING A SERIES OF IMAGE FRAMES

SELECT A SEGMENT COMPRISING AT LEAST ONE IMAGE FRAME FROM AMONG THE SERIES OF IMAGE FRAMES OF THE VIDEO STREAM

DETECT ONE OR MORE ACTIVE OBJECTS IN THE SEGMENT

IDENTIFY TWO OR MORE AREAS OF INTEREST IN THE SEGMENT BASED AT LEAST IN PART ON THE ONE OR MORE ACTIVE OBJECTS DETECTED IN THE SEGMENT

DETERMINE A DISPLAY PRIORITY FOR EACH AREA OF INTEREST BASED ON PREDEFINED RULES

IS THE DISPLAY PRIORITY FOR THE EACH AREA OF INTEREST EQUAL?

YES

ARE THE TWO OR MORE AREAS OF INTEREST CAPABLE OF BEING SIMULTANEOUSLY PRESENTED IN A SINGLE VIEW ON A DISPLAY SCREEN?

YES

NO

FIG. 8A
FACILITATE DISPLAY OF PORTIONS OF THE SEGMENT RELATED TO ONE OR MORE AREAS OF INTEREST ON THE DISPLAY SCREEN BASED ON AN ORDER OF THE DISPLAY PRIORITY

FACILITATE DISPLAY OF CONCURRENTLY OCCURRING PORTIONS OF THE SEGMENT RELATED TO THE TWO OR MORE AREAS OF INTEREST IN THE SINGLE VIEW ON THE DISPLAY SCREEN

FACILITATE DISPLAY OF CONCURRENTLY OCCURRING PORTIONS OF THE SEGMENT RELATED TO THE TWO OR MORE AREAS OF INTEREST USING A SPLIT SCREEN ARRANGEMENT ON THE DISPLAY SCREEN

IS A CHANGE IN THE DISPLAY PRIORITY DETECTED?

CONTINUE ONGOING DISPLAY ON THE DISPLAY SCREEN TILL THE DISPLAY OF THE SEGMENT IS COMPLETED

IS THE DISPLAY OF THE SEGMENT COMPLETED?

CHECK IF ALL SEGMENTS OF THE VIDEO STREAM ARE DISPLAYED?

SELECT A SUBSEQUENT SEGMENT IN THE VIDEO STREAM

TRANSITION DISPLAY SCREEN TO ANOTHER AREA OF INTEREST

END
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