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section using said spatial position data and said surtace position data, * calculating depiction data representing a depiction of said
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A DEPICTION SYSTEM

TECHNICAL FIELD

The invention relates to a depiction system for generating a real time
depiction of movements of a surgical tool during a minimally invasive surgery
to thereby visually and in real time provide a surgeon with information about

the position of the surgical tool.

BACKGROUND ART

Minimally invasive surgery has been used increasingly in recent years due to
the benefits compared to conventional open surgery as it reduces the trauma
to the patient tissue, leaves smaller scars, minimizes post-surgical pain and

enables a faster recovery of the patient.

For example, in laparoscopic surgery which is a typical form of minimally
invasive surgery the surgeon accesses a body cavity, such as the abdominal
or pelvic cavity, through a series of small incisions. A laparoscope is inserted
through an incision, and conventionally connected to a monitor, thereby
enabling the surgeon to see the inside of the abdominal or pelvic cavity. In
order to perform the surgical procedure, surgical instruments are inserted
through other incisions. In addition, the body cavity around the surgical site is
inflated with a fluid, preferably gas e.g. carbon dioxide in order to create an
‘air’ space within the cavity to make space for the surgeon to view the

surgical site and move the laparoscopic instruments.

Invasive surgery procedures are generally performed through openings in a
patient's skin — often relatively small openings - and the surgical site is
visualized for the surgeon by inserting a camera, such as an endoscope into

the body cavity and displaying the images on a screen.

In order to improve the vision for surgeon, in particular to make it easier for

the surgeon to determine the sizes of various organs, tissues, and other
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structures in a surgical site, several in-situ surgical metrology methods have
been provided in the prior art. Different types of optical systems have been
applied to provide an improved vision of the surgical site, which is

approaching a 3D vision.

US 2013/0296712 describes an apparatus for determining endoscopic
dimensional measurements, including a light source for projecting light
patterns on a surgical sight including shapes with actual dimensional
measurements and fiducials, and means for analyzing the projecting light
patterns on the surgical site by comparing the actual dimensional

measurements of the projected light patterns to the surgical site.

WO 2013/163391 describes at system for generating an image, which the
surgeon can use for measuring the size of or distance between structures in
the surgical field by using an invisible light for marking a pattern to the
surgical field. The system comprises a first camera; a second camera; a light
source producing light at a frequency invisible to human eye; a dispersion unit
projecting a predetermined pattern of light from the invisible light source; an
instrument projecting the predetermined pattern of invisible light onto a
target area; a band pass filter directing visible light to the first camera and
the predetermined pattern of invisible light to the second camera; wherein
the second camera images the target area and predetermined pattern of

invisible light, and computes a three-dimensional image.

US2008071140 discloses an endoscopic surgical navigation system comprises
a tracking subsystem to capture data representing positions and orientations
of a flexible endoscope during an endoscopic procedure, to allow co-
registration of live endoscopic video with intra-operative and/or pre-operative
scan images. Positions and orientations of the endoscope are detected using
one or more sensors and/or other signal-producing elements disposed on the

endoscope.
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US2010268067 disclose methods, systems, devices, and computer-readable
media for image guided surgery for allowing a physician to use multiple
instruments for a surgery and simultaneously provide image-guidance data for

those instruments.

US2011069159 discloses a system for orientation assistance and display of an
instrument that is inserted or present in the natural or artificially produced
hollow cavity (human, animal, object), and that is equipped with one or more
sensor units. Multiple measurements of the 3D position of the instrument
equipped with one or more sensor units are performed by positioning a
measuring system, so that a precise orientation and positioning of the
instrument in the body can be computed. The 3D position data are used to
compute a virtual image of the instrument synchronously. The virtual images
are then either projected directly in exact position onto the body surface of a
person or combined in a body surface image (real video camera image of the

patient) onto a monitor or superimposed (virtual or augmented reality).

It has also been suggested to generate augmented reality vision of surgery
cavities for providing an improved view of internal structures of patient organs
of to determine minimally distance to a cavity surface or organ of a patient.
Such systems are described in the articles "Augmented reality in laparoscopic
surgical oncology” by Stéphane Nicolau et al. Surgical Oncology 20 (2011)
189-201 and “An effective visualization technique for depth perception in
augmented reality-based surgical navigation” by Choi Hyunseok et al. The
international journal of medical robotics and computer assisted surgery, 2015
May 5. doi: 10.1002/rcs.1657.

US2014163359 discloses a surgical tracking system for assisting an operator
to perform a laparoscopic surgery of a human body. Thed surgical tracking
system comprising: a) at least one endoscope adapted to acquire real-time
images of a surgical environment within said human body; b) a maneuvering
subsystem adapted to control the spatial position of said endoscope during

said laparoscopic surgery; and, ¢) a tracking subsystem in communication
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with said maneuvering subsystem, adapted to control the maneuvering
system so as to direct and modify the spatial position of said endoscope to a
region of interest. The system generates real life correlated images of

movement of a surgical tool.

DISCLOSURE OF INVENTION

The object of the present invention is to provide an alternative system for
providing good visibility of at least a part of a body cavity during minimally
invasive surgery in particular with respect to providing good visual information
to the surgeon about the position of a surgical instrument relative to the

surgical site.

This and other objects have been solved by the invention or embodiments

thereof as defined in the claims and as described herein below.

It has been found that the invention or embodiments thereof have a number
of additional advantages, which will be clear to the skilled person from the

following description.

The depiction system of the invention has shown to be capable of providing a
surprisingly good visibility to a user, such as a surgeon or a person training
for performing a surgery. In an embodiment the system of the present
invention aims to provide a depiction comprising a projection of the position
of a surgical tool rather than imaging the surgical tool. Thereby the user can
be provided with a large amount of information in one single depiction.
Whereas one single depiction can provide the use with large amount of
information, the invention also comprises a system generating two or more

depictions or images as further described below.

The depiction system of the invention is suitable for generating a real time

correlated depiction of movements of a surgical tool.

The system comprising
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¢ a computer system configured for being in data communication with a
display unit,

¢ 3D surface data generation means for providing the computer system
with three-dimensional (3D) data representing at least one surface
section in 3D space of a minimally invasive surgery cavity, wherein the
surface section comprises a target area, and

¢ position data generation means for obtaining real time spatial position
data of at least a part of the surgical tool and for transmitting the

obtained spatial position data to the computer system.

At least one of the 3D surface data generation means and the position data
generation means comprises surface position data generation means for

providing surface position data of at least the target area.
The computer system is programmed for

¢ determining a 3D surface contour of at least a part of the target area
of the surface section of the minimally invasive surgery cavity using the
3D data,

¢ determining real time spatially position(s) of the surgical tool relative to
at least a part of the target area of the at least one surface section
using the spatial position data and the surface position data,

¢ calculating depiction data representing a depiction of the real time
relative spatial position(s) of the surgical tool onto at least a portion of
the surface contour of the surface section of the minimally invasive

surgery cavity, and for

transmitting the depiction data to the display unit for real time correlated

depiction of movements of the surgical tool.

The computer system may comprise one single computer or a plurality of

computers in data connection, wireless, by wire and/or via the internet.
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The minimally invasive surgery cavity may be a patient or an artificial cavity.
In general, an artificial cavity is useful in a training procedure. In other
procedures as well as in supervised procedures of relatively unexperienced
surgeons the minimally invasive surgery cavity is advantageously a minimally

invasive surgery cavity of a patient such as a human or an animal.

The minimally invasive surgery cavity may in principle be any kind of body
cavities including naturally occurring cavities as well as cavities formed by
expansion of a non-luminal part of a body (pseudo cavity). Examples of
suitable minimally invasive surgery cavities includes an abdominal cavity (the
area between the diaphragm and the brim of the pelvis), a chest cavity,
abdominopelvic cavity (contains both the abdominal and pelvic cavities),
cranial cavity (contains the brain), diaphragm (muscle that separates the
thoracic and abdominopelvic cavities), mediastinum (central area within the
thoracic cavity), pelvic cavity (contains the reproductive organs and urinary
bladder), pericardial cavity (contains the heart), pleural cavity (contains the
lungs), thoracic cavity (enclosed by the ribs, sternum, and vertebral column),

vertebral cavity (contains the spinal cord), etc.

Usually the minimally invasive surgery procedure includes that the surgeon
provides access to the surgery site by an incision and apply a cannula
(sometimes also called a sleeve) to provide an access port through the
incision. The cannula functions as a portal for the subsequent placement of a
surgical instrument comprising a surgical tool. The term ‘surgical tool’ is
herein used to designate the distal part of a surgical instrument adapted to be
inserted into the minimally invasive surgery cavity. A surgical instrument
usually has a distal end and a proximal end and comprises a handle portion at
its proximal end, a surgical tool at its distal end and a body portion
connecting the handle portion to the surgical tool. The surgical tool may for
example be graspers, scissors, staplers, etc. In an embodiment the body

portion of the surgical instrument is considered as a part of the surgical tool.
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For examples sensors mounted to the surgical tool portion may be mounted

to the body portion of the surgical instrument.

The cannula usually comprises one or more seals to seal against gas slip-out
and to accommodate an instrument. After the cannula has been inserted, the
minimally invasive surgery cavity is usually enlarged by blowing a gas into the
cavity thereby providing a cavity sufficiently large for performing the

minimally invasive surgery procedure.

Often the surface of the minimally invasive surgery cavity is much curved. The
term ‘target area’ of the surface of the minimally invasive surgery cavity is
herein used to designate the area which the surgeon has focus on, and the
target area may advantageously comprise a surgery site and/or a surface
area which potentially could be in risk of damage during the surgery
procedure. The depiction data representing said depiction of said real tile
spatial positions of the surgical tool onto at least a portion of the surface
contour of the surface section of the minimally invasive surgery, where the
portion of the surface contour need not comprise the surface contour of the
target area constantly during a minimally invasive surgery procedure. It is
sufficient that the contour of the target area forms part of the portion of the

surface contour when the surgical tool is approaching the target area.

The phrase “real time” is herein used to mean the time it requires the
computer to receive and process constantly changing data optionally in
combination with other data, such as predetermined data, reference data,
estimated data which may be non-real time data such as constant data or
data changing with a frequency of above 1 minute to thereby provide a
depiction of corresponding actual changes as they occur or within up to 5
seconds, preferably within 1 second, more preferably within 0.1 second of

occurrence.

The terms distal and proximal should be interpreted in relation to the

orientation of the surgical tool i.e. the distal end of the surgical tool is the part
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of the surgical tool farthest from the incision through which the surgical

instrument comprising the surgical tool is inserted.

The phrase “distal to” means “arranged at a position in distal direction to the
surgical tool, where the direction is determined as a straight line between a
proximal end of the surgical tool to the distal end of the surgical tool. The
phrase “distally arranged” means arranged distal to the distal end of the

surgical tool.

The term “substantially” should herein be taken to mean that ordinary

product variances and tolerances are comprised.

The term “about” is generally used to ensure that what is within
measurement uncertainties are include. The term “about” when used in
ranges, should herein be taken to mean that what is within measurement

uncertainties are included in the range.

It should be emphasized that the term “comprises/comprising” when used
herein is to be interpreted as an open term, i.e. it should be taken to specify
the presence of specifically stated feature(s), such as element(s), unit(s),
integer(s), step(s) component(s) and combination(s) thereof, but does not

preclude the presence or addition of one or more other stated features.

Throughout the description or claims, the singular encompasses the plural
unless otherwise specified or required by the context.

The portion, i.e. the area extension of the surface contour which is comprised
in the depiction data calculation may in principle have any size larger than
zero. In order to provide a depiction containing desirably large amount of
information for the user, the portion of the surface contour advantageously
has a size which is sufficiently large to reflect the surface contour of the
portion. In an embodiment the portion of the surface contour has a size of at
least about 5 mm?2, such as at least about 10 mm2, such as at least about 1

cm2, such as at least about 5 cm2, such as at least about 10 cm2, such as at
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least about 25 cm2 determined as the maximal size of a projection of the
surface contour onto a plan-i.e. the plan is selected as the plan providing the
largest projected surface. . In an embodiment the portion of the surface
contour has a size as least as large as the target area and/or as least as large

as the surgical site.

Advantageously the portion of the surface contour which is comprised in the
depiction data calculation has a size which is dynamically changing in
dependence of the real time position data, Thereby the depiction may reveal

any movements of the surgical tool.

In an embodiment the portion of the surface contour is increasing with
increasing distance between the spatial position the part of the surgical tool

and the surface section.

In an embodiment the 3D surface data generation means and/or the position
data generation means is/are part of the depiction system and
advantageously the 3D surface data generation means and/or the position
data generation means is/are controlled by the computer system. The
computer system is preferably programmed to control the operation of the 3D

surface data generation means and/or the position data generation means.

The 3D surface data generation means may be any means capable of
providing the computer system with the 3D surface data, such as data from a
database, data supplied to the computer system by a user, e.g. in form of
pre-measured data e.g. by scanning e.g. CT scanning e.g. MR or real-time

measured data.

In an embodiment the 3D surface data generation means comprises a 3D
database system. The 3D database system comprises at least one 3D data set
for at least one surface section of each of a plurality of classified minimally
invasive surgery cavities, wherein each 3D data set is associated to the
respective surface section(s) of at least one of the classified minimally

invasive surgery cavities. Preferably the computer is configured for acquiring a



10

15

20

25

WO 2017/059860 PCT/DK2016/050180
10

3D data set for at least one surface section of a classified minimally invasive

surgery cavity.

The classified minimally invasive surgery cavities are preferably represented

by their respective classification. The classification may in principle comprise
any classification data that describes the classified minimally invasive surgery
cavities e.g. type of cavity, age of patient, weight of patient, gender of patient,
height, body circumferential dimension(s) or any combinations comprising the

abovementioned or any other specific or average or level of patient data.

In an embodiment the computer is programmed to receive instructions for
selecting a 3D data set and based on an instruction to acquire the selected 3D
data set from the 3D database. The instruction may advantageously comprise
classification data. The instruction may for example be given to computer

system via a digital user interface and/ or orally by a user.

Unless otherwise stated, the term “user” is herein used to include any user,
such as a surgeon, an assisting surgeon, a supervisor, a computer
programmed to act as supervisor, an artificially intelligent computer and/or a
robot, where a robot is programmed to perform at least one surgeon duty,

e.g. to perform or assist in a minimally invasive surgery procedure.

In an embodiment the computer is programmed to receive instructions
comprising classification data for selecting several 3D data sets and based on
this instruction to acquiring selected 3D data sets and process the acquired
3D data sets to determine the resulting 3D data which is applied to determine
the 3D surface contour of the surface section of the minimally invasive

surgery cavity.

The database system is data connectable or in data connection with the
computer e.g. by wireless connection, by wire connection, via the internet

and/or by being loaded onto a memory of the computer system.
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The database system may continuously be build up or updated by adding new
3D data sets to the database.

In an embodiment the database system is loaded into a memory in data

communication with or being a part of the computer system.

The 3D data sets of the database may be obtained by any methods and will
usually be 3D data sets from previously performed minimally invasive surgery
procedures and/or estimated and/or calculated 3D data sets and/or 3D data

sets obtained by a scanning such as described further below.

Advantageously one or more of the 3D data sets comprises estimated 3D data,
calculated 3D data, measured 3D data or any combination thereof. Preferably
the 3D data sets each are associated to a patient characteristic, such as a
patient characteristic comprising age, gender, weight, height body
circumferential dimension(s) or any combinations comprising the

abovementioned.

The estimated 3D data, calculated 3D data and/or measured 3D data of the
3D data sets may be obtained or generate by any methods, such as methods
known from prior art and/or methods described herein for obtaining 3D data
a surface section of a minimally invasive surgery cavity. In particularly ultra
sound based methods, CT scanning and/or MRI are suitable as well as the
prior art methods as disclosed in the articles “"Augmented reality in
laparoscopic surgical oncology” by Stéphane Nicolau et al. Surgical Oncology
20 (2011) 189-201 and “An effective visualization technique for depth
perception in augmented reality-based surgical navigation” by Choi Hyunseok
et al. The international journal of medical robotics and computer assisted
surgery, 2015 May 5. doi: 10.1002/rcs.1657.

In an embodiment the 3D surface data generation means comprises a user
input data connection for feeding 3D data for a selected patient onto the
computer. The computer is configured for receiving such user input 3D data,

optionally by comprising a reader configured for reading images e.g. 2D
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and/or 3D and comprising software generating the 3D data from the read
images. Advantageously the user input 3D data is added as 3D data set to the

database system.

In an embodiment the 3D surface data generation means comprises a 3D
surface sensor system for determining at least a part of the 3D data for at
least the surface section of the minimally invasive surgery cavity and
transmitting means for transmitting the determined for 3D data to the
computer, optionally depiction system is configured for adding determined 3D
data as 3D data set to the database system. Preferably the computer system
is configured for adding determined 3D data received from the 3D surface

sensor system as 3D data set to the database system.

The transmitting means may be any means suitable for transmitting said 3D
data, preferably in digital form. Suitable transmitting means includes USB key
transmitting means, wire based transmitting means and/or wireless

transmitting means, such as Bluetooth.

The surface sensor system may comprise any type of surface sensor suitable
for determining 3D data of the surface section. In a preferred embodiment
the 3D surface sensor system comprises at least one local reference sensor,
preferably for spatial reference. Advantageously the at least one local
reference sensor is adapted to be positioned on a patient and/or on a support

(surgery table) for a patient.

In an embodiment there are a plurality of reference sensors, the reference
sensors are preferably configured to communicate to locate a position of each
other to thereby define an X.Y.Z dimensional space — e.g. as describes in US
2007/060098 or US 6,631,271. In an embodiment the 3D surface sensor
system is as described in “Spatial Data Estimation in Three Dimensional
Distributed Wireless Sensor Networks”, by Karjee et al. Embedded Systems
(ICES), 2014 International Conference 3-4 July 2014, IEEE ISBN 978-1-4799-
5025-6.
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In an embodiment the 3D surface data generation means comprises the
surface position data generation means for providing surface position data of
the target area. The surface position data generation means advantageously

comprises the at least one local reference sensor described above.

The 3D surface sensor system may advantageously comprise a 3D optical
sensor, an acoustic sensor, a magnetic sensor, an electric sensor, an

electromagnetic sensor or any combinations thereof.

In an embodiment the 3D surface sensor system comprises a surface tracking
system as described in “"Augmented reality in laparoscopic surgical oncology”
by Stéphane Nicolau et al. Surgical Oncology 20 (2011) 189-201.

The one or more sensors of the sensor system can in principle be positioned
anywhere as long as it is capable of sensing at least a part of the surface
section. Advantageously the one or more sensors of the sensor system is/are
part of the depiction system. Where the one or more sensors of the sensor
system is/are fixed to or integrated with one or more elements, this/these one

or more elements advantageously form part of the depiction system.

In an embodiment at least one sensor is positioned on or is adapted to be
positioned on a trocar, the trocar is preferably a part of the depiction system.
In an embodiment at least one sensor is positioned on or is adapted to be
positioned on a surgical instrument, preferably on a surgical tool of the
surgical instrument for use in minimally invasive surgery, the surgical
instrument or the surgical tool is preferably a part of the depiction system. In
an embodiment at least one sensor is positioned on or is adapted to be
positioned on an endoscope for use in minimally invasive surgery, the
endoscope is preferably a part of the depiction system. In an embodiment at
least one sensor is positioned on or is adapted to be positioned on a patient
e.g. in the minimally invasive surgery cavity, such as on a surface thereof or
external on the surface of the skin of a patient. In an embodiment at least

one sensor is positioned on or is adapted to be positioned on a sensor
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instrument which can be at least partly inserted into the minimally invasive
surgery cavity, the sensor instrument is preferably a part of the depiction
system. In an embodiment at least one sensor is adapted to be positioned
external to the minimally invasive surgery cavity e.g., to be manually handled
or handled by a robot, preferably the external sensor (e.g. a scanning
instrument — CT, NMR, MR, UV and/or IR scanner) and optionally the robot

form part of the depiction system.

In an embodiment the 3D surface sensor system comprises a 3D optical
sensor system comprising at least one optical source and at least one optical
reader such as an image recorder comprising a 2D array of detectors, such as
a camera, the 3D optical sensor system is preferably a binocular sensor

system or a multiocular sensor system.

The optical source of the 3D optical sensor source may in principle comprise
any kind of optical source, such as an illumination source, an invisible source

—e.g. an IR source.

The optical source may be a coherent light source or an incoherent light
source. Examples of optical sources includes a semiconductor light source,
such as a laser diode and/or a VCSEL light source as well as any kind of laser

sources including narrow bandwidth sources and broad band sources.

In an embodiment the optical source has a band width (full width at half
maximum —FWHM) of up to about 50 nm, such as from 1 nm to about 40 nm.
Preferably the narrow band width of the optical source is about 25 nm or less,

such as about 10 nm or less.

In an embodiment the optical source is a broad band light source such as a
supercontinuum light source e.g. spanning at least an octave within the
bandwidth range from 400 nm to 2600 nm. Above 2600 nm light transmitted

in a silica fiber will be strongly attenuated.
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In an embodiment the optical source is configured for emitting at least one
electromagnetic wavelength within the UV range of from about 10 nm to

about 400 nm, such as from about 200 to about 400 nm.

In an embodiment the optical source is configured for emitting at least one
electromagnetic wavelength within the visible range of from about 400 nm to

about 700 nm, such as from about 500 to about 600 nm.

In an embodiment the optical source is configured for emitting at least one
electromagnetic wavelength within the IR range of from about 700 nm to

about 1mm, such as from about 800 to about 2500 nm.

In an embodiment the optical source comprises at least one wavelength

within the invisible range, such as the UV or the IR range.
Advantageously the optical source is tunable in wavelength and/or power.

The optical source is advantageously connected to or integrated in an

endoscope.

In an embodiment the 3D optical sensor system comprise two optical sources,
preferably laser sources of equal or different wavelength(s) and being emitted
towards the surface in different light beam angles (determined as the angle of

the centremost ray of the respective light beams).

In an embodiment the 3D optical sensor system is based on USING BEAM
PHASE interference determination e.g. as described in US2004/0145746.

In an embodiment the3D optical sensor system may for example comprise a
phase optic element (e.g. a diffractive optic element (DOE)), a spatial light
modulator, a multi-order diffractive lens, a holographic lens, a Fresnel lens
and/or a computer regulated optical element. In an embodiment the DOE is
as described in US 2013/0038836 e.g. as shown in Fig. 1 and/or as described
in section [0015] of US 2013/0038836.
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In an embodiment the 3D optical sensor system comprises two cameras e.g.
as described in WO 2013/163391.

In an embodiment the at least one optical source is configured for emitting
an optical tracking light pattern which pattern when impinged onto and
reflected and/or scattered from the surface reveal the contour of the surface
to thereby provide 3D data to be recorded by the optical reader. In this
embodiment the 3D optical sensor system may advantageously be or
comprise the apparatus described in US 2013/0296712 and/or EP 2 586 34.

In an embodiment the optical source is adapted for emitting a substantially
stationary optical pattern onto at least a part of the surface section which
pattern when impinged onto and reflected and/or scattered from the surface
reveal the contour of the surface to thereby provide 3D data to be recorded
by the optical reader and the optical pattern emitting source optionally being
positioned on an endoscope which is adapted to be held substantially
stationary during the minimally invasive surgery procedure, such as on an

endoscope also comprising the recorder.

In the following the term “reflected and/or scattered from a surface” should
be interpreted to include any interactions with the relevant surface which is
readable by an optical recorder. The light in question may be visibly or
invisible to the human eye e.g. including wavelengths from below 300 nm to

above 2 ym.

Advantageously the depiction system preferably comprises both a stationary
and a dynamic optical pattern source. The dynamic optical pattern source is
preferably in form of a light source adapted for emitting said dynamic optical
pattern onto at least a part of the surface section. The dynamic optical
pattern is preferably dynamic by being mounted onto a surgical tool such that
the reflected and/or scattered pattern (the pattern reflected and/or scattered
from the surface section), which may be recorded by the recorder is changing

in relation to movements of the surgical tool. Preferably the changes of the

PCT/DK2016/050180
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reflected and/or scattered pattern are correlated to the movements of the
surgical tool. The correlated movement of the pattern may e.g. be provided
as described in WO 15/124159 e.g. comprising the set comprising a surgical
instrument wherein the surgical tool as described herein includes the body
and the surgical tool of the surgical instrument of WO 15/124159. The
correlated movement of the pattern may e.g. be provided as described in DK
PA 2015 70483. The optical recorder may be mounted on the surgical tool

and/or on an endoscope or at any other suitable means.

The optical source may be temporarily or permanently fixed to the surgical
tool and the optical source preferably also form part of the position data

generation means.

By simultaneously use of the a stationary and a dynamic optical pattern
source both the 3D data — or at least some of the 3D data optionally
supplemented with one or more 3D data set(s) from the 3D database system

- and the real time position data can be generated simultaneously.

In an embodiment the depiction system comprises a dynamic optical pattern

preferably dynamic by being mounted onto a surgical tool as described above
and simultaneously the system comprises an optical recorder mounted to the
surgical tool or to an endoscope for collecting both 3D data and position data

and preferably orientation data.

In an embodiment the 3D surface sensor system comprises an acoustic
sensor system comprising at least one sonic wave emitter and at least one
sonic wave receiver. Preferably the acoustic sensor system comprises two or
more sonic wave receivers, such as a 2D array of sonic wave receivers e.g.

piezo sonic wave receivers.

Advantageously the acoustic sensor system comprises an ultrasound sensor.
The 3D optical sensor system may e.g. be as described in any one of
US4694434 of US 2014/0204702.
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In an embodiment the 3D surface sensor system comprises a magnetic sensor
system, such as a magnetic induction tomography sensor system and/or a
magnetic resonance tomography sensor and/or an electromagnetic sensor

system.

In an embodiment the 3D surface sensor system comprises an electric sensor

system, such as a micro mechanical sensor system.

In an embodiment the 3D surface sensor system comprises an X-ray

computed tomography sensor (CT scanning sensor).

The position data generation means may be any kind of position data
generation means suitable for determining the real time spatial position of at
least a part of the surgical tool. Preferably the part of the surgical tool

includes at least the distal end of the tool.

In an embodiment the position data generation means for obtaining real time
spatial position data of at least a part of the surgical tool comprises a position
sensor system. The position sensor system preferably comprises a 3D optical
sensor, an acoustic sensor, a magnetic sensor, an electric sensor, an
electromagnetic sensor, an accelerometer, a gyroscope, a gravimeter an
inertial navigation system a local positioning system or any combinations

thereof.
Advantageously the position sensor system is part of the depiction system.

In an embodiment the position sensor system comprises an inertial navigation
system. The inertial navigation system advantageously includes at least a
computer (e.g. of the computer system) and a platform or module containing
accelerometers, gyroscopes and/or other motion-sensing devices. The inertial
navigation system may initially be provided with its position and velocity from
another source (such as a human operator, a GPS satellite receiver, etc.), and
thereafter computes its own updated position and velocity by integrating

information received from the motion sensors. The advantage of an inertial
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navigation system is that it requires no external references in order to

determine its position, orientation, or velocity once it has been initialized.

In an embodiment the position sensor system comprising a sensor element
adapted to be or being physically connected to or integrated with the surgical

tool.

In an embodiment the position sensor system comprises a magnetic motion
capture systems comprising at least one sensor adapted to be or being
physically connect to or integrated with the surgical tool to measure low-

frequency magnetic fields generated by a transmitter source.

In an embodiment the position sensor system comprises a MEMS sensor
magnetic motion capture systems adapted to be or being physically connect
to or integrated with the surgical tool to measure return signal upon

activation by a transponder.

In an embodiment the position sensor system comprises an acoustic sensor
including at least one sensor mounted on integrated with the surgical tool the

surgical tool for increase accuracy - e.g. for direction determination.

The one or more sensors of the position sensor system may advantageously
be positioned as described above for the sensor(s) of the 3D sensor system
optionally with an additional sensor mounted on or integrated with the
surgical tool. Advantageously one or more sensors may be part of both the

3D sensor system and the position sensor system.

In an embodiment the position sensor system comprises at least one local
reference sensor, preferably for spatial reference. The at least one local
reference sensor is preferably adapted to be positioned on a patient, such as
in the minimally invasive surgery cavity or on the outer skin of the patient

and/or on a support (e.g. a surgery table) for a patient.

In an embodiment the position sensor system comprises a plurality of

reference sensors — preferably also being a part of the 3D surface sensor
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system. The reference sensors are preferably configured to communicate to
locate a position of each other to thereby define an X.Y.Z dimensional space —
e.g. as describes in US 2007/060098 or US 6,631,271. In an embodiment the
position sensor system is based on the technology described in “Spatial Data
Estimation in Three Dimensional Distributed Wireless Sensor Networks”, by
Karjee et al. Embedded Systems (ICES), 2014 International Conference 3-4
July 2014, IEEE ISBN 978-1-4799-5025-6.

In an embodiment the at least one reference sensor provides the local
positioning system, preferably the position sensor system comprises a

plurality local reference sensors.

The position sensor system is advantageously configured for obtaining real
time spatial position data of the surgical tool and for transmitting the obtained
spatial position data to the computer system, wherein the real time spatial
position data is on form of real time spatial position data in an X-Y-Z

dimensional space.

In an embodiment the position sensor system comprises at least one distance
sensor, such as a short range laser based sensor e.g. as provided by SICK AG,

Germany.

A short range laser based distance sensor is operating by projecting a light
beam spot onto a measurement object, e.g. using a laser diode. By means of
an optical receiver, the reflection is mapped onto a light sensitive element
(such as CMOS). Based on the position of the mapped light spot and the 3D

surface data, the distance to the surface section can be determined.

Advantageously the real time spatial position data comprises position data
correlated to the 3D data representing at least one surface section in 3D
space, preferably the real time spatial position data comprises determining a
distance from the surgical tool or the at least one part of the surgical tool to

the surface section, preferably to the target area of the surface section.
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In an embodiment the real time spatial position data comprises determining
a distance e.g. using a short range laser based distance sensor from the
surgical tool or at least one part of the surgical tool - preferably its distal end
- and to a point of the surface section correlated with an orientation direction
of the tool, where the orientation direction of the tool is determined from an
access opening into the minimally invasive surgery cavity through which the
tool is inserted and the farthest extension of the tool into the cavity. This
orientation direction is also referred to as the longitudinal vector direction of
the surgical tool and/or where the surgical tool is not bended or bendable -
the longitudinal direction of the surgical tool. Where the surgical tool is
bended the longitudinal direction is determined as the direction of the distal

part of the surgical tool from the bend to the most distal part of the tool.

In an embodiment the real time spatial position data comprises determining a
distance from the surgical tool or at least one part of the surgical tool -
preferably its distal end - and to a point of the surface section in distal

direction to the surgical tool.

Advantageously the 3D surface sensor system and the position sensor system
are at least partly integrated to form a combined 3D surface and position
sensor system. Preferably this 3D surface and position sensor system is a part

of the depiction system.

In an embodiment the computer system is in data connection with the 3D
surface data generation means and is configured for acquire the 3D data
representing at least one surface section in 3D space of a minimally invasive
surgery cavity from the 3D surface data generation means. Preferably the
computer system is configured for receiving instruction via a user interface to
acquire the 3D data and upon receiving such instructions to acquire the 3D
data.

In an embodiment the computer system - for each user procedure - is

configured to acquire the 3D data representing at least one surface section in
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3D space of a minimally invasive surgery cavity in one single time data
package. In this embodiment the acquired 3D data representing at least one
surface section in 3D space of a minimally invasive surgery cavity may be
used in the whole minimally invasive surgery procedure, and the 3D surface
data generation means is advantageously controlled by the computer system
to acquire the 3D data representing at least one surface section in 3D space

of a minimally invasive surgery cavity only once in one data package.

In another embodiment the computer system - for each user procedure - is
configured for acquiring the 3D data by consecutively acquiring 3D data
packages representing at least one surface section in 3D space of a minimally
invasive surgery. The consecutively acquired 3D data packages preferably
comprises timely updated 3D data and/or 3D data representing at least one
additional surface section in 3D space for each of the consecutive acquired 3D
data packages. Advantageously the operation of the 3D surface data

generation means is controlled by the computer system.

In an embodiment the computer system is in data communication with the
position data generation means and is configured for in real time acquire the
obtained real time spatial position data of at least a part of the surgical tool.
Preferably the computer system is configured for receiving instruction via a
user interface to acquire the spatial position data and upon receiving such

instructions to acquire the spatial position data.

In an embodiment the computer system is configured for controlling the 3D
surface data generation means and the position data generation means.
Preferably the computer is configured for receiving instruction via a user
interface to conduct a user process and based on the instruction to acquire
the required data from the 3D surface data generation means and the
position data generation means and for conducting the user procedure until a

termination signal is transmitted to the computer.
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Advantageously the system further comprises orientation data generation
means for obtaining real time spatial orientation data of at least a part of the
surgical tool and for transmitting the obtained spatial orientation data to the

computer system. The computer system is advantageously programmed for

¢ determining real time spatially orientation(s) of the surgical tool using
the spatial orientation data,

¢ calculating depiction data representing a depiction of the real time
spatial orientation(s) of the surgical tool onto at least a portion of the
surface contour of the surface section of the minimally invasive surgery
cavity, and for

¢ transmitting the depiction data to the display unit for real time

correlated depiction of movements of the surgical tool.

Advantageously the computer system is configured to calculating depiction
data representing the depiction of the real time relative spatial position(s) and
the real time spatial orientation(s) of the surgical tool onto at least a portion
of the surface contour of the surface section of the minimally invasive surgery
cavity comprises depiction data representing an associated depiction of the
real time relative spatial position(s) and the real time spatial orientation(s) of

the surgical tool onto at least a portion of the surface contour.

Thereby an effective depiction with a concentrated amount of information can

be visualised for the user.

In an embodiment the associated depiction of the real time relative spatial
position(s) and the real time spatial orientation(s) of the surgical tool onto at
least a portion of the surface contour comprises a depiction of the real time
relative spatial position(s) onto the surface contour in a direction coordinated
with the real time spatial orientation(s) of the surgical tool. The resulting
depiction will thereby be a dynamically changing depiction and will thereby
show even smaller movements of the surgical tool including tilting movements

which will bring very useful information to the user.
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Advantageously the orientation data generation means comprises an
orientation sensor connected to or integrated with the surgical tool. In an
embodiment the surgical tool is part of the depiction system and comprises

integrated at least one sensor.

In an embodiment the orientation data generation means comprises an
orientation sensor connected to or integrated with the surgical tool. The
orientation sensor preferably comprises at least one distance sensor, such as
a short range laser based sensor described above. The at least one
direction sensor preferably being mounted to emit laser light in
distal direction relative to the surgical tool, preferably oriented

substantially parallel to the longitudinal direction of the surgical tool.

In an embodiment the position data generation means and the orientation
data generation means are at least partly integrated to a combined position
data and an orientation data generation means. In practice it will be simpler
to have a combined position data and an orientation data generation means.
In this embodiment the position data/position data generation means also

comprises orientation data/orientation data generation means.

Preferably the depiction data representing a depiction of the real time relative
spatial position(s) of the surgical tool onto the determined 3D surface contour
of the surface section of the minimally invasive surgery cavity comprises
depiction data encoding a depiction of a dynamic pattern representation, a
dynamic scaling of colours representation, a dynamic schematic
representation, a dynamic graphical representation and/or a dynamic

augmented reality representation.

Advantageously the encoded depiction comprises a non-image-accurate
depiction of the surgical tool.

Whereas prior art systems heretofore have been focused on generating 3D
vision of a minimally invasive surgery area or a surgical instrument which is

an imitation of a real life vision of the minimally invasive surgery area or a

PCT/DK2016/050180



10

15

20

25

30

WO 2017/059860 PCT/DK2016/050180

25

surgical instrument the system of the present invention provides a depiction
comprising a correlated projection of the real time position and movements
and preferably real time orientation of the surgical tool rather than imaging
the surgical tool as such. By providing the depiction of the real time relative
spatial position(s) of the surgical tool onto the determined 3D surface contour
of the surface section of the minimally invasive surgery cavity in form of
depiction data encoding a depiction of a dynamic pattern representation, a
dynamic scaling of colours representation, a dynamic schematic
representation, a dynamic graphical representation and/or a dynamic
augmented reality representation, wherein the encoded depiction does not
comprise a non-image-accurate depiction of the surgical tool, the resulting
depiction can comprise a very high concentration of useful information to the
user. For easy decoding of the depiction the user may be trained e.g. as
described further later on. Advantageously the depiction also includes sound

as exemplified below.

In an embodiment the dynamic scaling of colours comprises a dynamic

scaling of shades of one or more colours, such as hue colours.

The term shades are herein used to designate a gradation of a colour with

more or less black and/or brightness.

In an embodiment the depiction data comprises data encoding a depiction of
a dynamic pattern representation, wherein the dynamic pattern
representation comprises a depiction of a virtual pattern resembling an
emitted light pattern impinged onto the determined 3D surface contour,
wherein the virtual pattern preferably comprises arch shaped and/or ring

shaped lines and/or a plurality of angled lines.

Advantageously the dynamic pattern representation comprises a depiction of
the virtual pattern onto the determined 3D surface contour, such that the
depiction comprises a dynamic modification of the virtual pattern wherein the
dynamic modification is correlated to the determined real time spatially

position(s) and thereby movements of the surgical tool.
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The virtual pattern preferably resembling a light pattern comprising at least
spatially dispersed light beam fractions, such as an angular light path
surrounding a light dot or a grid of lines, e.g. a crosshatched pattern
optionally comprising substantially parallel lines when emitted to a planar
surface, and/or one or more angular, such as rectangular shapes e.g. square
shaped, e.g. in an overlapping configuration, in a side by side configuration or

concentrically arranged.

In an embodiment the dynamic pattern representation comprises a depiction
corresponding to the light pattern reflected and/or scattered from the surface
of the surgery site when using the systems and methods disclosed in
WO015124159 and/or in co-pending patent application DK PA 2015 70483.

In an embodiment the depiction comprises a depiction of a dynamic scaling of
colours representation, wherein the dynamic scaling of colours representation
comprises a visual coloured representation of the determined real time
spatially position(s) of the surgical tool relative to the determined 3D surface
contour wherein the colouring is dynamically modified in correlation to
changes of the spatial position and optional orientation caused by the
movements of the surgical tool relative to the determined 3D surface contour
for example such that the shorter distance between the surgical instrument

and the target area the more intensive red and/or less intensive green.

The depiction of a dynamic scaling of colours representation has shown to be
very simple to decoding for most users and can comprise a large amount of
useful information. Advantageously the depiction systems comprise means (a
button or wireless setting means) for setting the colour scaling and brightness.
For some users the colour scaling is not sufficient e.g. due to colour blindness
and in such situation other depiction are preferred e.g. in combination with

the colour scaling representation.

In an embodiment the visual coloured representation comprises a 2D

graduated shading.
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In an embodiment the depiction comprises a dynamic schematic
representation, wherein the dynamic schematic representation comprises a
diagrammatic representation of the determined real time spatially position(s)
of the surgical tool relative to the determined 3D surface contour wherein the
diagrammatic representation is dynamically modified in correlation to changes
of the spatial position and optional orientation caused by the movements of

the surgical tool relative to the determined 3D surface contour.

In an embodiment the depiction comprises a depiction of a dynamic graphical
representation, wherein the dynamic graphical representation comprises a
graphical representation of the determined real time spatially position(s) of
the surgical tool relative to the determined 3D surface contour wherein the
graphical representation is dynamically modified in correlation to changes of
the spatial position and optional orientation caused by the movements of the

surgical tool relative to the determined 3D surface contour.

In a preferred embodiment the depiction comprises a depiction of a dynamic
augmented reality representation, wherein the dynamic augmented reality
representation comprises an augmented reality representation of the
determined real time spatially position(s) of the surgical tool relative to the
determined 3D surface contour wherein the augmented reality representation
is dynamically modified in correlation to changes of the spatial position and
optional orientation caused by the movements of the surgical tool relative to

the determined 3D surface contour.

In an embodiment the augmented reality is a spatial augmented reality (SAR)
wherein the display unit comprises one or more digital projectors configured to
display the depiction upon receipt of the calculated depiction data e.g. onto a
physical object(s), such as onto the patient, such as onto an artificial patient or
a head-up display .

Advantageously the depiction comprises a sound depiction, such as a beeping

sound where the tone and/or the beep-rate is correlated to the relative
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distance between the surgical tool and the surface section. The beeping
sound may for example intensify as the surgical tool is approaching the
surface section e.g. to a point of the surface section distal to the surgical tool

in its longitudinal direction.

In an embodiment the calculated depiction data is configured for being
displaced on the display unit, wherein the display unit is selected from a 2D
screen, a 3D screen, a projector system (such as an augmented projector
system), head-up display, a wearable display unit, such as a head mounted

display (e.g. goggles) or any combinations thereof.

In an embodiment the calculated depiction data comprises pixel data for a
pixel based display unit, such as a screen, the pixel data preferably comprises
red-blue-green pixel data, preferable for displaying high colour or true colour

comprising at least 16 bits per pixel (bpp), such as at least 20 bpp.

The pixel data of the depiction data representing a depiction of the real time
spatial position(s) of the surgical tool onto the determined 3D surface contour
of the surface section of the minimally invasive surgery cavity is preferably
dynamically modified in correlation to changes of the spatial position and
optional orientation caused by the movements of the surgical tool relative to

the determined 3D surface contour.

To obtain a high quality depiction the calculated depiction data
advantageously comprises pixel data for a 2D display, such as a 2D display of
at least about 1000 pixels, such as at least 10.000 pixels optionally

comprising sub-pixels.

In an embodiment the display unit is part of the depiction system, the display
unit is preferably selected from a 2D screen, a 3D screen, a projector system
(such as an augmented projector system), head-up display, a wearable
display unit, such as a head mounted display (e.g. goggles) or any

combinations thereof.
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To increase the visual perception of the user it is in an embodiment desired
that the depiction system comprises a real imaging system configured for
generating real imaging data for a real imaging of the at least one surface
section of the minimally invasive surgery cavity. The real imaging system is a
2D real imaging system, a 3D real imaging system, a virtual reality real
imaging system, an augmented reality real imaging system or any

combination thereof.

The term “real imaging” is herein used to mean an imaging where the images

show or images the surface section as it is in real life.

The real imaging system may for example be an endoscopic system as it is
well known today, e.g. an endoscope for inserting into the minimally invasive
surgery cavity and comprising an illuminator for illumination the surface target

area and a camera for requiring real images of the target area.

In an embodiment the real imaging system is an argumented reality real
imaging system e.g. as describe in“"Augmented reality in laparoscopic surgical
oncology” by Stéphane Nicolau et al. Surgical Oncology 20 (2011) 189-201
and “An effective visualization technique for depth perception in augmented
reality-based surgical navigation” by Choi Hyunseok et al. The international
journal of medical robotics and computer assisted surgery, 2015 May 5. doi:
10.1002/rcs.1657.

Advantageously the real imaging system comprises an image recorder
(camera) for acquiring at least one image of the at least one surface of
section of the minimally invasive surgery cavity. The image recorder
preferably being a part of an endoscope, the image recorder preferably being
a videoscope preferably acquiring real time images of the at least one surface

section of the minimally invasive surgery cavity.

The image recorder is for example a 2D recorder comprising a 2D array of

detectors in form of pixel detectors, preferably the image recorder comprises
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at least 1000 pixels, such as at least 10.000 pixels, preferably the image

recorder is a mega pixel recorder comprising at least 1 mega pixels.

In an embodiment the image recorder is a 3D recorder comprising a 3D array
of detectors in form of pixel detectors, preferably the image recorder
comprises at least 1000 pixels, such as at least 10.000 pixels, preferably the
image recorder is a mega pixel recorder comprising at least 1 mega pixels.

In an embodiment the image recorder or preferably the whole real imaging
system constitutes also a part of the 3D surface data generation means for
providing the computer system with the three-dimensional (3D) data
representing the at least one surface section in 3D space of the minimally

invasive surgery cavity.

Preferably the depiction system is configured for transmitting the real imaging
data to the display unit for providing a real imaging of the at least one surface
section of the minimally invasive surgery cavity, the real imaging preferably

comprises displaying the acquired image(s).

By displaying both the real imaging of the at least one surface section of the
minimally invasive surgery cavity and the depiction of the real time relative
spatial position(s) of the surgical tool onto the surface contour of the surface
section of the minimally invasive surgery cavity the visual perception of the
user is highly increased. Advantageously depiction system is configured for
displaying the real imaging of the at least one surface section of the minimally
invasive surgery cavity and the real time correlated depiction of movements

of the surgical tool by a common display unit.

Advantageously the depiction system is configured for displaying the real
imaging of the at least one surface section of the minimally invasive surgery
cavity and onto the real imaging of the at least one surface section of the
minimally invasive surgery cavity to display the depiction of the real time
relative spatial position(s) of the surgical tool onto the surface contour of the

surface section of the minimally invasive surgery cavity.
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Preferably the depiction of the real time relative spatial position(s) of the
surgical tool onto the surface contour of the surface section of the minimally
invasive surgery cavity is projected onto the real imaging of the at least one
surface section of the minimally invasive surgery cavity, the depiction of the
real time relative spatial position(s) of the surgical tool onto the surface
contour of the surface section of the minimally invasive surgery cavity is
preferably at least partly transparent for the real imaging of the at least one
surface section of the minimally invasive surgery cavity. Thereby the user can
on the same display se both the real imaging of the at least one surface
section of the minimally invasive surgery cavity and onto the real imaging of
the at least one surface section of the minimally invasive surgery cavity to
display the depiction of the real time relative spatial position(s) of the surgical
tool onto the surface contour of the surface section of the minimally invasive
surgery cavity in a correlated way, which further increase the visual

perception.

In an embodiment the depiction system comprises a robot controller for
controlling a robot which preferably form part of the depiction system. The
robot and the robot controller may in an embodiment be as described in US
2009/0248041. The robot controller is in data connection with or is integrated
with the computer system. In the following the robot controller is describe as
being in data communication with the computer system but it should be
interpreted such that the computer controller as well can be an integrated

part of the computer system.

The robot controller being configured for receiving at least a part of the
obtained or generated data preferably comprising said 3D surface data and
said real time spatial position data and preferably said real time orientation
data. Optionally the robot controller is also configured for receiving derived
data - i.e. data derived from the 3D surface data and said real time spatial
position data and preferably said real time orientation data — such as the

depiction data. The robot controller is preferably configured for controlling the
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robot for handling the surgical tool for performing a minimally invasive

surgery procedure.

In an embodiment the robot controller is configured for acquiring the required

data from the computer system respective data from said computer system.

Advantageously the robot controller is configured for receiving instructions
from a supervisor, such as an assisting surgeon and/or a robot operator. The
controller is preferably configured for receiving instructions from the
supervisor by data input via a digital user interface and/or by oral instruction.
The robot controller is preferably configured to modify movements of said
surgical tool in response to the supervisor instructions. The supervisor
instruction may for example instruct the robot to move the surgical tool a cm
to the right or a few mm distally in longitudinal direction of the surgical tool or

etc.

In an embodiment the depiction system is configured for simultaneously, via
the robot controller, controlling the robot for handling the surgical tool for
performing a minimally invasive surgery procedure and for transmitting said
depiction data to the display unit. The depiction will in this embodiment
comprise a real time correlated depiction of said movements of said surgical
tool by said robot. The supervisor may keep the robot under observation
during its performing of the minimally invasive surgery via the depiction and
thereby control that the robot is operation sufficiently accurate or as
explained, the supervisor may correct the robot by feeding instructions to the

robot controller.

The computer system preferably comprises a memory and is advantageously
configured for storing performance data sets, where each performance data
set comprises performance data associated with a minimally invasive
procedure, such as for minimally invasive procedure that has been performed
using the depiction system. The performance data preferably comprises at

least the position data for the minimally invasive procedure, and preferably at
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least one of the 3D data, the orientation data, the depiction data for the
minimally invasive procedure or any combination thereof. Preferably the
performance data set comprises all the data acquired during a minimally
invasive surgery procedure. In an embodiment the performance data set

further comprises calculated data including the depiction date.

In an embodiment the computer system is programmed to analyse the
respective performance data set and preferably the computer system is
configured to transmit a feedback evaluation(s) of the respective minimally
invasive procedures to a display means, such as the display unit and/or a

printer.

Thereby a user —i.e. a surgeon or a person under training for becoming a
surgeon — can in a very simple way receive feedback and he can evaluate his
improvement. Advantageously the computer system is configured to transmit
a feedback evaluation(s) upon a request. Each performance data set
preferably has a unique code such that the respective performance data sets
can be retrieved for displaying of the depiction of the real time relative spatial
position(s) of the surgical tool e.g. for the surgeon or for training purpose of

other surgeons.

In an embodiment the computer system is programmed to determine an
improved performance data set relative to a selected performance set, and to
transmit at least a part of the data, such as depiction data of the improved
performance data set to a display means, such as the display unit and/or a

printer.

Preferably the computer is programmed to compare the improved
performance data set relative to the selected performance set and the
selected performance set to determine data differences and to transmit the

data differences to a display means, such as the display unit and/or a printer.

Thereby the user can compare his performance with a superior performance

data set e.g. a calculated performance data set and he can retrieve
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information about what can be improved, where he uses superfluous

movements etc.

In an embodiment the computer system is programmed to transmit selected
data of the one or more performance data set to a display means, such as the

display unit and/or a printer, preferably upon request from a user.

Thereby the respective performance data sets can be retrieved for displaying
of the depiction of the real time relative spatial position(s) of the surgical tool

e.g. for use in education.

In an embodiment the depiction system is configured for operating in a
training mode. The surgical tool is a training tool, which may or may not

resemble a real surgical tool.

The depiction system when operating in its training mode is configured for
determine training depiction data representing a training depiction of the real
time relative spatial position(s) of the training tool onto at least a portion of
the surface contour of the surface section of the minimally invasive surgery
cavity, and for transmitting the training depiction data to the display unit for

real time correlated depiction of movements of the training tool.

When the depiction system is in its training mode the minimally invasive
surgery cavity surface section may for example be an artificial surface section
and in this embodiment the training tool may advantageously be an artificial

tool.

In an embodiment the minimally invasive surgery cavity surface section when
the depiction system is in its training mode is an actual minimally invasive
surgery cavity. In this embodiment the training tool is a real surgical tool. In
principle the surgeons is constantly in training for improving their technique in
order to perform a minimally invasive surgery as optimal as possibly — e.g.
using the least movements of the surgical tool possibly and/or performing the

minimally invasive surgery as fast as possible.

PCT/DK2016/050180
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In an embodiment the position data generation means being configured for
obtaining real time spatial position data of at least a part of the training tool
and for transmitting the obtained spatial position data to the computer system,

the computer system being programmed for

¢ calculating the training depiction data representing the training
depiction of the real time relative spatial position(s) of the training tool
onto at least a portion of the surface contour of the surface section of
the minimally invasive surgery cavity, and for

¢ transmitting the training depiction data to the display unit for real time

correlated depiction of movements of the training tool.

The computer system is advantageously configured for transmitting the
training depiction data and associated performance depiction data of stored
performance data set for the same or a corresponding minimally invasive
surgery cavity to the display unit for real time correlated depiction of
movements of the training tool. Preferably the transmission of the training
depiction data and associated performance depiction data are timely

associated.

Thereby a user during training can benchmark against an earlier performed
minimally invasive surgery procedures or calculated procedures or his own

earlier procedures.

In an embodiment the computer system is configured for transmitting the
training depiction data and associated performance depiction data of stored
performance data set for the same or a corresponding minimally invasive
surgery cavity for performing a benchmarking of the performance depiction
data relative to said training depiction data.

In an embodiment the performance depiction data set is transmitted to the

display unit in a speed of about real-time speed.
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In an embodiment the performance depiction data set is transmitted to the

display unit in a speed which is less than real-time speed.

Thereby a person under training can perform the minimally invasive surgery
procedure at a slower pace for training purpose and he can step-by-step
increase the pace to reach the real time speed or even faster if desired for

training purpose.

In an embodiment the computer system is configured for receiving supervisor
input e.g. from a user or a training database, to determine supervisor
depiction data based on the supervisor input and transmitting the supervisor
depiction data to the display unit, preferably the computer is configured for
acquiring the supervisor input from a training database. The supervisor input
may be input representing selected positions and movements of the training

tool.

Advantageously the computer system is configured for transmitting the
training depiction data and the associated performance depiction data and/or
the supervisor depiction data to the display unit to be displayed separately,
such as in a side by side configuration. Thereby the person under training,
such as a surgeon aiming to improve his skill can be trained to position the
training tool in a selected position or moving the training tool in a select way
as instructed by the supervisor input. The person under training can try to
move the training tool such that the training depiction follows associated

performance and/or the supervisor depiction.

In an embodiment the supervisor is another surgeon observing and advising a
surgeon during a minimally invasive surgery procedure. In an embodiment
there are for example two surgeons operating together, where one is
handling the surgical tool and the other one is acting as supervisor making
suggestions for positioning and movements of the surgical tool and visa
verse.It should be understood that the display unit may be in form of two or

more sub unit.
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All features of the inventions including ranges and preferred ranges can be
combined in various ways within the scope of the invention, unless there are

specific reasons not to combine such features.

BRIEF DESCRIPTION OF EXAMPLES

Preferred embodiments of the invention will be further described with

reference to the drawings.

Fig. 1 is a schematic view of an embodiment of a depiction system of the

invention.

Fig. 2 is a schematic view of another embodiment of a depiction system of the

invention.
Fig. 3 is an example of a 3D database system - classification scheme.
Fig. 4 is an example of a 3D database system — 3D data set scheme.

Fig. 5 is a schematic side view of a surgical instrument comprising a surgical

tool.

Fig. 6 is a schematic side view of another surgical instrument comprising a

surgical tool.

Fig. 7 is a schematic transverse cross sectional view of a minimally invasive

surgery cavity and a number of sensors.

Fig. 8 is an illustration of an example of a real time correlated depiction of
movements of a surgical tool, wherein the depiction comprises a dynamic
changing of color scales correlated with movement of the not shown surgical

tool.

Fig. 9 is an illustration of an example of a real time correlated depiction of
movements of a surgical tool, wherein the depiction comprises a dynamic

changing of pattern correlated with movement of the not shown surgical tool.

PCT/DK2016/050180
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Fig. 10 is an illustration of an example of a real time correlated depiction of
movements of a surgical tool, wherein the depiction comprises a dynamic
changing of light dots correlated with movement of the not shown surgical

tool.

Fig. 11 is an illustration of an example of a real time correlated depiction of
movements of a surgical tool, wherein the depiction comprises a dynamic
changing of color dots correlated with movement of the not shown surgical

tool.

Fig. 12 is an illustration of an example of a real time correlated depiction of
movements of a surgical tool, wherein the depiction comprises a dynamic

changing of rings correlated with movement of the not shown surgical tool.

Fig. 13 is an illustration of an example of a real time correlated depiction of
movements of a surgical tool, wherein the depiction comprises a dynamic
changing of a perimeter and a bulge shaped marking correlated with
movement of the not shown surgical tool and where an additional supervisor

instruction is depicted.

Fig. 14 is an illustration of an example of a depiction system of the invention
wherein the depiction comprises sound and/or the display comprises a goggle

based display.

Fig. 15 is an illustration of an example of a depiction system of the invention
wherein the surgical tool comprising a pattern emitting projector emitted onto
the surface section of the minimally invasive surgery and the 3D surface data
generation means and/or the position data generation means and/or the
orientation data generation means comprises a data collection system in data
connection with or integrated with the computer system, and where the data

collection system comprises an optical recorder.

Fig. 16 is an illustration of an example of a depiction system of the invention

wherein the surgical tool as well as the cannula/trocar each comprises a
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sensor, the depiction system comprises a data collection system for collecting
data from the sensors, a data collection system for collecting data from a
reader and is further configured for generating a graphical depiction besides a

real image of the relevant surface section of the minimally invasive surgery.

Fig. 17 is an illustration of an example of real time correlated depictions of
movements of a surgical tool at 3 consecutive points in time, wherein the
surgical tool is positioned with different distance to the surface section in

longitudinal distal direction to the surgical tool.

Fig. 18 is an illustration of an example of a depiction system of the invention
comprising a data collection system for collecting data from a sensor mounted
onto the surgical tool, an optical recorder as well as an acoustic sensor, such
as an ultrasound sensor, a wherein the depiction system is configured for

generating a depiction onto a real image.

Fig. 19 is an illustration of an example of a depiction system of the invention
comprising a data collection system for collecting data from not shown
sensors. The computer system stores a plurality of performance data sets and
is configured to benchmark against a selected performance data set and to
evaluate a minimally invasive surgery procedure by a user. The computer
system is in digital connection with an additional display unit such as a smart

phone or a printer for transmitting the evaluation.

Fig. 20 is an illustration of an example of a depiction system of the invention
comprising a data collection system for collecting data from a recorder and
other not shown sensors. The computer system is in data connection with a
supervisor control unit for receiving input. The depiction is displayed onto a

display unit together with a real image and a supervisor input.

Fig. 21 is an illustration of an example of a depiction system of the invention
comprising a data collection system for collecting data from a recorder and
other not shown sensors. The computer system is in data connection with a

robot controller for transmitting 3D surface data, real time spatial position
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data and real time orientation data to the robot controller. The robot
controller is configured for controlling a robot for handling the surgical tool for
performing a minimally invasive surgery procedure and the depiction system
display the depiction, which comprises a real time correlated depiction of

movements of the surgical tool by the robot.

The figures are schematic and are not drawn to scale and may be simplified
for clarity. Throughout, the same reference numerals are used for identical or

corresponding parts.

The depiction system illustrated in Fig. 1 comprises a computer system 1, 3D
surface data generation means 2 and position data generation means 3 in
data connection with the computer system 1, e.g. as illustrated with wires 5
or wireless for feeding 3D surface data and real time position data to the
computer system 1. The computer system 1 is here illustrated as one unit,
but as explained the computer system could comprise two or more units in

data communication depiction system of the invention.
The computer system 1 is programmed for

¢ determining a 3D surface contour of at least a part of the target area
of an not shown surface section of the minimally invasive surgery
cavity using the 3D data,

¢ determining real time spatially position(s) of a not shown surgical tool
relative to at least a part of the target area of the at least one surface
section using the spatial position data and the surface position data,

¢ calculating depiction data representing a depiction of the real time
relative spatial position(s) of the surgical tool onto at least a portion of
the surface contour of the surface section of the minimally invasive
surgery cavity, and for

¢ transmitting the depiction data to the display unit 4 for real time

correlated depiction of movements of the surgical tool.

The display unit can be as described above.
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The depiction system illustrated in Fig. 2 also comprises a computer system
11 e.g. as the computer system of fig. 1. The depiction system of Fig. 2
differs from the depiction system of Fig. 1 in that it comprises a combined 3D
surface data generation means and position data generation means 12 and in
that it comprises a display unit in form of two display sub unit 14a, 14b.
Advantageously the real time correlated depiction of movements of the
surgical tool is displayed on one of the sub unit 14a and real images e.g. live

images and/or benchmarking depiction is displayed on the other sub unit 14b.

Fig. 3 illustrates a classification scheme which may be comprised in a 3D
database system. As indicated each classification has a unique code, linking
each classification to one or more 3D data sets. Each classification set is
classified in accordance with a classification set comprising a number of
patient characteristics as indicated in the scheme of Fig. 3 and comprises for
example age, gender, weight, height, body circumferential dimension(s) or
any combinations thereof. The selected characteristics depend largely on the

type of minimally invasive surgery cavity in question.

Fig. 4 illustrates a scheme of 3D data sets which may be comprised in a 3D
database system, wherein each 3D data set is associated to to a patient
characteristic as indicated with the unique codes, corresponding to the unique

codes of Fig 3.

The surgical instrument shown in Fig. 5 is a laparoscopic instrument. It should
be understood that in the invention other surgical instrument with surgical

tool could as well be applied.

The surgical instrument has a handle portion 22 and a body tool portion 23
with a surgical tool portion 24 in the present case forceps. The surgical tool
portion 24 and the part of the body portion 23 adapted to be inserted into the
minimally invasive surgery cavity is referred to as the surgical tool. In other
words the surgical instrument 21 comprises the surgical tool 23, 24 and the

handle 22. The body portion 23 interconnect the handle portion 22 which is
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arranged at the proximal end of the surgical instrument and the surgical tool
portion 24, which is arranged at the distal end of the surgical instrument .
The body portion 23 is arranged in the distal/proximal direction, which is also

referred to as the longitudinal direction of the surgical tool 23, 24.

In another embodiment the surgical tool portion 24 may be another surgical
tool portion e.g. a grasper, a suture grasper, a stapler, a dissector, scissors, a
suction instrument, a clamp instrument, an electrode, a curette, ablators,
scalpels, a needle holder, a biopsy and retractor instrument or a combination
thereof.

The surgeon operate the surgical instrument 21 by holding the handle portion
22 and can in this way control the surgical tool and by pressing or

manipulating the handle portion the forceps can be controlled.

The surgical instrument 21 further comprises a first sensor 28a, such a sensor
as described above, mounted to the surgical tool and a second sensor 28b
mounted at the handle. The sensor may be linked to the not shown data
collecting system of the computer system e.g. by wire (for example optical
fiber(s) or wireless e.g. blue tooth. The two sensors may provide both real

time position data as well as real time orientation data.

In an alternative embodiment the surgical instrument may comprise a pattern
generating arrangement. The surgical tool with a handle may for example be
in form of a surgical instrument assembly as described in W015124159. The
reflected /scattered pattern may thus be collected by a reader and
transmitted to a data collecting system of the computer system to provide a
part of the 3D surface data, which may preferably also be real time 3D data

and the real time position data and preferably also real time orientation data.

Fig. 6 illustrates a variation of the surgical instrument of Fig. 5, where the pair
of sensors 28c is positioned on the graspers of the forceps of the surgical tool
portion 24 of the surgical tool. Thereby the movements of the graspers may

be monitored as well and at the same time the sensors 28c on the graspers

PCT/DK2016/050180
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may be used to determine the real time position data and the real time

orientation data.

Fig. 7 illustrates a minimally invasive surgery cavity 31 — here the abdominal
cavity of a patient 36. The minimally invasive surgery cavity 31 is seen in a
transverse cross sectional view. The anatomic plans of a human patient are
indicated in the image 30 and the minimally invasive surgery cavity 31 is seen

in the transverso plan from the top vertical view.

The patient 36 is positioned on an operation table 33 with his back 34 against
the table 33 and his front 35 upwards. The minimally invasive surgery cavity
is blown up by injecting a gas into the cavity through a not shown incision
and the surface is indicated with reference 32. As illustrated the minimally
invasive surgery cavity surface 32 may be very uneven and with large curved

projections and recesses.

A number of sensors 38a are positioned onto the operation table. Only 4
sensors 38a are shown, but preferably at least 4 sensors 38a are positioned
in a rectangular configuration on the operation to define an X-Y-Z plan and
optionally with additional sensors.

Further a number of sensors 38b are mounted to the patient e.g. within the

minimally invasive surgery cavity 31 as shown.
The sensors 38a, 38b may e.g. be as described above.

An example of a real time correlated depiction of movements of a surgical
tool is illustrated in Fig. 8. The depiction comprises a number of squared
sections 41, 42, 43 concentrically arranged to surround a central area 40. The
dynamic depiction may advantageously change in a correlation with
movement of a not shown surgical tool, e.g. by changing the width of the
respective squared sections 41, 42, 43 individually from each other, by
changing the corner angles of the respective squared sections 41, 42, 43

individually from each other, by changing the color and/or color pattern of the
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respective squared sections 41, 42, 43 individually from each other, by
changing the size and/or shape of the central area 40 or by any combinations
thereof. For example the size of the central area 40 may indicate the distance
between the surgical tool and the minimally invasive surgery cavity surface
section e.g. seen in longitudinal distal direction from the surgical tool. The
color or color variations along the square shape of one or more of the
respective squared sections 41, 42, 43 may indicate the orientation of the tool,
and the width and/or the corner angles of the respective squared sections 41,
42, 43 may indicate the contour of the cavity surface section. When the
surgical tool is moved the depiction will be changing in a way which is

correlated with movement of the surgical tool.

Another example of a real time correlated depiction of movements of a
surgical too is illustrated in Fig. 9. The depiction is displayed on a displayer 50
in form of a flat screen. The depiction comprises a dynamic changing of
pattern correlated with movement of the not shown surgical tool. The pattern
is a crosshatched pattern 51 comprising a grid of lines which when the
surgical tool is far from the surface section has parallel, straight and crossed
lines, whereas when the surgical tool is within a selected distance from the
surface section the lines are bending as indicated with the reference 53 in
dependence on the contour of the surface. At the same time the distance
between parallel lines may reflect the distance between the surgical tool and
the minimally invasive surgery cavity surface section e.g. seen in longitudinal
distal direction from the surgical tool. Further the angles between the crossing
lines may indicate the orientation and angulation of the surgical tool. When
the surgical tool is moved the depiction will be changing in way which is

correlated with movement of the surgical tool.

A further example of a real time correlated depiction of movements of a
surgical tool is illustrated in Fig. 10. The depiction is displayed on a displayer
60 in form of a flat screen. The depiction comprises a dynamic changing of

light dots 61 correlated with movement of the not shown surgical tool. The
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light dots 61 are illustrated in their home position where the surgical tool is
far from the surface section and the light pattern is very regular. When the
surgical tool is within a selected distance from the surface section the position
of the light dots are changing in dependence on the contour of the surface. At
the same time the size of the light dots may reflect the distance between the
surgical tool and the minimally invasive surgery cavity surface section e.g.
seen in longitudinal distal direction from the surgical tool. Further the number
of light dots or the relative sizes of light dots may indicate the orientation and
angulation of the surgical tool. When the surgical tool is moved the depiction

will be changing in way which is correlated with movement of the surgical tool.

A variation of the depiction of Fig.10 is illustrated in Fig. 11. Here the light
dots 71 are arranged in another home configuration and the dots 71 may
further have varying colours e.g. in dependence of the distance to the target

area.

The time correlated depiction of movements of a surgical tool illustrated in Fig.
12 comprises a dynamic changing of rings 81, 82, 83, 84 correlated with
movement of the not shown surgical tool. The rings 81, 82, 83, 84 are
concentrically arranged and may vary in size, in shape, in line thickness, in

line color, in individual distances and or in other in way to indicate surface
contour, distances, orientation and other information which may be relevant

for the user e.g. as described above.

The time correlated depiction of movements of a surgical tool illustrated in Fig.
13 comprises a dynamic changing of a perimeter 91 and a bulge shaped
marking 92 correlated with movement of the not shown surgical tool. The
shape, size, line thickness and/or color of the perimeter 91 may e.g. change

in dependence of the contour of the surface section the distance between the
surgical tool and the surface section and/or the orientation of the surgical tool
and the bulge shaped marking 92 may e.g. change in dependence of the

distance between the surgical tool and the target area and optionally of the
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orientation of the surgical tool relative to the target area. The dot 93 indicates

a marker for the longitudinal direction of the not shown surgical tool.

Fig. 14 illustrates at least a part of a depiction system comprising a computer
system where a computer 101 and a data collection system 102 of the
depiction system are shown. The data collection system 102 is configured for
collecting the various data comprising at least 3D surface data and real time
position data. The collected data is transmitted to the computer 101 for
calculating depiction data and the depiction data is transmitted to one or
more display units comprising a screen 103, a loud speaker 104 for displaying
a sound depiction e.g. a beep — beep sound as explained above and/or

goggles 105 for displaying on a wearable display unit.

As it can be understood the display and the depiction may take many

different forms.

The depiction system of Fig. 15 is a variation of the depiction system of fig.
14 where only the screen display 103 is indicated. The depiction system
comprises an endoscope 108 and a surgical instrument with a not shown
handle e.g. forming part of or integrated with a robot arm and a surgical tool

107 configured for emitting a light pattern.

The surgical tool may have a handle for example be in form of a surgical
instrument assembly as described in W015124159.

The surgical tool is inserted through a not shown incision through the skin
layer 106 of a patient and into the minimally invasive surgery cavity 100a.
The light pattern is emitted towards the relevant surface section 100b and the
light pattern 109 is impinging on and a part is reflected and/or scattered from
the surface section 100b of the minimally invasive surgery cavity 100a. The
endoscope comprises an optical recorder for recording the reflected and/or
scattered light pattern 109, and the collected data which advantageously
includes 3D surface data (in real time), real time position data and real time

orientation date is transmitted by wire or wireless to the data collection
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system 102. In a variation thereof the optical recorder 108 is not a part of an
endoscope but inserted through the skin layer 106 at another place than the
site of the endoscope entry. In another variation the optical recorder 108 is

fixed to or integrated with the surgical tool.

The depiction system illustrated in Fig. 16 comprises a computer system
where a computer 111 and a data collection system of the depiction system
are shown. The data collection systems 112a is configured for collecting the
various data comprising at least 3D surface data and real time position data
and to transmit the data to the computer 111 for calculating depiction data
and the depiction data is transmitted to one or more display units comprising

a screen 113.

In the illustrated embodiment the depiction system comprises an endoscope
118 and a surgical instrument with a handle 117a and a surgical tool 117. The

surgical tool may further emit a light pattern as described in Fig. 15.

The endoscope 118 comprises a recorder for recording real images of the
surface section and the surgical tool. The real images are collected in a
secondary data collection system 112b of the computer system and
transmitted to the computer from where they are transmitted for displaying
on the screen 113 such that the real images 115 are timely associated with
the depiction 119.

In the shown figure 16 the surgical instrument is inserted through an incision
in the skin layer 116 of a patient via a cannula/trocar 117b which generates
an access port for the surgical tool 117. A sensor S2 is mounted to the
surgical tool 117 and another sensor S1 is mounted to the cannula 117b. A
target area T is marked at the surface section 110 for illustrative purposes.
The computer has information about the position of this target area T e.g. via
the images recorded by the recorder 118 of by other means. The respective
sensors S1 and S2 are advantageously distance sensors configured for

determining the respective distances D1 and D2 to the target area T and
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preferably also the respective position of the sensors S1, S2 relative to the
target area to thereby determine the orientation of the surgical tool 117.
Optionally, the longitudinal direction of the surgical tool 117 is
marked/depicted by a dot at target area T.

The real images 115 and the depiction are displayed on the display 113
besides each other. The target area T may also be shown on the real image
115. The depiction 119 is a graphical depiction showing the distance D1
between sensor S1 and the target area T as well as the distance D2 between
sensor S2 and the target area T. e.g. by a bar indicator 199a that is moved in

horizontal direction.

Fig. 17 illustrates a real time correlated depictions of movements of a surgical
tool 127 at 3 consecutive points in time T1, T2, T3, wherein the surgical tool

is positioned with different distance D1, D2, D3 to the surface section 120 e.g.
a target area of the surface section in longitudinal distal direction to the
surgical tool. As it can be seen the depiction 129 on the real image 125 at the
time T1 where the distance D1 is relatively large, is accordingly relatively
large. At the time T2 the distance D2 is smaller than D1 and the depiction 129
is accordingly smaller. At the time T3 the distance D3 is smaller than D2 and
the depiction 129 is accordingly even smaller. The displayed size of the real

image 125 is kept substantially constant.

The depiction system illustrated in Fig. 18 comprises a computer system
where a computer 131 and a data collection system 132 of the depiction
system are shown. The data collection systems 132 is configured for
collecting the various data comprising at least 3D surface data and real time
position data and to transmit the data to the computer 131 for calculating
depiction data and the depiction data is transmitted to one or more display
units comprising a screen 133. The depiction system further comprises an
endoscope 138, an acoustic sensor 134, such as an ultrasound sensor, and a
surgical instrument with a handle 137a and a surgical tool 137. The surgical

tool may further emit a light pattern as described in Fig. 15.
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The endoscope 138 comprises an arrangement for emitting a light pattern
and a recorder for recording real images of the surface section and the
surgical tool 137. The real images are collected in the data collection system
132 of the computer system and transmitted to the computer 131 from where
they are transmitted for displaying on the screen 133 such that the real

images 135 are timely associated with the depiction 139.

In the shown figure 18, the surgical instrument is inserted through an incision
in the skin layer 136 of a patient via a cannula 137b which generates an
access port for the surgical tool 137. A sensor S1 is mounted to the surgical
tool 137 for collection real time position data and transmitting the data to the
data collection system. The endoscope 138 is inserted through another
incision in the skin layer 136 of the patient. The endoscope is emitting a
stationary pattern such as a crosshatched pattern, which is impinging onto
and at least partly reflected/scattered from the surface section 130 of the
cavity, thereby revealing the surface contour of the surface section which is
recorded both in form of 3D surface data and in form of real images by the
recorder of the endoscope 138. The acoustic sensor 134 is inserted through a
further incision through the skin layer 136 of the patient for recording
additional 3D surface data. All the recorded data and images are transmitted
to the data collecting system 132. The data and images are transmitted to the
computer 131 for calculating depiction data and the depiction data and the
images are in a timely associate fashion transmitted to the display 133 for
being displayed, where the real images 135 are displayed and a part of the
depiction 139a are displayed on top of the real images 135. The part of the
depiction 139a displayed on top of the real images 135 are advantageously at
least partly transparent for the real images 135. The depiction also comprises
a graphical depiction part 139b e.g. in form of a distance indication displayed
beside the real images for example indicating the distance between the

surgical tool and a target area.
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The depiction system illustrated in Fig. 19 comprises a data collection system
142 and a computer 141 of a depiction system. The data collection systems
142 is configured for collecting the various data from not shown 3D surface
data generation means, position data generation means and optionally other
means as described above, where the data comprises at least 3D surface data
and real time position data. The data collection systems 142 is further
configured for collecting real images as described above and for transmitting
the data and images to the computer 141 for calculating depiction data and
the depiction data and the images are in a timely associate fashion
transmitted to the display 143a, where at least a part of the depiction 149a
are displayed on top of the real images 145. The part of the depiction 149a
displayed on top of the real images 145 are advantageously at least partly
transparent for the real images 145. The computer stores a number of
performance data sets as explained above and is programmed to analyse and
optionally benchmark the performance of a user relatively to one or more
stored performance data set — e.g. generated by the same user for determine
his improvement. In the example in Fig. 19 the computer system has
transmitted the user score 149b for being displayed. The depiction system is
further digital connected to a printer, other display unit and/or a smart phone
143b for printing or displaying a full evaluation of a user performance of a
minimally invasive surgery procedure. The full evaluation may include both
timely benchmarking and spatially surgical tool movement benchmarking as

well as any other benchmarking.

The depiction system illustrated in figure 20 comprises a data collection
system 152 and a computer 151 of a depiction system. The data collection
systems 152 is configured for collecting the various data from various 3D
surface data generation means, position data generation means and
optionally other means e.g. from an endoscope recorder 158 and/or sensor
on a surgical tool 157 as described above, where the data comprises at least
3D surface data and real time position data. The data collection systems 152

is further configured for collecting real images as described above and for



10

15

20

25

WO 2017/059860 PCT/DK2016/050180
51

transmitting the data and images to the computer 151 for calculating
depiction data and the depiction data and the images are in a timely associate
fashion transmitted to the display 153, where at least a part of the depiction
159 are displayed on top of the real images 155. The part of the depiction
159 displayed on top of the real images 155 are advantageously at least

partly transparent for the real images 155.

The depiction system further comprises a supervisor control unit 154a in
communication with or comprised in its computer system. The supervisor
control unit comprises a digital user (supervisor) interface and/or a sound
recorder for recording supervisor input, such as supervisor instructions. The
supervisor input data are transmitted via the computer 151 to the display 153

for being displayed as a supervisor depiction 154b.

The depiction system illustrated in Fig. 21 a data collection system 162 and a
computer 161 of a depiction system. The data collection systems 162 is
configured for collecting the various data from various 3D surface data
generation means, position data generation means and optionally other
means e.g. as explained herein e.g. below. The data comprises at least 3D
surface data and real time position data. The data collection systems 162 may
further be configured for collecting real images as described above and for
transmitting the data and images to the computer 161 for calculating
depiction data and the depiction data and the images are in a timely associate
fashion transmitted to the display 163.

In the illustrated embodiment the data generation means comprises an
endoscope 168 comprising an arrangement for emitting a light pattern and a
recorder for recording reflected/scattered light from the pattern and optionally
for recording real images of the surface section and the surgical tool 167. In a
variation of the shown embodiment the arrangement for emitting a light
pattern and a recorder for recording reflected/scattered light from the pattern

is not a part of an endoscope 168 but inserted through the skin layer 166 at
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another place than the site of the endoscope entry. The surgical tool 167 of

the depiction system is also configured for emitting a light pattern.

The surgical tool with a handle may for example be in form of a surgical
instrument assembly as described in W015124159. The handle and/or the

whole surgical tool may for example be a part of a robotic arm.

The endoscope 168 is inserted through an incision in the skin layer 166 of the
patient. The endoscope is emitting a stationary pattern such as a
crosshatched pattern 168a, which is impinging onto and at least partly
reflected/scattered from the surface section of the cavity, thereby revealing
the surface contour of the surface section which is recorded both in form of
3D surface data and preferably also in form of real images by the recorder of

the endoscope 168.

The surgical tool 167 is inserted through another incision (or same incision)
through the skin layer 166 of the patient and into the minimally invasive
surgery cavity. The light pattern is emitted towards the relevant surface
section and the light pattern 167a is impinging on and at least partly reflected
and/or scattered from the surface section of the minimally invasive surgery
cavity. As the surgical tool 167 is moved the pattern 167a emitted from the
surgical tool 167 becomes a dynamic pattern 167a upon the stationary
pattern 168a from the endoscope 168. As the reflected and/or scattered light
is recorded by the recorder of the endoscope 168 large amounts of 3D
surface data, real time position data as well as real time orientation data is
obtained and transmitted to the data collection system 162. The movements
of the dynamic pattern may be for example be related to the stationary
pattern and the relevant 3D, position and orientation data may be determined

using trigonometric calculation methods.

The depiction system further comprises a robot controller 160. The computer
161 is in data connection with the robot controller 160 for transmitting at

lease a part of the collected data including 3D surface data, real time spatial
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position data and real time orientation data to the robot controller 160. The
robot controller 160 is configured for controlling a not shown robot for
handling the surgical tool for performing a minimally invasive surgery
procedure and the depiction system is configured for displaying the depiction,
which comprises a real time correlated depiction of movements of the surgical
tool by the robot. Thereby a supervisor e.g. an operator can keep the robot
under observation during its performing of the minimally invasive surgery via
the displayed depiction and thereby control that the robot is operation
sufficiently accurate or as explained, the supervisor may correct the robot by
feeding instructions to the robot controller e.g. via a supervisor control unit as

shown in Fig. 20.

The figures are schematic and are not drawn to scale and may be simplified
for clarity. Throughout, the same reference numerals are used for identical or

corresponding parts.
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PATENT CLAIMS

1. A depiction system for generating a real time correlated depiction of

movements of a surgical tool, the system comprising

¢ a computer system configured for being in data communication with a
display unit,

¢ 3D surface data generation means for providing the computer system
with three-dimensional (3D) data representing at least one surface
section in 3D space of a minimally invasive surgery cavity, wherein said
surface section comprises a target area, and

¢ position data generation means for obtaining real time spatial position
data of at least a part of the surgical tool and for transmitting said

obtained spatial position data to said computer system,

wherein at least one of said 3D surface data generation means and said
position data generation means comprises surface position data generation
means for providing surface position data of at least said target area, said

computer system being programmed for

¢ determining a 3D surface contour of at least a part of said target area
of said surface section of said minimally invasive surgery cavity using
said 3D data,

¢ determining real time spatially position(s) of said surgical tool relative
to at least a part of said target area of said at least one surface section
using said spatial position data and said surface position data,

¢ calculating depiction data representing a depiction of said real time
relative spatial position(s) of said surgical tool onto at least a portion of
said surface contour of said surface section of said minimally invasive
surgery cavity, and for

¢ transmitting said depiction data to said display unit for real time

correlated depiction of movements of said surgical tool,
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preferably said portion of said surface contour has a size which is dynamically
changing in dependence of said relative position data, more preferably said
portion of said surface contour has a size which is sufficiently large to reflect

said surface contour of said portion.

2. The depiction system of claim 1, wherein the 3D surface data generation
means comprises a 3D database system, the 3D database system comprising
at least one 3D data set for at least one surface section of each of a plurality
of classified minimally invasive surgery cavities, wherein each 3D data set is
associated to said respective surface section(s) of at least one of said
classified minimally invasive surgery cavities, preferably said computer is
configured for acquiring a 3D data set for at least one surface section of a

classified minimally invasive surgery cavities.

3. The depiction system of claim 2, wherein said database system is loaded
onto a memory in data communication with or being a part of the computer

system.

4. The depiction system of claim 2 or 3, wherein one or more of said 3D
data sets comprises estimated 3D data, calculated 3D data, measured 3D
data or any combination thereof, preferably said 3D data sets each are
associated to a patient characteristic, such as a patient characteristic
comprising age, gender, weight, height body circumferential dimension(s) or

any combinations comprising the abovementioned.

5. The depiction system of any one of the preceding claims, wherein the 3D
surface data generation means comprises a user input data connection for
feeding 3D data for a selected patient onto the computer and wherein the
computer is configured for receiving such user input 3D data, said user input
3D data may preferably be added as 3D data set to said database system.

6. The depiction system of any one of the preceding claims, wherein the 3D
surface data generation means comprises a 3D surface sensor system for

determining at least a part of said 3D data for at least said surface section of
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said minimally invasive surgery cavity and transmitting means for transmitting
said determined for 3D data to said computer, optionally depiction system is
configured for adding determined 3D data as 3D data set to said database
system, preferably the computer system is configured for adding determined
3D data received from the 3D surface sensor system as 3D data set to said

database system.

7. The depiction system of claim 6, wherein the 3D surface sensor system
comprises at least one local reference sensor, preferably for spatial reference,
said at least one local reference sensor is preferably adapted to be positioned

on a patient and/or on a support (surgery table) for a patient.

8. The depiction system of claim 7, wherein said 3D surface data generation
means comprises said surface position data generation means for providing
surface position data of said target area, said surface position data generation

means comprises said least one local reference sensor.

9. The depiction system of any one of claims 6-8, wherein the 3D surface
sensor system comprises a 3D optical sensor, an acoustic sensor, a magnetic
sensor, an electric sensor, an electromagnetic sensor or any combinations

thereof.

10. The depiction system of claim 9, wherein the 3D surface sensor system
comprises a 3D optical sensor system comprising at least one optical source
and at least one optical reader such as an image recorder comprising a 2D
array of detectors, such as a camera, said 3D optical sensor system is

preferably a binocular sensor system or a multiocular sensor system.

11. The depiction system of claim 9 or 10, wherein the at least one optical
source is configured for emitting an optical tracking light pattern which
pattern when impinged onto and reflected and/or scattered from the surface
reveal the contour of the surface to thereby provide 3D data to be recorded

by the optical reader.

PCT/DK2016/050180
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12. The depiction system of claim 9 or claim 10, wherein the optical source is
adapted for emitting a substantially stationary optical pattern onto at least a
part of the surface section, said optical pattern emitting source optionally
being positioned on an endoscope which is adapted to be held substantially
stationary during the minimally invasive surgery procedure, such as on an

endoscope also comprising the recorder.

13. The depiction system of any one of claims 9-11, wherein the optical
source is adapted for emitting a dynamic optical pattern onto at least a part
of the surface section, said dynamic optical pattern is preferably dynamic by
being mounted onto a surgical tool such that the reflected and/or scattered
pattern (the pattern reflected and/or scattered from the surface section),
which may be recorder by the recorder is changing in relation to movements
of the surgical tool, preferably the changes of the reflected and/or scattered

pattern is correlated to the movements of the surgical tool.

14. The depiction system of claim 13, wherein the optical source temporarily
or permanently fixed to the surgical tool and said optical source also form part

of the position data generation means.

15. The depiction system of any one of claims 6-14, wherein the 3D surface
sensor system comprises an acoustic sensor system comprising at least one
sonic wave emitter and at least one sonic wave receiver, preferably the
acoustic sensor system comprises two or more sonic wave receivers, such as

a 2D array of sonic wave receivers e.g. piezo sonic wave receivers.

16.  The depiction system of claim 15, wherein the acoustic sensor system

comprises an ultrasound sensor.

17.  The depiction system of any one of claims 6-16, wherein the 3D
surface sensor system comprises a magnetic sensor system, such as a
magnetic induction tomography sensor system and/or a magnetic resonance

tomography sensor.
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18.  The depiction system of any one of claims 6-17, wherein the 3D
surface sensor system comprises an electric sensor system, such as a micro

mechanical sensor system.

19.  The depiction system of any one of claims 5-18, wherein the 3D
surface sensor system comprises an X-ray computed tomography sensor (CT

scanning sensor).

20.  The depiction system of any one of the preceding claims, wherein the
position data generation means for obtaining real time spatial position data of
at least a part of the surgical tool comprises a position sensor system, said
position sensor system preferably comprises a 3D optical sensor, an acoustic
sensor, a magnetic sensor, an electric sensor, an accelerometer, a gyroscope,
a gravimeter an inertial navigation system a local positioning system or any

combinations thereof.

21.  The depiction system of claim 20, wherein said position sensor system
comprising a sensor element adapted to be or being physically connected to

or integrated with the surgical tool.

22. The depiction system of claim 20 or claim 21, wherein said position
sensor system comprises at least one local reference sensor, preferably for
spatial reference, said at least one local reference sensor is preferably
adapted to be positioned on a patient and/or on a support (surgery table) for

a patient.

23. The depiction system of claim 22, wherein said at least one reference
sensor provides said local positioning system, preferably said position sensor

system comprises a plurality local reference sensors.

24.  The depiction system of any one of claims 20-23, wherein said position
sensor system is configured for obtaining real time spatial position data of the

surgical tool and for transmitting said obtained spatial position data to said
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computer system, wherein said real time spatial position data is on form of

real time spatial position data in an X-Y-Z dimensional space.

25.  The depiction system of any one of claims 20-24, wherein said position
sensor system comprises at least one distance sensor, such as a short range

laser based sensor e.g. as provided by SICK AG, Germany.

26. The depiction system of any one of the claims 20-25, wherein said real
time spatial position data comprises position data correlated to said 3D data
representing at least one surface section in 3D space, preferably said real
time spatial position data comprises determining a distance from the surgical
tool or said at least one part of said surgical tool to said surface section,
preferably to said target area of said surface section , more preferably to a
point of the surface section correlated with an orientation direction of the tool,
where the orientation direction of the tool is determined from an access
opening into the minimally invasive surgery cavity through which the tool is

inserted and the farthest extension of the tool into the cavity.

27.  The depiction system of any one of the claims 20-26, wherein said 3D
surface sensor system and said position sensor system are at least partly

integrated to form a combined 3D surface and position sensor system.

28.  The depiction system of any one of the preceding claims, wherein said
computer system is in data connection with said 3D surface data generation
means and is configured for acquire said 3D data representing at least one
surface section in 3D space of a minimally invasive surgery cavity from said
3D surface data generation means , preferably said computer system is
configured for receiving instruction via a user interface to acquire said 3D

data and upon receiving such instructions to acquire said 3D data.

29. The depiction system of claim 28, wherein said computer system for
one user procedure is configured for acquire said 3D data representing at
least one surface section in 3D space of a minimally invasive surgery cavity in

one single time data package.
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30. The depiction system of claim 28, wherein said computer system for
one user procedure is configured for acquiring said 3D data by consecutively
acquiring 3D data packages representing at least one surface section in 3D
space of a minimally invasive surgery, wherein said consecutively acquired 3D
data packages preferably comprises timely updated 3D data and/or 3D data
representing at least one additional surface section in 3D space for each of

said consecutive acquired 3D data packages.

31. The depiction system of any one of the preceding claims, wherein said
computer system is in data communication with said position data generation
means and is configured for in real time acquire said obtained real time
spatial position data of at least a part of the surgical tool, preferably said
computer system is configured for receiving instruction via a user interface to
acquire said spatial position data and upon receiving such instructions to

acquire said spatial position data.

32. The depiction system of any one of the preceding claims, wherein said
computer system is configured for controlling said 3D surface data generation
means and said position data generation means, preferably said computer is
configured for receiving instruction via a user interface to conduct a user
process and based on said instruction to acquire the required data from the
3D surface data generation means and the position data generation means
and to conduct the user procedure until a termination signal is transmitted to

the computer.

33. The depiction system of any one of the preceding claims, wherein said
system further comprises orientation data generation means for obtaining real
time spatial orientation data of at least a part of the surgical tool and for
transmitting said obtained spatial orientation data to said computer system,

said computer system being programmed for

¢ determining real time spatially orientation(s) of said surgical tool using

said spatial orientation data,
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¢ calculating depiction data representing a depiction of said real time
spatial orientation(s) of said surgical tool onto at least a portion of said
surface contour of said surface section of said minimally invasive
surgery cavity, and for

¢ transmitting said depiction data to said display unit for real time

correlated depiction of movements of said surgical tool.

34. The depiction system of claim 33, wherein said depiction data
representing a depiction of said real time relative spatial position(s) and said
real time spatial orientation(s) of said surgical tool onto at least a portion of
said surface contour of said surface section of said minimally invasive surgery
cavity comprises depiction data representing an associated depiction of said
real time relative spatial position(s) and said real time spatial orientation(s) of

said surgical tool onto at least a portion of said surface contour.

35. The depiction system of claim 34, wherein said associated depiction of
said real time relative spatial position(s) and said real time spatial
orientation(s) of said surgical tool onto at least a portion of said surface
contour comprises a depiction of said real time relative spatial position(s) onto
said surface contour in a direction coordinated with said real time spatial

orientation(s) of said surgical tool.

36. The depiction system of any one of claims 33-35, wherein said orientation
data generation means comprises an orientation sensor connected to or
integrated with said surgical tool, said orientation sensor preferably comprise
at least one distance sensor, such as a short range laser based sensor e.g. as
provided by SICK AG, Germany, said at least one direction sensor
preferably being mounted to emit laser light in distal direction
relative to the surgical tool, preferably oriented substantially parallel to a

longitudinal direction of the surgical tool.

PCT/DK2016/050180
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37. The depiction system of any one of claims 33-36, wherein said position
data generation means and said orientation data generation means are at
least partly integrated to a combined position data and an orientation data

generation means.

38. The depiction system of any one of the preceding claims, wherein said
depiction data representing a depiction of said real time relative spatial
position(s) of said surgical tool onto said determined 3D surface contour of
said surface section of said minimally invasive surgery cavity comprises
depiction data encoding a depiction of a dynamic pattern representation, a
dynamic scaling of colours representation, a dynamic schematic
representation, a dynamic graphical representation and/or a dynamic
augmented reality representation, preferably said encoded depiction

comprises a non-image-accurate depiction of the surgical tool .

39. The depiction system of claim 38, wherein said depiction data
comprises data encoding a depiction of a dynamic pattern representation,
wherein the dynamic pattern representation comprises a depiction of a virtual
pattern resembling an emitted light pattern impinged onto the determined 3D
surface contour, wherein the virtual pattern preferably comprises arch shaped

and/or ring shaped lines and/or a plurality of angled lines.

40. The depiction system of claim 38 or claim 39, wherein the dynamic
pattern representation comprises a depiction of said virtual pattern onto the
determined 3D surface contour, such that the depiction comprises a dynamic
modification of the virtual pattern wherein the dynamic modification is

correlated to the determined real time spatially position(s) of said surgical tool.

41. The depiction system of claim 38 or claim 40, wherein said depiction
comprises a depiction of a dynamic scaling of colours representation, wherein
the dynamic scaling of colours representation comprises a visual coloured
representation of the determined real time spatially position(s) of said surgical

tool relative to said determined 3D surface contour wherein the colouring is
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dynamically modified in correlation to changes of the spatial position and
optional orientation caused by the movements of the surgical tool relative to

said determined 3D surface contour.

42.  The depiction system of any one of claims 38-41, wherein said
depiction comprises a dynamic schematic representation, wherein the
dynamic schematic representation comprises a diagrammatic representation
of the determined real time spatially position(s) of said surgical tool relative to
said determined 3D surface contour wherein the diagrammatic representation
is dynamically modified in correlation to changes of the spatial position and
optional orientation caused by the movements of the surgical tool relative to

said determined 3D surface contour.

43. The depiction system of any one of claims 38-42, wherein said
depiction comprises a depiction of a dynamic graphical representation,
wherein the dynamic graphical representation comprises a graphical
representation of the determined real time spatially position(s) of said surgical
tool relative to said determined 3D surface contour wherein the graphical
representation is dynamically modified in correlation to changes of the spatial
position and optional orientation caused by the movements of the surgical

tool relative to said determined 3D surface contour.

44.  The depiction system of any one of claims 38-43, wherein said
depiction comprises a depiction of a dynamic augmented reality
representation, wherein the dynamic augmented reality representation
comprises an augmented reality representation of the determined real time
spatially position(s) of said surgical tool relative to said determined 3D surface
contour wherein the augmented reality representation is dynamically modified
in correlation to changes of the spatial position and optional orientation
caused by the movements of the surgical tool relative to said determined 3D

surface contour.
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45.  The depiction system of any one of claims 38-43, wherein said
depiction comprises a sound depiction, such as a beeping sound where the
tone and/or the beep-rate is correlated to the relative distance between the

surgical tool and the surface section.

46. The depiction system of any one of the preceding claims, wherein said
calculated depiction data is configured for being displaced on said display unit,
wherein the display unit is selected from a 2D screen, a 3D screen, a

projector system (such as an augmented projector system), a wearable

display unit (goggles) or any combinations thereof.

47. The depiction system of any one of the preceding claims, wherein said
calculated depiction data comprises pixel data for a pixel based display unit,
such as a screen, said pixel data preferably comprises red-blue-green pixel
data, preferable for displaying high colour or true colour comprising at least

16 bits per pixel (bpp), such as at least 20 bpp.

48. The depiction system of claim 46, wherein said pixel data of said
depiction data representing a depiction of said real time spatial position(s) of
said surgical tool onto said determined 3D surface contour of said surface
section of said minimally invasive surgery cavity is dynamically modified in
correlation to changes of the spatial position and optional orientation caused
by the movements of the surgical tool relative to said determined 3D surface
contour, preferably the calculated depiction data comprises pixel data for a
2D display, such as a 2D display of at least about 1000 pixels, such as at least

10.000 pixels optionally comprising sub-pixels.

49. The depiction system of any one of the preceding claims, wherein said
display unit is part of said depiction system, said display unit is preferably
selected from a 2D screen, a 3D screen, a projector system (such as an
augmented projector system), a wearable display unit (goggles) or any
combinations thereof.

PCT/DK2016/050180
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50. The depiction system of any one of the preceding claims, wherein said
depiction system comprises a real imaging system configured for generating
real imaging data for a real imaging of said at least one surface section of
said minimally invasive surgery cavity, said real imaging system is a 2D real
imaging system, a 3D real imaging system a virtual reality real imaging

system, an augmented reality real imaging system or any combination thereof.

51. The depiction system of claim 50, wherein said real imaging system
comprises an image recorder (camera) for acquiring at least one real image of
said at least one surface of section of said minimally invasive surgery cavity,
said image recorder preferably being a part of an endoscope, said image
recorder preferably being a videoscope preferably acquiring real time images

of said at least one surface section of said minimally invasive surgery cavity.

52. The depiction system of claim 51, wherein said image recorder is a 2D
recorder comprising a 2D array of detectors in form of pixel detectors,
preferably the image recorder comprises at least 1000 pixels, such as at least
10.000 pixels, preferably the image recorder is a mega pixel recorder
comprising at least 1 mega pixels.

53. The depiction system of claim 51, wherein said image recorder is a 3D
recorder comprising a 3D array of detectors in form of pixel detectors,
preferably the image recorder comprises at least 1000 pixels, such as at least
10.000 pixels, preferably the image recorder is a mega pixel recorder
comprising at least 1 mega pixels.

54. The depiction system of any one of claims 51-53, wherein the image
recorder constitutes at least a part of said 3D surface data generation means
for providing the computer system with said three-dimensional (3D) data
representing said at least one surface section in 3D space of said minimally

invasive surgery cavity.

55. The depiction system of any one of claims 50-54, wherein the depiction

system is configured for transmitting said real imaging data to said display

PCT/DK2016/050180
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unit for providing a real imaging of said at least one surface section of said
minimally invasive surgery cavity, said real imaging preferably comprises

displaying said acquired image(s).

56. The depiction system of any one of claims 50-55, wherein the depiction
system is configured for displaying said real imaging of the at least one
surface section of the minimally invasive surgery cavity and said real time
correlated depiction of movements of said surgical tool by a common display

unit.

57. The depiction system of any one of claims 50-56, wherein the depiction
system is configured for displaying said real imaging of the at least one
surface section of the minimally invasive surgery cavity and onto said real
imaging to display said depiction of said real time relative spatial position(s)
of said surgical tool onto said surface contour of said surface section of said
minimally invasive surgery cavity, preferably said depiction of said real time
relative spatial position(s) of said surgical tool onto said surface contour of
said surface section of said minimally invasive surgery cavity is projected onto
said real imaging of the at least one surface section of the minimally invasive
surgery cavity, said depiction of said real time relative spatial position(s) of
said surgical tool onto said surface contour of said surface section of said
minimally invasive surgery cavity is preferably at least partly transparent for
said real imaging of the at least one surface section of the minimally invasive

surgery cavity.

58.  The depiction system of any one of the preceding claims, wherein said
depiction system comprises a robot controller in data connection with or
integrated with said computer system, said robot controller being configured
for receiving said respective data preferably comprising said 3D surface data,
said real time spatial position data and preferably said real time orientation
data and optionally derived data (such as the depiction data), said robot
controller being configured for controlling a robot for handling said surgical

tool for performing a minimally invasive surgery procedure.
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59. The depiction system of claim 58, wherein said robot controller being

configured for acquiring said respective data from said computer system.

60. The depiction system of claim 58 or claim 59, wherein said robot
controller being configured for receiving instructions from a supervisor (an
assisting surgeon), said controller preferably being configured for receiving
instructions from a supervisor by data input via a digital user interface and/or
by orally instruction, said robot controller preferably being configured to
modify movements of said surgical tool in response to said supervisor

instructions.

61. The depiction system of any one of claims 58-60, wherein depiction
system being configured for simultaneously, via said robot controller,
controlling said robot for handling said surgical tool for performing a minimally
invasive surgery procedure and for transmitting said depiction data to said
display unit, wherein said depiction comprises a real time correlated depiction

of said movements of said surgical tool by said robot.

62. The depiction system of any one of the preceding claims, wherein said
computer system comprises a memory and is configured for storing
performance data sets, each performance data set comprises performance
data associated with a minimally invasive procedure, said performance data
preferably comprises at least said position data for said minimally invasive
procedure, and preferably at least one of said 3D data, said orientation data,
said depiction data for said minimally invasive procedure or any combination

thereof.

63. The depiction system of claim 62, wherein said computer system is
programmed to analyse said respective performance data set and preferably
to transmit a feedback evaluation(s) of said respective minimally invasive

procedures to a display means, such as the display unit and/or a printer.

64. The depiction system of claim 62 or claim 63, wherein said computer

system is programmed to determine an improved performance data set

PCT/DK2016/050180
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relative to a selected performance set, and to transmit at least a part of the
data, such as depiction data of said improved performance data set to a
display means, such as the display unit and/or a printer, preferably said
computer is programmed to compare said improved performance data set for
said selected performance set and said selected performance set to determine
data differences and to transmit said data differences to a display means,

such as the display unit and/or a printer.

65. The depiction system of any one of claims 62-64, wherein said computer
system is programmed to transmit selected data of said one or more
performance data set to a display means, such as the display unit and/or a

printer, preferably upon request from a user.

66. The depiction system of any one of claims 62-65, wherein said
depiction system is configured for operating in a training mode, said surgical
tool being a training tool, wherein said depiction system when operating in its
training mode is configured for determine training depiction data representing
a training depiction of said real time relative spatial position(s) of said training
tool onto at least a portion of said surface contour of said surface section of
said minimally invasive surgery cavity, and for transmitting said training
depiction data to said display unit for real time correlated depiction of
movements of said training tool, said training tool optionally being an artificial

tool or a real surgical tool

67. The depiction system of claim 66, wherein said position data generation
means being configured for obtaining real time spatial position data of at least
a part of the training tool and for transmitting said obtained spatial position

data to said computer system, said computer system being programmed for

¢ calculating said training depiction data representing said training
depiction of said real time relative spatial position(s) of said training
tool onto at least a portion of said surface contour of said surface

section of said minimally invasive surgery cavity, and for
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¢ transmitting said training depiction data to said display unit for real

time correlated depiction of movements of said training tool.

68. The depiction system of claim 66 or claim 67, wherein said computer
system is configured for transmitting said training depiction data and
associated performance depiction data of stored performance data set for the
same or a corresponding minimally invasive surgery cavity, preferably for
performing a benchmarking of said performance depiction data relative to
said training depiction data, preferably transmission of said training depiction

data and associated performance depiction data are timely associated.

69. The depiction system of any one of the preceding claims, wherein said
computer system is configured for receiving supervisor input (e.g. from a
supervisor surgeon or a training database), to determine supervisor depiction
data based on said supervisor input and transmitting said supervisor depiction
data to said display unit, preferably said computer is configured for acquiring
said supervisor input from a training database, via a digital user interface or
by oral supervisor input, said supervisor input optionally being supervisor

instruction.

70. The depiction system of claim 70, wherein said computer system is
configured for transmitting said depiction data and said supervisor depiction

data to said display unit to be displayed separately or in a combined depiction.

71. The depiction system of any one of claims 66-70, wherein said computer
system is configured for transmitting said training depiction data and/or said
supervisor depiction data and said associated performance depiction data to
said display unit to be displayed separately, such as in a side by side

configuration.
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