008/008578 A2 |00 0 000 O O O

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Organization
International Bureau

(43) International Publication Date
17 January 2008 (17.01.2008)

PO 00 00

(10) International Publication Number

WO 2008/008578 A2

(51) International Patent Classification:

HO4N 7/14 (2006.01)
(21) International Application Number:
PCT/US2007/070482
(22) International Filing Date: 6 June 2007 (06.06.2007)
(25) Filing Language: English
(26) Publication Language: English

(30) Priority Data:
11/456,339 10 July 2006 (10.07.2006) US

(71) Applicant (for all designated States except US): CISCO
TECHNOLOGY, INC. [US/US]; 170 West Tasman
Drive, San Jose, CA 95134 (US).

(72) Inventors; and

(75) Inventors/Applicants (for US only): DHUEY, Michael,
J. [US/US]; 22577 San Juan Road, Cupertino, CA 95015
(US). GRAHAM, Philip, R. [US/US]; 638 Quince Lane,
Milpitas, CA 95035 (US). WALES, Richard, T. [US/US];
760 Caribou Court, Sunnydale, CA 94087 (US).

(74) Agent: SHOWALTER, Barton, E.; Baker Botts L.1.p.,
2001 Ross Avenue, Suite 600, Dallas, TX 75201 (US).

(81) Designated States (unless otherwise indicated, for every
kind of national protection available): AE, AG, AL, AM,
AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ, CA, CH,
CN, CO, CR, CU, CZ, DE, DK, DM, DO, DZ, EC, EE, EG,
ES, FI, GB, GD, GE, GH, GM, GT, HN, HR, HU, ID, 1L,
IN, IS, JP, KE, KG, KM, KN, KP, KR, KZ, LA, LC, LK,
LR, LS, LT, LU, LY, MA, MD, ME, MG, MK, MN, MW,
MX, MY, MZ, NA, NG, NI, NO, NZ, OM, PG, PH, PL,
PT, RO, RS, RU, SC, SD, SE, SG, SK, SL, SM, SV, SY,
TJ, TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,
M, ZW.

(84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG, ZM,
ZW), Burasian (AM, AZ, BY, KG, KZ, MD, RU, TJ, TM),
European (AT, BE, BG, CH, CY, CZ, DE, DK, EE, ES, FI,
FR, GB, GR, HU, IE, IS, IT, LT, LU, LV, MC, MT, NL, PL,
PT, RO, SE, SI, SK, TR), OAPI (BF, BJ, CF, CG, CI, CM,
GA, GN, GQ, GW, ML, MR, NE, SN, TD, TG).

Declarations under Rule 4.17:
as to applicant’s entitlement to apply for and be granted a
patent (Rule 4.17(ii))

[Continued on next page]

(54) Title: SYSTEM AND METHOD FOR DYNAMIC CONTROL OF IMAGE CAPTURE IN A VIDEO CONFERENCE SYS-

TEM

e 1
I 4 :
i
! I]:] 6 1
i I
| f 1
| |
' R CONFERENCE '
5 \j > DISPLAY {
I
| |
i 8 i
| I
Ny I
l |
l oaoa l
I ooo :
{ !
| I
| |
i |
L e e e e J

o (57) Abstract: A system and method are provided for capturing and transmitting frames in a video conference. The method com-

=
=

prises determining a frame rate and a shutter speed according to variable control data, capturing image data according to the de-

termined shutter speed, and transmitting the captured image data through a communication interface to a remote video conference
system. The variable control data specifies a relationship between the frame rate and the shutter speed.



WO 2008/008578 A2 || DA 00 0000000 0 00O O

— asto the applicant’s entitlement to claim the priority of the ~ For two-letter codes and other abbreviations, refer to the "Guid-
earlier application (Rule 4.17(iii)) ance Notes on Codes and Abbreviations” appearing at the begin-
Published: ning of each regular issue of the PCT Gagzette.

—  without international search report and to be republished
upon receipt of that report



10

15

20

25

WO 2008/008578 PCT/US2007/070482

SYSTEM AND METHOD FOR DYNAMIC CONTROL OF IMAGE CAPTURE IN
A VIDEO CONFERENCE SYSTEM

TECHNICAL FIELD

This invention relates in general to communications, and more particularly to a
system and method for dynamic control of image capture in a video conference

system.

BACKGROUND

Video conferencing, also known as video teleconferencing, is a form of visual
collaboration that has existed in some form or another since the introduction of the
television. Primitive forms of video conferencing were demonstrated with closed
circuit television systems using cable. NASA also implemented a primitive form of
video conferencing during the first manned space flights, using multiple radio links.

Such techniques, however, proved to be too expensive and otherwise
impractical for more mundane applications, such as business meetings. Video
conferencing did not become a viable communication option for these applications
until improvements in bandwidth and compression techniques in the 1980s and 1990s
enabled practical transmission over digital networks. Finally, [P-based
communication systems emerged as a common conferencing medium in the late
1990s.

Today, video conferencing applications are spreading throughout the business
and healthcare industries, as well as the general public. The underlying technology
continues to evolve, however, and new processes and systems need to be developed to
improve the quality, reliability, and simplicity of this cutting edge communications

medium.

SUMMARY

In accordance with the present invention, certain disadvantages and problems
associated with the quality of video conference systems have been substantially
reduced or eliminated. In particular, the present invention significantly improves the
quality of video conference systems through a system and method for reducing blur in

image capture.
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In accordance with one embodiment of the present invention, a method is

provided for capturing and transmitting frames in a video conference. The method
comprises determining a frame rate and a shutter speed according to variable control
data, capturing image data according to the determined shutter speed, and transmitting
the captured image data through a communication interface to a remote video
conference system. The variable control data specifies a relationship between the
frame rate and the shutter speed.

In accordance with another embodiment of the present invention, a system is
provided for capturing and transmitting frames in a video conference. The system
comprises an image data interface, a communication interface, and a controller
coupled to the image data interface and to the communication interface. The
controller is operable to receive variable control data through the communication
interface, capture image data through the image data interface according to a variable
shutter speed parameter in the control data, and transmit the captured image data
through the communication interface to a remote video conference system.

An advantage of certain embodiments is the ability of conference participants
to control image capture characteristics of a remote imaging device. More
particularly, conference participants may dynamically adjust image capture
parameters to control blur and strobe effects of images that are captured and
transmitted from a remote conference location. Accordingly, conference participants
may dynamically compensate for individual preferences, as well as varying degrees of
motion by remote participants.

Other technical advantages of the present invention may be readily apparent to
one skilled in the art from the following figures, descriptions, and claims. Moreover,
while specific advantages have been enumerated above, various embodiments may
include all, some, or none of the enumerated advantages.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present invention and its
advantages, reference is now made to the following description, taken in conjunction
with the accompanying drawings, in which:

FIGURE 1 is a simplified block diagram of an endpoint in a video conference

System;
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3
FIGURE 2 is a simplified block diagram of a video capture device in the

endpoint of FIGURE 1; and
FIGURE 3 is a flowchart that illustrates an example operation of the video
capture device of FIGURE 2.

DETAILED DESCRIPTION

The principles of the present invention may be implemented in a variety of
hardware and software configurations. As is commonly understood in the art, the
structure for implementing the functions described below may comprise any
appropriately configured data processing hardware, software, process, algorithm, or
combination thereof. Moreover, the structure and functions may be consolidated in a
single physical device or distributed across many physical devices.

Additionally, certain embodiments are described below with reference to an
exemplary network of functional elements. Each such functional element may
represent a hardware device, software, process, or any combination thereof. A
“network” comprises any number of these functional elements coupled to and in
communication with each other through a communications medium. A
“communications medium” includes without limitation any conductive, optical,
electromagnetic, or other medium through which a functional element can transmit
data. Unless otherwise indicated in context below, all network nodes may use
publicly available protocols or messaging services to exchange signals, messages, and
other forms of electronic communication with each other through a network.

Software and data structures associated with certain aspects typically are
stored in a memory, which may be coupled to a functional element directly or
remotely through a network. The term “memory,” as used herein, includes without
limitation any volatile or persistent medium, such as an electrical circuit, magnetic
disk, or optical disk, in which a data or software may be stored for any duration. A
single memory may encompass and be distributed across a plurality of media.

FIGURE 1 is a simplified block diagram of an endpoint 2 in a video
conference system in which the invention may operate. Endpoint 2 is provided for
illustrative purposes only, as the configuration and elements of video conference

systems may vary widely. The functional elements of endpoint 2 may include,
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4
without limitation, video capture device 4, conference display 6, endpoint controller

8, and user interface 10. Typically, an endpoint further includes an element for audio
input (e.g., a microphone) and audio output (e.g., speakers). Video capture device 4
represents any imaging device or video input element operable to receive image data
and produce an image frame, such as a digital video camera. Conference display 6
represents any video output element operable to display images, while user interface
10 represents any functional element operable to interact with an end-user
(particularly a conference participant).

Endpoint controller 8 represents any functional element operable to
communicate with other elements of a video conference system, including local
elements such as video capture device 4 and remote elements coupled through a
network interface across a network 12. Endpoint controller 8 generally is operable to
establish media sessions with a remote video conference system endpoint across
network 12. In certain embodiments, endpoint controller 8 also controls the behavior
of user interface 10 and receives user input from user interface 10. Endpoint
controller 8 may further comprise a codec, which is any functional element operable
to compress/decompress media streams (including image data) associated with a
conference.

Certain embodiments of the present invention contemplate operation in an
environment of a conventional audio and video conferencing system. Other
embodiments, though, are intended to operate in conjunction with conferencing
elements designed to provide an experience that simulates a face-to-face conference.
For instance, such elements may comprise one or more high-definition screens of
sufficient dimensions to display life-size images of conference participants, while
audio components provide high-definition surround sound. Such an experience is
referred to herein as a “telepresence” conference to convey the concept of a
conferencing system that surpasses the quality and experience of conventional video
conferencing experiences.

In general, conferencing systems operate by establishing a media session.
between two endpoints, particularly across a network. FIGURE 1 may be
representative of both endpoints, but as already noted, the precise configuration of

endpoints may vary widely. Once the endpoints establish a media session, they each
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5
employ various elements to capture and convey media data, such as audio and video

data. The media data is then transferred between the two endpoints across the
network as a media stream. The receiving endpoint then conveys the media data to
conference participants through an appropriate output device (e.g., conference display
6). As described below, certain embodiments of the invention provide a mechanism
for interactively controlling the capture and transfer of the media data.

FIGURE 2 is a simplified block diagram of video capture device 4 in the
endpoint of FIGURE 1. Video capture device 4 generally comprises a memory 14, an
image controller 16, and an image capture interface 18. In certain embodiments,
video capture device 4 also may include a communication interface 20.

In one embodiment, image capture interface 18 comprises a light sensor 22
and a shutter (not pictured). The shutter may be a physical mechanism, or it may be a
virtual (or electronic) shutter. Image controller 16 opens a physical shutter to expose
light to light sensor 22, and closes the shutter to interrupt light reaching light sensor
22. In contrast, image controller 16 may operate an electronic shutter simply by
instructing light sensor 22 to collect image data for a given time, and then possibly
ignore it for a given time. The term “shutter speed” generally refers to the length of
time that light sensor 22 collects the image data. Image controller 16 converts light
information from light sensor 22 into image data, which is typically stored in memory
14. Image data representing a single image generally is referred to as a “frame.”

Communication interface 20 represents any functional element operable to
connect to other functional elements for transferring data in digitized or analog signal
form, and may include without limitation an Ethernet interface, air link, infrared link,
serial port, or parallel port. Communication interface 20 may be coupled to a remote
endpoint of a video conference system, either directly or indirectly. As FIGURE 1
illustrates, communication interface 20 may couple video capture device 4 to a remote
endpoint indirectly through endpoint controller 8, which is coupled to network 12.
Image controller 16 may receive control data from the remote endpoint through
communication interface 20, and may transmit frames through communication
interface 20 to a remote endpoint for viewing by other conference participants. The
rate at which image controller 16 transmits frames is referred to herein as the “frame

transmission rate.” The frame transmission rate may be the same as the frame capture
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6
rate. Collectively, the frame transmission rate and the frame capture rate are referred

to as the “frame rate.”

Shutter speed generally affects the characteristics of a given image. In
particular, shutter speed affects “blur” and “strobe” characteristics. Given a certain
frame capture rate, for example, a relatively high shutter speed may produce clear
images that appear to strobe (i.e. move discontinuously) when displayed. In contrast,
a lower shutter speed may produce images that appear continuous, but blurred when
displayed. These effects may be compounded even further by rapid motion (i.e.
significant changes between frames). To accommodate varying degrees of motion, as
well as individual preferences of conference participants, various embodiments of the
invention provide a mechanism for dynamically controlling the shutter speed and/or
frame rate to adjust these blur and strobe effects (as described in greater detail below).

FIGURE 3 is a flowchart that illustrates an example operation of video capture
device 4 that dynamically controls the shutter speed and/or frame rate during a video
conference. In step 100, endpoint controller 8 establishes a media session with a
remote endpoint. In step 102, image controller 16 receives control data. In step 104,
image controller 16 processes control data to determine an appropriate shutter speed
and frame rate. In step 106, image controller 16 operates the shutter to capture image
data and generate a frame according to the shutter speed and frame rate determined in
step 104. In step 108, image controller 16 transmits the image data through
communication interface 20. Image controller 16 repeats steps 102-108 until
determining that the session has been terminated (steps 110-112).

The control data referenced above may represent static, pre-configured data, or
it may represent dynamic control data generated as the result of end-user actions
associated with either image controller 16 or a remote endpoint. For example, image
controller 16 or the remote endpoint may by coupled to a user interface having a dial,
slide bar, free-form input field, or the like for an end-user to control the image
characteristics. The control data generally comprises variable parameters that
determine a relationship between the shutter speed and frame rate (or frame time). In
some embodiments, the relationship is the resultv of independent parameters, while in
others the relationship represents a ratio of one parameter to the other. In one

embodiment, for example, control data comprises an independent or absolute
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representation of a variable shutter speed and a fixed frame rate (or vice versa). In an

alternate embodiment, though, control data may represent a ratio or percentage of
shutter speed to frame rate, blur to strobe, or any other suitable metric.

In certain embodiments, control data may be received through communication
interface 20 from a remote endpoint (thereby allowing remote control of image
characteristics), or from endpoint controller 8. Alternatively, image controller 16 may
retrieve control data from memory 14.

Although the present invention has been described with several embodiments,
a myriad of changes, variations, alterations, transformations, and modifications may
be suggested to one skilled in the art, and it is intended that the present invention

encompass such changes, variations, alterations, transformations, and modifications as

 fall within the scope of the appended claims.
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WHAT IS CLAIMED IS:

1. A video conferencing system comprising:

a digital video camera operable to capture digital video frames according to a
frame rate and a shutter speed; and

a video conference controller coupled to the digital video camera, the video
conference controller operable to establish a video conference session with a remote
endpoint, to receive control data from the remote endpoint specifying requested frame
capture parameters, to set the frame rate and the shutter speed for the digital video
camera based on the requested frame capture parameters, to receive digital video
frames from the digital video camera, and to transmit packets encoding the digital

video frames to the remote endpoint in conjunction with the video conference session.

2. The video conferencing system of Claim 1, further comprising:

a display operable to display video information received from the remote
endpoint; and

a user interface operable to provide a control to enable selection of remote
frame capture parameters, wherein the video conference controller is further operable
to relay the remote frame capture parameters to the remote endpoint to dynamically
affect the displayed video information in real time in response to selection of the

control.
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3. A method of capturing and transmitting frames in a video conference, the
method comprising:

determining a frame rate and a shutter speed according to variable control
data, wherein the variable control data specifies a relationship between the frame rate
and the shutter speed;

capturing image data according to the determined shutter speed; and

transmitting the captured image data through a communication interface to a

remote video conference system.

4. The method of Claim 3, wherein the variable control data is received from

the remote video conference system through the communication interface.

5. The method of Claim 3, wherein the variable control data comprises a fixed

frame rate input and a variable shutter speed input.

6. The method of Claim 3, wherein the variable control data comprises a

variable frame rate input and a fixed shutter speed input.

7. The method of Claim 3, wherein the variable control data comprises a ratio

of the frame rate to the shutter speed.

8. The method of Claim 3, wherein:

the communication interface is a network interface;

the variable control data is received from the video conference system through
the network interface;

the variable control data comprises a fixed frame rate input and a variable
shutter speed input; and

the variable shutter speed input comprises a ratio of the frame rate to the

shutter speed.
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9. A system for capturing and transmitting frames in a video conference, the
system comprising:

an image data interface;

a communication interface; and

5 a controller coupled to the image data interface and to the communication

interface, the controller operable to:

receive control data through the communication interface, wherein the control
data comprises a variable shutter speed parameter;

capture image data through the image data interface according to the variable

10 shutter speed parameter; and
transmit the captured image data through the communication interface to a

remote video conference system.

10. The system of Claim 9, wherein the control data further comprises a frame
rate parameter and the variable shutter speed parameter is a fraction of the frame rate

15 parameter.

11. The system of Claim 9, wherein the variable shutter speed parameter is a

ratio of a shutter speed to a frame rate.

12. The system of Claim 9, wherein the control data is received from the

remote video conference system through the communication interface.

20 13. The system of Claim 9, wherein:
the control data further comprises a frame rate parameter and the variable
shutter speed parameter is a fraction of the frame rate parameter; and
the control data is received from the video conference system through the

communication interface.
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14. Software for capturing and transmitting frames in a video conference, the
software being embodied in a computer-readable memory comprising computer code
such that when executed is operable to:

determine a frame rate and a shutter speed according to variable control data,

5 wherein the variable control data specifies a relationship between the frame rate and
the shutter speed;

capture image data according to the determined shutter speed; and

transmit the captured image data through a communication interface to a

remote video conference system.

10 15. The software of Claim 14, wherein the variable control data comprises a

fixed frame rate input and a variable shutter speed input.

16. The software of Claim 14, wherein the variable control data comprises a

variable frame rate input and a fixed shutter speed input.

17. The software of Claim 14, wherein the variable control data comprises a

15 ratio of the frame rate to the shutter speed.

18. The software of Claim 14, wherein the variable control data is received

from the remote video conference system through the communication interface.

19. The software of Claim 14, wherein:
the variable control data is received from the video conference system through
20 the communication interface;
the variable control data comprises a fixed frame rate input and a variable
shutter speed input; and
the variable shutter speed input comprises a ratio of the frame rate to the

shutter speed.
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20. A system for capturing and transmitting frames in a video conference, the
system comprising:

means for receiving control data from a remote endpoint through a network,
wherein the control data comprises a variable shutter speed parameter;

means for receiving image data according to the variable shutter speed
parameter;

means for converting the image data to a frame; and

means for transmitting the frame through the network to the remote endpoint.
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