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METHOD AND APPARATUS FOR ONLINE CONTACT LENS EVALUATION

BACKGROUND OF THE INVENTION

Field of the Invention

Embodiments of the invention are generally related to the applications of
ophthalmic wavefront sensing, and more particularly to measuring and evaluating the

position and effects of a contact lens in vivo.

Description of the Related Art

The measurement of a person’s vision can be accomplished in many ways. The
most traditional method involves a visual acuity measurement in which the patient is
asked to read variously sized letters on a distant chart while looking through different
lens prescriptions provided by the practitioner. The patient’s manifest refraction (i.e.,
spherical powef, cylinder power, and axis) is determined by the patient’s choice of the
test lenses, which provide the clearest vision of the distant eye chart. Shortcomings of
this technique are widely recognized. For example, the test lenses are limited to discrete
rather than continuous prescription values; visual acuity is substantially the only vision
metric that is evaluated; and the evaluation is subjective rather than objective.

There are added complications when contact lenses are worn by the patient to
improve vision. It is well known that the position of a contact lens iz vivo is not stable.
The tear film on which the lens rides provides a medium that allows the lens to slide in
any direction and rotate as a function of gaze direction, blinking, and for other reasons.

If the vision defect of the person’s eye is not symmetrical over the diameter of the pupil
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(for example, astigmatism), then the optimum performance of the contact lens will be.
obtaine& only when the lens has a particular, stabilized orientation on the eye.

Over the past several years, technologically advaﬁced apparatus and techniques
have been developed to ﬁeasuré visual é,ouity and other vision metrics that provide more
accurate and informative results than those obtained in the past. For example, devices
known as aberrometers incorporate Wa\'fefront senslqrs that objectively measure
aberrations of the batient’s eye. These aberrations not only include the manifest
refraction values of spﬁere and cylinder/axis, but also include aberrations such as
spherical abeﬁation, Eoma, and irregular astigmaﬁsm, for examplc, which can
significantly iinpair visual quality in ﬁmy instancqs. The acéurate measurement of this
more complex quy of visual defects is important in order to attempt to coﬁect the‘m,. ,
Knowledge of the position and stability of a contact lens is especially sigrﬂﬁcanf due to
the con;ple;g association b‘etween lens posjtion and aberration céntrol. There is
additional value in being able to determine the interaction between contact lens position
‘and éberration control in an online state; i.e., Waveﬁ‘on‘p énd in-vivo contact lens
information measuremehf, evalua’;ion, and (optionally) diéplay all in a matter of
milliseconds. It is not apparent that until now, online, bbj ective evaluation of éoptact
lens. position and stability, along with corresponding pupﬂ parameter and wavefront

measurements were possible.

Summary of the Invention

An embodiment of the invention is directed to a specially marked contact lens
suited to online, in-vivo measurement of position and orientation. According to an aspect
of this embodiment, the lens’s posterior or anterior surface, or the lens body, has a light

2
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absorbing or scattering pattern of marks in an optical zone region of the lens. The marks
’ ére intendéd to be illuminated by light that is pfopagating from the retina outward, and
which are then imaggd by a CC]j detector/camera. This illumination technique provides
a contrasting bright pupil image with dark appearing marks. The marks do not affect the
vision of a person wearing the contact lens. In varioué aspects of the embodiment, thé
mark; may be molded marks, laser-ablated marks, lithographically applied marks, and -
other forms, as one skilled in the art will appreqiate, In other various éspects, the marks
may Be in a pattern having 'either, or neither, rotational or translational symmetry..-
Alternatively, the marks may be aligned along a pre-defined curve, along a plurality éf
straight lines that may or may not intersect, or along lings that intersect in a
pre-determined pattern. In an aspect of this embodiment, the marks are each sized to
have a diameter of less than about 200 microns; and in another aspect, the marks have a
diameter-in a range between about 50 microns to 200 microns. In an exemplary aspect,
the marks have a mutual separation distance 'of about 600 microhs.

In an alternative aspect of this embodiment, a contact lens is provided havinga -
pattern of colored marks outside of the pupil area of the subject’s eye when the lens is in-
vivo. These marks are not illuminated from behind, but from the front side if any
additional illuminatio;l should be necessary. In one variation, the péttem comprises at
least three colored marks arranged in a non-rotationally symmetric pattern.

Another embodiment of the invention is directed to a method for objectively
evaluating a contact lens in-vivo, online. The in-vivo position and orientation of a
specially marked contact lens can be determined objectively with respect to a me'asured
pupil coordinate in a mi}lisecond time frame (“online”) over a pre-determined time
interval. This provides, among other things, evaluation of the contact lens substantially

3
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instantaneously as it is being worn. The evaluation is performed with an aberrometer
device and includes the steps of fitting the patient with a selectively marked (described in
greater detail below) contact lens, illuminatiné the patient’s eye such that the light
scatterred from the retina fills the pupil and this outgoing light illuminates the lens marks,
imaging the exiting light such that the marks on the lens are resolved, detefmining a
positi;n coordinate of the pupil (for example, pupil center, pupil oﬂeﬁtatign), and
determining the position of the marks (or othér lens-reférence coordinates) with respect
to the pupil COOIdiIﬁtCS_. In an aspect of this embodiment, a Houéh transform is used to
identify and locate the lens marks and lené position/ otientation..
. Inan altgmative aspect of this embodiment assogiated with a contact lens having
a colofed mark pattern referred to above, the colored marl;s outside of the pupil area on
the in-;iivo lens can be detected With an appropriate filter. This may be preférred if the
 color of the marks are similar to the subj gct’s iris color. Once the marks are detecfed, a
software routine can be utilized to compare the found mark pattern with the mérk
structure on the lens to evaluate lens position and orientation.

The online measurement and evaluation of the in-vivo contact lens position can
occur at rates of 10Hz or greater. Fof.example, using an‘ 800MHz processor allows
oniinf,; pfocessing at a rate of about.25Hz. A 1.6GHz processor Wpuld suﬁstantially
double this rate, which is processor speed, rather than algorithm capability, limited. In a
related aspect, total wavefront measurements of the eye can be made online, as can pupil
size, simultaneously with the contact lens position measurements. In a further aspect, the
most frequently occurring wavefront aberration , and, contact lens position, can be

determined and optionally displayed. In this regard, co-pending application serial

* number , entitled ONLINE WAVEFRONT MEAS UREMENT AND

4
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DISPLAY, filed simultanedusly with the instant application, is iﬁcorporated by reference
in its entirety to the fullest extent allowed By applicable laws and rules. In each of these .
aspects, blinking intervals can be determined during which times the typicaily anomalous
measurement data and evaluation can be excluded.

The foregoing emﬁodiments of the invention and various aspects thereof will be
further set forth in the accompanying ﬁgﬁres and in accordance with thé detailed

description below and as defined in the appended claims.

'BRIEF DESCRIPTION OF THE DRAWINGS -
 Figurelisa bloctk‘ diagram setting forth a method embodiment of the inveﬁtion; :
Figure 2 'is a schematic front view of an in-vivo contact lens according to an
embodiment of the invention; |
Figure3isa blo‘ck diagrém according to another method embodiment according -
to the invention;
Figul;e 4isa phbto gréphic cdpy of a Hartmann-Shack wavefront image obtaiﬁed
in accordance with an embodiment of the invention;
- FigureSisa bloc;,k diagram of an apparatus embodiment according to the
invention,; | |
Figure 6 is an illustrative drawing of Hartmann-Shack cenﬁoid irnages accord'ing
to an embodiment of the invention;
Figure 7 is a block diagram of a fast centroiding algorithm according to an
embodiment of the invention;
Figure 8 is an illustrative diagram of rows and columné of centroid images in
accordance with an algorithm embodiment of the invention;

5
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Figure 9 is an illustrative diagram in accordc;mc‘;e with a fast centroiding algorithm
embodiment of the invention;
Figure 10 is a photographic copy of Hartmann-Shack centroid images in
accordance with a fast centroiding algorithfn embodiment of the invention;
Figure 11 is a block diagram relating to a method embodiment of the invention;
Figures 12-16 are plots of contact lens position coqrdinatés, pupil parameters, and |
aberraﬁon measuremenfs, respecti{fély, as a function of time according to an embodiment
of the invention; |
Figure 17 is a photographic image of an algorithm evaluation of é contact lens
‘according to an embddiment of the invention;
Figure 18 is a schematic illustration of a contéct lens marking process according
to an embodiﬁent of the invention; |
| Figure 19isa diggrammatic top view of an aperture pattern according to a contact
lens marking process embodiment of the invention; | | |
- Figure 20 is a diagrammatic top view of lens marks on a contact lens surféce
'according to an embodiment of the invention; |
Figure 21 is a photographic image of an in-vivo contact lens according to an
embodiment of the invention; and
Figures 22-32 are a sequence of diagrams and images illustrating the
determination of pupil size and position according to an exemblary embodiment of the
invention, where
Figure 22 isa ﬂow chart type diagram that shows the use of the pupil-finder

algorithm in an online measurement according to an embodiment of the invention;
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| Figure 23 is a flow chart type diagram that shows how various data is evalﬁated
according to the embodied invention; -

Figure 24 is a photbcop}'f of a pupil image according to an exemplary
embodiment of the invention;

- Figure 25 is a greyscale image of a compressed and inverted pupil image
accordj:ng to an exemplary embodiment of the invention; A

F igu;fe 261s .a binary image of a compressed pupil. image according to an
exemplai'y einbodinient‘ of the iﬁvenﬁon; h

Figﬁfé 27 shows the greyscale image of Figure 25 aﬁér noise filtering abcording
to an exemplary embodiment of the invention;

Figure 28 shows the binary image of Figure 26 after further reflex filtering
according to an exemplary embodiment of the in{feption;

Figure 29 is a greyscale image of a compressed and inverted pupil image as in
Figure 25 having a different cémpression facfor according to an exemplary embodiment
of the invention; | |

Figure30isa reﬁned binary pupil image from Figure 28 according to an
exemplary embodiment of the invention;

Figure 31 is a plot of the difference between the found region and the pupil as a
function of x-position relating to eyelid correction according to an exemplary
embodiment of the invention;

. Figure 32 is a binary pupil image showing eyelid correction according to an

exemplary embodiment of the invention;
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Figure 33 is a picturé of a subject’s eye and contact lens in-vivo having colored
dot markings on the lens surface éutside of the pupil area according to an aspect of the
invention; and |

Figure 34 is the ﬁnage in Figure 33 after color filtering for mark detection

according to an embodiment of the invention.

Detailed Description of a Preferred Embodiment

The term “online” as used herein, refers to measuring and evaluating (and
optionally displaying) selected phenomena substantially simﬂtaneously. In the
embodied applications, this generally means acquiring a wavefront (lenslet) image,
analyzing the wavefront data, and (optionally) displaying the results in a time of less tﬁan |
about 100ms, and typically less than 40ms, over a selected time interval of ten’s of
seconds, typically about 10-20 seconds but in no way so limited. For example, according
.t‘o an illustrative embodiment, the in-vivo position and orientatioﬁ ofa speéially marked -
contact lens, along with pupﬂ size and position, and a selected second through 9
Zernike-order aberration are determined and displayed ;at arate of 25Hz over a 10 second
interval. 250 ixﬁage pairs comprising pupil and Hartmann-Shack lenslet images are
acquired, from whi)ch the instantaneously available (approximately 40ms/imége) data
indicates how and where th'e contact lens moves and the effect of the movement on the
measured aberrations that affect vision quality. It will be appreciated that éberration
order is dependent upon lenslet pitch/diameter in the Hartmann-Shack technique, and
that measurements can be made of aberrations up to 25" order.

An embodiment of the invention directed to a specially marked contact lens 210
is illustrated with respect to f‘igures 2, 18, 19 and 20. Figuré 20 shows a top view

8
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schematic of a contact lens 210 according to an illustrative embbdimeﬁt of the invention.
The convex lens surface includes'a plurality of marks 215 (shown as square marks in
Figure 20) located in a central optical zone region 222 of the lens. When light in an
outgoing direction (i.e., séattered and traveling ﬁ:qm the retina towards and through the
pupil) illuminates the lens, the marks 215 -absorb or scatter the light to become visible,
and can be iﬁaaged by a CCD ca.rhera as will be described below. The marks 215 do not
affect the vision of the i)atient wearing the lens.

' In an exemplary embodiment, the marks 215 are laser-ablated regions on one of
the lens surfaces (posterior or anterior), which are formed by sending a laser beam
having suitabie characteristics through a pinhole aperture diaphragm 1802 as shown
schematically in Figures 18, 19. The diéphragm 1802 is placeci about 2mm abo;ré the
contact lens 210 and the laser beam is scanned across the diaphragm as illustrated by the
arrow m Figure 18. The white crosses 1804 in Figure 19 indicate fixation points of the
diaphragm. -The marks can alternatively be formed by other means such as, for eﬁcatﬁple,
directly ablating selective regions of a lens sﬁrface, a molding process, or through a
lithographic processi Each c;f tﬁe marks 215 has a size corresponding to a diameter in a
range between about 50 microns to 200 microns. In an exemplary aspect, a distance of -
about 600 microns mutually sepé.rates the marks. As shown m Figure 20, the marks are
aligned along three étraigh;c lines A, B, C that intersect at a common point D. Each of the
lines has a length of about 5Smm. As shown in the figure, lines A and C intersect at an
angle of 140°, while lines A and B intersect at an angle of 100°. As further illustrated in
Figure 2, the marks 215 are within the pupil area 208 of the patient’s eye with the contact
lens in-vivo, although the center 207 of the contact lens may not be identical with the

‘center of the pupil 209. The contact lens may also be rotated. The plurality of marks can

9
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be in a pattern that has no rotational symmetry and which may or may not have
translational symmetry. The marks may be alignéd along one or more pre-defﬁed
curves including intersecting straight lines as desér;ibed above. When the marks are in a
pattern of threé straight intersecting lines as shown, the range of intersection angles can
be between about 20° fo 300° with a deviation of approximately 10°.' |

In an alternative aspect of the lens embodiment, a lens 3302 (zn-vwo) as shown in
~ the photo—lmage of Figure 33 has a pattern of colored dots 3304 (only a single dot is
shown at the arrow), each approximately Imm in diameter, in a part of the lens surface
that is outside the pupil region of the subject’s eye. In the illustrative aspect shown in
Figure 33; the cqlored dot 3304 is blue, si’mi}ar to the color of the subject’s iris. In érder
to measure in-vivo contact lens position and orientation (including lens inversion), a
pattern of at least three marks is necessarsl.‘ The patterh should not have rotational
symmetry. It is to be understood that the colored mark pattern is not restricted to dots, as
described, nor to a certain number of marks; rather, substantially any ndn—rotatiénally
symmetric pattern will suffice. Moreover, these markings need not be restricted to a
particular surface of the contact lens, nor to a particular regiori; 1.e., a suitably detectable
patterp of ﬁmks or indicia may be located on the lens rim, 'inside of an optidal Zone or
outside of the optical zone of the lens, depending on the characteristics of the marks, as a
person skilled in the art will appreciate.

Another embodiment of the invention is directed to a method for.obj ectively
evaluating a contact lens in-vivo, in an online manner. The steps of a method
embodiment 100 for objectively evaluating a contact lens in-vivo, online, are set forth in
the block diagram of Figure 1. According to this illust‘rativve embodiment, the contact

lens is lens 215 described above with reference to Figures 2, 18, 19 and 20. An
10
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alternative aspect of this embodiment for the specially marked lens 3302 shown in Figure
33 will be described.below. It is to be appreciated that, as mentioned above, the entire .
process set forth below in reference to Figure 1 requires approxinnateiy 40ms per ifnage
based upon the algorithm used (which will be discussed in detail below), then occurs
again for a next image, and so on, for the desired time interval. Data, but not images, is
stored as will be explained in more detail below, thus the data storage requirement and
the algorithm itself Wﬂl influence the peﬁnissible time interval for image actmisitioﬁ. At
step 105 a iaatient is fitted with a specially marked contact lens such as described above.
This is illustrated again with reference to Figure 2, which schematically sths a front |
view of a subject’s eye 205 fitted with an exemplary embodiment of a specially marked
contact lens 210. The subject is positioned with respect to an aberrometer/wavefront
sensor 520 as illustrated in the system diagram 500 of Figure 5. The aﬁparatus 500
generally comprises an illumination source 50:5 suchasa lassr for illuminating the -
ﬁatient’s eye and the contact lens 210, a pupil camera 510 for obtaining an image of the
patient’s eye operably connected to the laser through a control system 515, and a |
‘wavefront sensor component 520 for detecting and analyzing centroid images. The
subject’s eye 205 is illuminated by measurement light 502 at step 110 such that the light
scattered from the subject’s retina floods the pupil and illuminates the lens marks 215
with the outgoing light. At step 115 of Figure 1, the light 503 exiting the eye is detected
- and imaged by a CCD-camera component of the wavefront sensor 520 so that the
illuminated lens marks are suitably resolved, as illustrated by the photographic copy
2102 in Figure 21. Atsqme point, noted by step 120, position/diameter coordinates of
the subjecf’s pupil are determined. These coordinates could include the pupil center, for
example, and may further include pupil orientation, pupil diameter, or other selected

11
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pupil parameters. A detailed example of pupil parameter determination will be set forth
below. At step 125, a center of mass dete@ation is made for each of th.e imaged lens
marks to determine mar'k.position coordinates. Once the lens mark coordinates are
known, the positipn and orientation of the contact lens-with respect to-the measured pupil
parameter can readily be deduced as set forth at step 130. According to the embodiment
just described, the crosses 1804 shown in Fig. 19 act as reference markings on the lens,
which aid in determining the position and orientation of the lens in-vivo. The pupil
center, for example;,, can al§vays be established in reference to the lens marks 1804.
Typically, the marks 1804 are standard markings oﬁtside of the optical zone of the lens
and are not to be confused with the special markings 215 described herein.

In'an e}'cemplary embodimént, step 130 is carried out using a modified Hough
transform. This technique provides a fault-tolerant method for fast calculation of the
position and orientation of both rotationally and non-rotationally symmetric line patterns '
such as the iltustrative lens marks described above, even in a noisy environment. Both
classical Hough transform and generalized Houéh transform techniques are well known
by those skilled in the art, therefore a detailed description is not necessary for an
unders;canding of the invention. The interested reader is referred to the Internet address

http://cs-alb-pc3.massey.ac.nz/notes/59318/111 html for an exemplary description. In

general, according to an illustrative embodiment of the invention, the lens marks are
aﬁanged in lines. The angles between these lines are known. A Hough transform is done
for all points. Angular accumulations connecting at least two points are found in the
Hough transform. The angular distances of these accumulation areas are correlated with
the angles of the known lines in the structure. This gives a first approximation on the
angle. Hoﬁgh—back—transformation of the points in these accumulation areas which

12
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satisfy the given angle relation allows a clear allocation of the pbints to the lines. Points
that do not lie oﬁ these lines are discriminated. This works even for the case that only
points building two of the lines are given. ForAtest purposes, a correlation with the ahgles
of a flipped structufe can also be Bﬁilt. If the correlation is higher than in the first case,
an indication for a flipped-contact lens is found. Thé rotaﬁon éf the \‘Nhé)le structure is
_determined from the average angles of the lines. The shifts.a.re determined With' the
crossing pqints of the lines. It is possible to run the algorithm with a low angular
- resolution and to pre-calculate parts of the Hough transform. This ensures short
calcuiétion times of a few milliseconds. An example for the detected pupil and marks is
" shown by the photographic copy in Figure 17. All marks have been found by the
algorithm. The additional poinfs, which do not belong to the marks, in general, are not
well defined (for eacﬁ dot the algorithm gives a quality factor which is low for these
dots) and can therefore be excluded in most cases. It is also possible to exclude those
points that do not fit into the predefined structure.

An altefhative aspect of fhis embodiment is described with reference to Figures
33 and 34. Figure 33 shows an in-vivo contact lens 3302 with a blue mark 3304 in the
| upper part of the image (éhdwn by the arrow). In this illustrative example, the color of
the iris is blue and is very similar to the color of the mark 3304; however it is possible to
clearly detect thé mark by using an appropriate filter. The filter can be applied in the
following way: The color of every iaixel is defined by an RGB-value, i.e. 3 bytes for
every color red, green and blue. All three colors are restricted to a certain range, which
is most characteristic for the mark color. In the instant example, the filter had the
following restrictions:

a) Ratio of red intensity to blue intensity is smaller than 0.6;

13
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b) Ratio of blue intensity to green inf;nsity is smaller than 1.4; and

¢) Ratio of blue intensity to green intensity is larger than 1.0.
| Figure 34 shows the filtered image of Figure 33 where colored dot 5304 is cleerly
detectable. Some pupil glint artifacts can also be seen in the figure. Any other
rest;icﬁons for the color could be chosen that would be helpful for ﬁnding the regions for
the right eolor. A mark pattern consisting of at least three different marks, without
notatienal symmetry, is sufficient for determining contact lens pbsition and erientation.
(including lens ‘inversion) i;z-vive. After filtering, the desired structure can be compared
with the measured pattern to determine the position and orientation of the contact lens
according to a Variefy of software techniques well known to those skilled in the art.
In an aspect of these ernbediments a plurality of waneﬁont images in
correspondence with the contact lens images can also be obtamed online as shown at step
. ,135 in Figure 1. In an exemplary embodlment a Hartmann—Shack wavefront sensor is
used to obtain second-order through sixth-order Zernike amplitudes, although up to 9%
order can be obtained if desired based upon lenslet parameters. Wavefront sensing
techniques other than fhe Hartmann-Shack principle are widely known and can also be
used. For example, wavefront sensing based on the Tscherning principle can be used,
among others. Commercially available wavefront sensors are tynically provided with
software algorithms that facilitate Waveﬁent measurement and analysis.

In order to make online wavefront measurements and analyses in the context of
the instant description, a very fast algorithm is employed as described in the co-pending
application referred to above, and described in detail below. Those skilled in the art will -
apprecia;te, however, that various algorithms can be constructed for centroid analysis. A
method for‘online centroid detection in a wavefront image as set forth at step 140 in

14
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Figure 1 according to the instant embodiment is further described with reference to the
flow chart diagram 300 of Figure 3. In the illustrated embodiment, a sequential plurality
- of itnages are ac;quired, analyzed, and displayed at a rate of 25hz, but for the sake of
simplicity the algorithm steps set forth beiow apply to ‘a single wavefront image and are
repéated for every wavefront image. At step 302, an X x Y pixel sizé wavefront image is
acquired, as shown for example by image 42 in Figure 4. The light spot images are
r¢preéer_1ted by variable pixel signal intensities as shown. Images taken from a CCD
camera usually consist of an array of pixels in which every pixel is assigned a number
proportional to the amount of charge collected at this pixel. This number is referred to as
the signal of the pixel. In the 111ustrat1ve descnptlon that follows, a regula.r square grid of ‘

bright points in a dark image will be described in detail.

1) Image Compressmn

After é;:quiring the image at step 302, the image is comp;essed fromsize Xx Y
pixels to X/n x Y/m pixels at step 304. This can be done by averaging the signal fbr
every pixel inannx m pixel sqﬁare in the original image starting, for example, in the
upper left corner 606 (Figure 6) of the image and scanning through the imagé. The si@él
in the upper leﬁ corner of the compreséed image is then set to the avérage of the first
square, the signal of the next pixel is set to the average of the next (second) square, and -
so on, finally yielding a picture X/n x Y/m pixels in size. n and m should be integers
with X/n and Y/m also being iﬁteger values. In an exemplary embodiment, n = m = 8.

ii) Background Subtraction

At step 306, the compressed image is then divided iﬁto square regions, or tiles
(not to be confused With thé pixel squares in (i) above). In the exemplary embodiment,
one tile is a square of 64x64 pixels, but other sizes can be used. Typically, one tile might
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contain 3-5 centroids. The average signal is again calculated for every tile. The average
values for the tiles are then linearly extrapolated to yield a baci{groﬁnd value for any
location in the image. This background is then subtracted from the image yielding a low
signal outside the centroids. In the illustrative embodiment, a signal-to-noise ratio of two
was improved to a signal-to-noise ratio of 10 by the baquround subtraction.

iif) Rough Structure Detection

At step 308, the approximate;, or rough, s#ucMe points (centroids) are identified: -
First, a maximum is defined as the highest signal in the compressed image. The
maximum is determined by a scan through the image, and the X-position, Y-position,
and signal value of every pixel is recorded in a table, but only if the signal value of this
point is greater than a certain percentage of the maximum, e.g., 30 % (o£her values can
be selected by the user). In the exgmplary embodiment, this yields a list of about 400
entries as shown in Table I. The list is sorted by ciesceﬁding signal as shown. Any ofa

variety of known quick sorting routines is available to accomplish this.

TABLE1
Signal | X Position | Y Position
223 86 .55
154 85 75
135 87 95
133 115 56
110 118 74
108 114 93

The first entry (highest signal value) is defined as the first rough structure point. Then,
all entries in the list that obey a certain pre-set condition are defined as rough structure
points. In the exemplary embodiment, the pre-set condition is that the position of the
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particular entry is farther away from all yet found rough structure points than a pre-set
distance. Inan exemplary embodiment, the distance is 17 pixels. After this first
iteméaﬁon, a table of rough structure points ig created that includes approximately 95% of
all points that are to be detected. |
iv) Refine Detection of Structure
To increases the confidence level thaf .';111 points of the structure are found, s;cep
. 308 Ean .be répeated as shown at block 310, sétting a new minimum to a certain .
percentage of the minimum in the first iteration. The second iteration finds points that
were too weak in signal té be found in the first iteration. The rough structure points
found in the ﬁrst‘iteration are accounted for so they will not be found again (i.e., they do
not obey the condition of being farther away than a pre-set distance from the detected
pointsj.
v) Ultimate Structure Detection
At step 312, the ultimate centroid positions are determined. Since the image was
earlier compressed in stei) 304, much of the information originally contained in the
image was ignored. This information can now be used to determine more exact centroid
positioné.‘ Using the original uncompressed imagg, a square of, for example, 15x15
pixels is created a;round every rough point. Generally, each square is smaller than 2x the
minimum distance to insure that each square contains only one centroid, and is larger ‘
than the centroid itself. In the exemplary embodiment this value is between ﬁve aﬁd 30
‘ pixels. ’i’hen, the center of mass of signal for the signal distribution inside the square is
determined, giving rise to the substantially exact position of the centroid.
Inan ~aspec‘:t of the embodiment, step 312 can be repgated, for éxample, 1,2,3..n
times to aetennine still more exact results. The calculated "center of mass in the previous
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step is subsequently used. Each structure point can also be assigned a éuality factor |
depending on how much the position of the center of mass changes if the square around
the pixel is willingly shifted by a user-set distance; at step 312. In an exemplary
embbdiment, this distance is five pixels. The pointé whose positions have changed the
least are assigned the highest quality factqrs. In this manner, spuﬁous points or noise.
assigned a low quality factor can be eliminated, as they likely represent false structure
points.

In the illustrative embodiment:directed to Hartmann-Shack wavefront sensing, iﬁ
is desirable to be able to correlate the centroids with the corresponding image forming
lenslet of the microlens array. Thus, an aspect 700 of the embodiment as illustrated in
Figure 7 is directed té the process of sorting the detected centroids ‘so as to assign them
to a regular square grid pattern. It will be appreciated by those sl;illed in the art that the
algoriﬂﬁn can be easil'y adapted to other strucfures or configurations such as, for
example, points on rinés, or any straight lme of points.

At step 702, the desired sorting configuration is selected. In the exemplary‘ |
embodiment, the configuration is a square grid based upon the geometry of the microlens -
arra;y. For every previously found centroid point, i, the formula for a straight line 604 is
calculated containing the centroid point, i, and having a slope of 1 (45°), as shown at step
704. For starting positiqns of the upper left corner 606 or lower right corner 607 of the
image (as shown in Figure 6), slope values between 0.1 to 0.9 can be used. Likewise,
when the starting position is the upper right corner 608 or the lower left corner 609 of the
image,.slope values from —0.1to —0.9 can be selected. At step 7Q6, the distance n; (602?
Figure 6), between the line 604 and, in tﬁe illustrative embodiment, the upper left corner
606 of the image 610 is calculated, as illustrated in Fig. 6. All centroids, i, are then
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sorted by n; at step 7 08 startiﬁg with the centroid having the smallest n; value. At step
710, the centroid with the smallest n; value is assigned to Row 1 and is stored in memory
as the last centroid of Row 1. Tn an aspect of the embodiment, the last centroids of the
existing rows are stored in memory during step 710. At step 712, éregion 810 (Figure 8)
is defined that, in an exemplary embodiment, comprises an area to the right of the last
centroid 805 of a given row, having dimensions that can be controlled and varied to
adjust for different lenslet arrayé, and having a shape that is suited to detecting the
selected grid configuration, as illustrated in Figﬁre 8; which shows the search area 810
for the nexf ceﬁtréid. Any shape suited for detecting other grid configurations is
alternatively possible. Examples of the lenslet array parameters include maximum angle
902, mlmmum dis;cance 904, maximum distance 1 (906), and maximum disfcénce 2 (908),
as illustrated in Figure 9. Then, at step 714, the next higher n; value is selected. and that
centroid is checked, with respect to all existing rows, whether the centroid is in the
defined region. If yeé, then at step 716, that centroid is as;signed as the last centroid of
tha’p row. Ifno, than that centroid is assigned the last centroid of a new ro§v. ‘Steps 714-
716 are now repeated for all centroids. In this manner, rows start to build up from left to
right. At step 720, the average y;position for each row is calculated and the rows are
sorted according to their averagé y-position. This step facilitates marking of the top row
as Row 1, tile next row as Row 2, and so on.

Before describing the steps for sorting the columns, it is beneficial to point out
that the situation can occur as illustrated by tﬁe faintly seen points lying along lines
1002, 1004 as shown 1n Figure 10; i.e., some centroids 1012, 1014 in the middle of a row
have not been detected due t6 bad quality of the centroid points, and the centroids to the

left and right have been assigned to different rows. In this event, optional step 722
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involves merging these rows. This is accomplishéd by the following sﬁb-steps: Frdm
the mean average y-position for each row from step 714, calculate the mean distance
between the rows by subtracting Yrow1~Vrowz (vielding the distance between Row1 and
| Row2); Viowz-Yrow3 (yielding the distance between Row2 and Row3); and so on, and then
* taking the mean values of the obtained distances. In the éxemplary embodiment, the
 criteria for merging rows j and k is: If yj-yi < £*a and (P sirst > Pjjast OF Picjast < Pj’ﬁr;t )
where: | |

f is a variable parameter in the range between about 0.1-0.7 that is set by the user.
In the exemplary embodiment, values between 0.3 to 0.5 are used;

a is the mean distance between rows (seé above);

Py first is the x value of the first (left-most) centroid of the k row; and

Py 1ast is the x value of the last (right-most) centroid of the k row.

In other words, the rows are merged if they are much closer 1n the y-position than typical -
and if they don’t ovérlap i.e.rowjis éither completely to the left or completely to the
right of row k.

The process for sorting the columns begins at step 724 where the list of sorted
centroids by distance value from step 708 is used again. The centroid with the smallest n;
is assigned to Column 1 and is stored in memory as the last centroid of Column 1. In an
exemplary aépect, the last centroids of an existing column aré always stored in memory
during step 724. At step 726, a region is defined that, in the exemplary embodiment, -
comprises an area below the last centroid of a given column having dimensions and
shape that are controlled and varied by the same pérgmeters of the lenslet array as set

forth above. This is illustrated by tilting the diagram in Figure 8 downward by 90
degrees. At step 728, the next higher n; value is selected and that centroid is checked,
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with respect to all exiSting columns, whether the centroid i)s.in the defined region. If yes,
then at step 730, that centroid is assigned as the last centroid of that column. If no, than
that centroid is assigned the last centroid of a new columﬁ. Steps 728-730 are now
repeated for all centroids; Tn this manner, columns start to build up from top to bottom.
- At step 734, the average x-position for each column is calculated and the columns are
sorted according to their average x-position. This étep facilitates marking of the left-
‘most column as Column 1, the next column as Column 2, and s.o on.

The situation can occur, as mentioned above with reference to Figure 10, where
some centroids in the middle of a column have not been detected due to bad qualit‘y of
the centroid points, and thus the centroids above and below have been assigned to |
different columns. In this event, optibnal step 736 iﬁvolves merging these columns.
This is accomplished by the following sub-steps: From the mean average x—posifcion for
each column from step 728, caiculate the mean distance beWeen the columns by
‘subtractiﬁg Xoohumni-Xcolumn?2 (ﬁelding the distance between Columnl and Column2);
Xeolumn2-Xeotumn3 (Yielding the distance between Cdiung and Column3); and so on, and
then taking the mean values of the obtained distances. In the exemplary gmbodiment,'the
criteria for merging columﬁs jand kis: If xj-xx < f*a and (Py st > Pj’iast or P tast < P; firt),

| where:

fis a variable parameter in the range between about 0.1-0.7 that is set by the user. |
In the exemplary embodiment, values between 0.3 to 0.5 are used;

a is the mean distance between columns;

Py sirst is the y value of the first (top-most) centroid of "che k column; and

. Py 1ast is the y value of the last (bottom-most) centroid of the k column.
In other words, the columns are merged if they a=re much closer in the x-position than |
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typical and if they do not overlap; i.e. column j is éither completely above or completely
beléw column k. From the sorted centroid positions, a Zernike calculation can be made
to determine the wavefront aberration.

It is to be appreciated that the embodiment described above is not limited to the
simultaneous, online measurement of wavefront aberrations only with the specially |
marked lenses described herein; rather, the embédiment is more generally applicable to.
the simultaneous, online measurement of wavefront aberrations along with any suitable
contact lens i)bsiﬁon and/or orientation measuring approabh.

An embodiment of the invention relgted‘ to the conteinpbré.neous, online
measurement of the in-vivo contact lens position/orientation and the total wavefront
aberration of the subject’s eye is directed to a method for defermining the most
frequently occurring wavefront aberration over the selected measurement inferval. As -
mentioned abové, this information is valuable in determining the best ablation proﬁle for
a ;:uétomized contact lens or for making presbyopia correcting, multifocal contact lenses.
In an eﬁemplary embodiment, a measurement interval of 10 seconds is sufficient to
acquire 250 simultaneous image pairs (pupil images and Hartmann-Shack lenslet

. images). The images are processed as set forth in the block diagram 1100 of Figure 11
as follows: At step 1106, the x-position, y-position and rotation angle of the contact
lens, the .pupil diameter, wavefront data, and the refraction dgta are obtained from the
pupil image and wavefront image in steps 1102, 1104. The x-position data, y-position -
data, rotation angle data, pupil diameter data, and the spherical 'equivalent are each
plotted as a function of time as shown in Figures 12-16, respectively. The spherical
,equivalenf is calculated from the wavefront data, where the maximum Zernike order is
restricted to the second order. Triangle symbols in Figﬁres 12-16 denote invalid
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measurements, cfoss symbols represent measurements during a blinking interval
(described fuﬁher Below), and circle symbols represent the valid points that are used for
the calculation of the most frequent wavefront. At step 1108, trend lines 1202, 1302,
1402, 1502 and 1602 are fit to the X-‘position, y-position, the angle, the pupil diameter
and the spherical equivalent graphs. A quadratic curve was used fof the fit, where the
mean deviation of the measured points from the curve is a mlmmum Without restriction
however, any other fit can be used. At step 1110, points (shown as triangles) outside a
'certain range around the trend lines are deleted or mafked as invalid. Exemplary ranges
are +0.1mm for the x-position and y-position, +3° for the rotation angle, and +0.5D for
the spherical equivalent. Steps 1106 and 1108 can be repeated for all remaining points;
i.e., valid points, at step 1112.

In an aspect of the embodiment, a blinking interval is determined at step 1114
and contact lens position h]fofmation and wavefront aberr?tion information is determined
during the non-blinking intervals at step 1116. Blinking of the eye is detected when the
contact lens suddenly moves away from the trend line by a certaiﬁ distance. The |
movement generally oc'curs in the vertical, y-direction (upward), but can also be in otherl
directions. As an additional indication for blinking, a sudden change of the pupil diameter
can also be used. In an exemplary aspect, blinking of thé eye is detected, for example,
when the y-position exceeds the trend line by a certain distance (e.g. 0.lmm). The
detection could be also combined with the measurement of the pupil diameter, i.e., if the
pupil diaméter rapidly decreases by a certain value, it could be taken as an indication of
blinking. After the detection of a blink, all succeeding points within a certain time
interval are marked as blmk In the exemplary embodiment, a time interval of 1 second
was used. An exemplary blinking interval could be Between about 0.3 to 2 seconds. For
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all pairs of images for data, which are within the trend line and not detected as blinks, the
wavefront ;:an be calculated and expressed in'Zernike amplitudes. The most frequent
wavefront is then calculated by taking the meén values of the Zernike amplitudes at step
1118. ‘In.the exemplary embodiment, the maximum Zernike order is 35, but it can be
chosen between second to ninth order. Step 1118 can also be done 'for selected
Wavefronts where those with the smallest and largest sphencal equlvalent are omitted
(e. g 7% with the-smallest, and 7% with the largest spherical equivalent, are ormtted)
The procedure is not restricted to the use of the sphencal equlvalent but can be also
-applied to other values such as pupil dlargeter, third-order Zernike amplitudes, etc. The
'most frequently occuiring contact leils positién can likewise be monitored if desired.

An example of pupil parameter determination is now described with reference to
Figuies 22-32. Figure 22 shows the use of what is referred to as the pupil-finder
algorithm in the online measurement. Figure 23 shows how the data is evaluated. As
shown in the Figures, the complete determination of the pupil position and size, and of
the contact lens position, is done during the ﬁeaswgmenf (online) and all data is shown
online duriné the measurement. The pupil in images wifh half shut eyes can also be found
vsing a lid-correction algorithm as will be described. Lid-correction can also be done
online. For the correct evaluation of the contact lens position it is necessary to exclude
images that have been taken when the subject blinks. As is known, contact lens position
changes rapidly during blinkihg and will settle in the stable fosiﬁion in about 1 second
after the blink. Therefore it is desirable to determine the blinks automatically and exclude ‘
iméges from the start of the i)link until ;about 1 second thereafter. This determination of

blinks is done offline in the evaluation mode of the software.
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Operation of the position finder algorithm
The algorithm contains the following steps:

Compress image
Calculate Threshold
Calculate pupil
Image Filtering
Refinement 1
Reflex removal
Refinement 2
Lid-correction

Final calculation

WA R W=

Input: Image (see Figure 24) '
Output: Pupil diameter in X and Y direction

Pupil position
Position and angle of contact lens

1. Compress image
The pupil image shown in Figure 24 is compressed from size X x Y pixels to X/nx Y/n
‘pixels. This is done By averaging the signal for every pixel in an n x n square in the
‘ original image starting in upper left corer of the image and scanning through the image,
as described herein above. The signal in the upper left corner of the compressed image is
then set to the éverage of the first square, the signal of the next pixel is set to the average
of the second square and so on, finally yiglding a pic;ture X/mx Y/n in size as shown by
the compressed, inverted, greyscale image in Figure 24. 1 can be any integer nqmber
(e.g., 16 as illustrated) with X/n and Y/n also integer values. In the present example, a
bright pupil will be found, thus the picture is inverted so that black becomes white and

vice-versa. In the Figures to follow, the pupil will be dark against a brighter background
as in Figure 25.

2. Calculate threshold
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A threshold value for the compiessed image is now calculated. All pixels that have a
signal greater than the threshold are set to white (signal = 255), all other pixels are set to
black (signal = 0), yielding a binary black and white image as sho{vvn in Figure 26 (binary
black and white image-means that e\;'ery pixel is either completely black or completely
white). IHlustratively, the threshold is calculated as follows: |
threshold = (maximum signal in image) — (average signal in image/4)
if the maximum is smaller than (4/3 * Average signal); otherwise,
threshold = (maximum sighal.in image) — (average signal in image/3)
if the maximum is bigger than (4/3 * Average signal). |
Other ways of caléulating a threshold can easily be determined by those skilled in the
3. Calculate; pupil
Now, in the binary black and white image, the cénter of mass for the black pixels
is calculated, yielding the center of the pupil. The standard deviation of the black pixels
in the X and Y direction is also calculated. For an eliipse, the axis length (of the short
and long axes that define the ellipse) is four times the standard deviation. Using the
doubled standard deviation as a radius, a rough éosition and X and Y diameter of the
pupil is obtained.
| 4. Image Filtering
The result of step 3 may be inaccurate due to bright points in regions inside the '
pupil or reflexes in the image, which regions are now removed. To accomplish this we
take tﬁe original compressed‘ greyscale image from step 1 and plot thé obtained pupil
ellipée into this image and for ail points inside this ellipse. All pixel signals that are
larger than the average signal (inside the circle) are set to the average signal. This
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procedure rem.cﬁ/es bright points within the pupil as illustrated by the filtered imége in
Figure 27. | |
5. Refinement 1
‘The pupil circle in the image of Figure 27 is now enlarged by 20%, and all pixels
outside the circle are set to white bésed upon the assuﬁnption that they are in féct outside
the pupil. This is also a meaﬁs 6f reflex removal. To refine the result, steps 2 and 3 are
répeated with this image. In this process the greyscale image is converted into a black -
aﬁd white image. It is possible to enlarge tﬁe pupil circle by between about 5% to 25%,
appreciating that if the percentage enlargement is too great, then the reflex removal
outside of tﬁe pupil méy not bg efficient. On the other hand, if the percentage
enlargement is too small, then parts of the pupil may be wrongly eliminated due to
iﬁaccurécy of the prior pupil center calculation.
6. Reflex removal
To further reméve reﬂexes,‘ the center of the pupil found in step 3 is scanned in
the X-X and Y-Y directions. While scanning along the X-axis, the ﬁinge of the black
region is explored. The fringe is aséumed to be reached when at least three consecutive
‘white pixels are found (in ﬂ“lC binary black and white picture). This produces four fringe
points, which are then connected by a ellipse that is fitted to these points. Outside this
ellipse every pixel is set to white, inside évery pixel is set to blacic as illustrated by the
imége in Figure 28. Step 3 is then repeated with the actual image.
7. Refinement 2 |
As described above 1n regard to the centroiding algorithm, the compressed
images make the algoﬁthm fast, but at the expense of less accuracy because of the
information lost in the compression process. Therefore, a picture that is only compressed
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by a factor of four from the original image (Figure 24), illustrated by the image in F.igure
29, is used for thé next refinement step (the factor could be any number lower than 10).
To save time, this imagé is created in step 1 during the compression process and is stored
pntﬂ it is used in this step. Now, the complete process is iterated with this lower |
compression image. That is, using the pupil position data obtained in step 6, step 4 is
repea;ced with the actual (lower compressed) image. Step 5 is repeated with an
enlargement factor of 15%, and then step 6 is repeated. (Note that steps 5 and 6 include
repetitions of steps 2 and 3). The completed process provides an accurate positién of the
pupil and its diameter in X and Y direction as illustrated by the image in Figure 36. The
enlargement factor range discussed in step 5 above also applies in the instant step.
8. Eyelid-correction |

A check is now performed for eyelids that might shade parts of the pupil and thus
obscure the result of the above process. Using the last binary black and Wmte image
(Figure 29; four-x compression of original) from the above pfocess, we now look for the
fringe of the black region in the upper half of the pupil. This is accomplishéd by
performing the same scan as set forth in step 6, but for every column that contains the
pupil ellipse rather than along the coordinate axes. This allows for the,‘ computation of
the difference between the found ellipse and the fringe of the black pupil as a function of
* X position, illustrated by the plot shown in i?igure 10. If the eyelid extends inside the
pupil region, the upper regién of the pupil will be flat and the found ellipse will be too
small. Therefore the above mentioned difference function (see Figure 10) will have two
maxima (A and B) and a minimum in between. To avoid erroneous correction of blinks,
the correction is only done if the two maxima are at least 20% of .the pupil diameter, or
five pixels apart; the average absolute difference is at least .75% of the diameter; and, the

28



WO 2005/015290 PCT/EP2004/008201

average minimum is at least 1% of the image height below zero. As the minimum
fluctuates, we have taken the average between 0.4 and 0.6 times the pupil diameter,
shown as marked region 3102 in Figure 31. If ;clll of the above condi;cions have been met,
a lia correction is performed as follows: We take the arc of the found pupil ellipse
Between the X-positions of the two méxima é:nd paste 1t in between points A and B, such
that it spans the region where the lid has a cuf similar to that of the pupil shape. The
enclosed region is set to black as shown by the grey regioﬁ mé.‘rked 3202 in Figure 32.

9. Final calculation . | ‘

| The pupil is finally caléulatgd (see step 3) for the lid-corrected black and white
image yielding the result illustrated by the image shown in Figure 32. Alternatively, it is
possible to do Reﬁher;nent 2 (step 7) with the ofiginal uncompressed image. This
approach will not be necessary if the process with the n=4 compressed image provides
the desired meésmement accuracy. In an exemplary case of online meas’uremerﬁ ata

~ :

repetition rate of 20;25Hz, the achieved transitional position accuracy of the contact lens

was +70um, and lens rotational accuracy was +2°.
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We claim:
1. A contact lens, comprising:
a surface including a plurality of marks in an optical zone region of the
lens, wherein thé marks are light absorbing or light scattering with respect to light
propagating in a posterior to anterior lens surface direction,

wherein the marks are non-vision impairing with the lens in-vivo.

2. The contact lens of claim 1, wherein the marks are on an anterior lens
surface.

3. The contact lens of claim 1, wherein the marks are molded marks.

4, The contact lens of claim 1, wherein the marks‘ are laser ablated marks.
5. The contact lens of claim 1, wherein the marks are lithographic marks.
6. The contact lens of any of claims 1 to 5, wherein the marks are in a

pattern having no rotational symmetry.

7. The contact lens of any of claims 1 to 5, wherein the marks are in a
pattern having no translational symmetry.

8. The contact lens of claim 6, wherein the marks are in a pattern having no
rotational symmetry.

9. The contact lens of any of claims 1 to 8, wherein the marks are aligned
along a predefined curve.

10.  The contact lens of any of claims 1 to 8, wherein the marks are aligned .
a}ong a plurality of straight lines.

11.  The contact lens of claim 10, comprising two lines including at least three
marks,

12.  The contact lens of claim 10 or 11, wherein the straight lines intersect.
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13.  The contact lens of claim 12, wherein the straight lines intersect at a
single common point.
14.  The contact lens of any of claims 10 to 13, wherein the straight lines each
has a length of about S5Smm.
15.  The contact lens of claim 13, comprising three straight lines including at
least four marks.
16. Thé contact lens of claim 15, wherein the three straight lines intersect at
three different intersection angles.
17. The cdntact lens of claim 16, wherein the intersection angles are in the
range between about 100 degrees to 165 degrees with a maximum deviation of
a‘bout 10 degrees.
18.  The contact lens of any of claims 1 to 17, wherein the marks each have a
size having a diameter less than about 200um.
19.  The contact lens of any of claims 1 to 17, wherein the marks each have a
size having a diameter in a range between about 50pum to 200pm.
20.  The contact lens of any of claims 1 to 19, wherein the marks have a
mutual separation distance of about 600pum.
2. A method for making a contact lens measurement in-vivo, comprising:
a) providing a selectively marked contact lens in-vivo,
b) obtaining an image of said lens in-vivo;
¢) determining a pupil coordinate parameter;
d) calculating a position and/or orientation coordinate parameter of the

contact lens for each image with respect to the pupil coordinate parameter; and

31



WO 2005/015290 PCT/EP2004/008201

€) repeating steps (a-d) at a repetition rate greater than about 10Hz over a
selected time interval.
22. The method of claim 21, wherein the selected time interval is between
about 5-20 seconds.
23.  The method of claim 21 or 22, comprising determining a most frequently
occurring position and/or orientation coordinate parameter of the contact lens
over the selected time interval.
24, The method of claim 21 or 22, comprising determining a blinking interval
and excluding the determination of the position and/or orientation coordinate
parameter of the contact lens during the blinking interval.
25.  The method of claim 23, comprising determining a blinking interval and
excluding the determination of the most frequently occurring position and/or
orientation coordinate parameter of the contact lens during the blinking interval.
26.  The method of any of claims 21 to 25, comprising obtaining a wavefront
aberration image corresponding to each contact lens image, and determining a
wavefront aberration associated with each image.
27.  The method of claim 26, comprising determining a most frequently
occurring wavefront aberration over the selected time interval.
28.  The method of claim 27, comprising determining a blinking interval and
excluding the determination of the most frequently occurring wavefront
aberration during the blinking interval.
29. A method for objectively evaluating a contact lens in-vivo, online,

comprising:
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a) providing a contact lens having a plurality of marks on a surface
thereof, to a subject in-vivo;

b) illuminating the marks;

c¢) imaging the marks;

d) determining a position coordinate of the subject’s pupil;

e) determining a position coordinate of the marks with respect to the pupil
position coordinate; and

f) repeating steps (b-€) over a selected time interval, online, at a repetition

_ rate greater than about 10Hz,

whereby the contact lens position and/or orientation is determined online
30.  The method of claim 29, wherein the marks overlap a pupil area of the
patient’s eye;
31.  The method of claim 29 or 30, comprising measuring a pupil size online
at the repetition rate.
32.  The method of any of claims 29 to 31, comprising determining a center of
mass value for each of the imaged marks on the lens.
33.  The method of any of claims 29 to 32, comprising illuminating the marks
with light propagating first through a posterior surface and then through an
anterior surface of the contact lens.
34, The method of any of claims 29 to 33, wherein the online measurement is
made with a repetition rate in a range between about 10hz to 25hz.
35.  The method of any of claims 29 to 34, comprising making a

corresponding online wavefront measurement of the patient’s eye.
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36. The method of any of claims 29 to 35, comprising determining a most

frequently occurring position and/or orientation of the in-vivo contact lens.

37. - The method of any of claims 29 to 36, comprising determining a blinking

interval of the patient’s eye and excluding measurement data during the blinking

interval.

38.  The method of claim 37, comprising determining a most frequently

occurring position and/or orientation of the contact lens.

39. The method of claim 35, comprising determining a most frequently

occurring wavefront aberration over the selected time interval.

40. The method of claim 39, comprising determining a blinking interval of

the patient’s eye and excluding measurement data during the blinking interval.

41.  The method of claim 40, comprising determining a most frequently

occurring position and/or orientation of the contact lens over the selected time

interval.

42.  The method of claim 39, wherein the wavefront aberration is a spherical

equivalent measurement.

43.  The method of claim 29, wherein the specially marked contact lens is the

lens according to any of claims 1 to 20.

44.  The method of claim 29, comprising using a modified Hough transform to

determine the position and/or orientation of the contact lens online.

45. A method for objectively evaluating a contact lens in-vivo, comprising:
a) providing a suitably marked contact lens to a subject, in-vivo;

b) determining a position coordinate of the subject’s pupil;
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¢) determining a position coordinate of the lens with respect to the pupil
position coordinate; and
f) repeating steps (a-c) over a selected time interval, bniine, at a repetition

rate greater than about 10Hz.
46. The method of claim 45, wherein ;che online measurement is made with a
repetitioh rate in a range between about 10hz to 25hz.
47.  The method of claim 45 or 46, comprising making a corresponding online
wavefront measurement of the patient’s eye.
48.  The method of any of claims 45 to 47, comprising determining a most
frequently occ':urring‘position and/or orientation of the in-vivo contact lens.
49.  The method of any of claims 45 to 48, comprising determining a blinking
interval of the patient’s eye and excluding measurement data duriﬁg the blinking
interval. |
50.  The method of claim 49, comprising determining a most frequently
occurring position and/or orientation of the contact lens.
51.  The method of claim 47, comprising determining a most frequently
occurring wavefront aberration over the selected tiﬁe interval.
52.  The method of claim 51, comprising determining a blinking interval of
the patient’s eye and excluding measurement data during the blinking interval.
53.  The method of claim 52, comprising determining a most frequently

* occurring position and/or orientation of the contact lens over the selected time
interval.
54. The method of claim 51, wherein the wavefront aberration is a spherical
equivalent measurement.
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55.  An algorithm for determining pupil parameters, comprising the steps of:

a) obtaining a pupil image;

b) éompressing the pupil image by a selected amount, n, and compressing
the pupil image by a different selected amount, n;< n, where n;< 10;

¢) calculating a threshold value for the compressed pupil image;

d) determining a center parameter value of the pupil;

e) determining a multiple-coordinate axes diameter parameters of the
pupil;

f) determining a perimeter shape of the pupil based upon the cénter and
multiple-coordinate axes parameters;

) plotting the shape into the compressed image and determine average
pixel signal values inside of the perimeter;

h) enlarging the perimeter by a selected amount, A, and repeat steps (c, d)
on a new image with the enlarged perimeter;

i) determining a fringe point position at each end of each of the diameter
coordinate axes, and fitting a perimeter shape to the points;

j) repeating step (d) on an image obtained from step (1);

k) repeating step (g) on the n; compressed pupil image;

1) repeating step (h) on the step (k) image, with a A; <A;

m) repeating steps (d, €) on the step (1) image;

n) making an eyelid-correction on the step (m) image; and

0) repeating steps (d, e) on the step (n) image.

56.  The algorithm of claim 55, where n is an integer, and 1 <n<20.
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57.  The algorithm of claim 55 or 56, wherein step (c) compﬁses creating a
binary image by setting all pixel values below the threshold to a zero value and
all pixel values above the threshold to a high value.

58. The algorithm of claim 57, wherein a center of mass is determined for the
zero value pixels as well as a standard deviation, which is used to determine
diameter values along an x-coordinate axis and a y-coordinate axis.

59.  The algorithm of claim 58, wherein the perimeter shape is an ellipse.

60.  The algorithm of claim 59, wherein A is in a range between about 5% to
25%, and A; is in arange betweeh abbut 5%‘ to 25%.

61.  The algorithm of claim 60, wherein step (i) comprises fitting an ellipse to
fringe points at each end of the x-coordinate axis and a y-coordinate axis.

62.  The algorithm of claim 61, wherein step (n) comprises scanning every
pixel column that contains a found ellipse perimeter, and computing a difference
function between the ellipse perimeter and the pupil fringe as a function of X-
position.

63. The algbrithm of claim 62, comprising determining at least two maxima
and a minimum in between said maxima of the difference function aﬂd, based
upon satisfying a selected error-criteria, locating an arc of the found ellipse
between the X-positions of the two maxima.

64.  The algorithm of claim 63, comprising determining the pupil center

parameter and the pupil size parameter.
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