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(57) Abstract: A method for modeling time series data, comprising the steps of: establishing a library of functions, each function
having one or more attributes, the attributes determining the parameters of the function including its input and output values; repre-
senting ones of the functions and its associated attributes as icons on a graphical user interface; establishing a connection between
at least one of a selected function and the time series data by a drag and drop operation performed on an attribute of the selected
function; representing the connections graphically on the graphical user interface to create a model; and implementing the model in

a processor.
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METHOD FOR PROCESSING TIME SERIES DATA

This invention relates generally to a system -and method for analyzing time series data,

and more particularly to a graphical user interface for implementing such a system.

BACKGROUND OF THE INVENTION

Time series data is typically comprised of discrete data values occurring at fixed intervals
in time. Time series data can include measured data from the processes of an industrial plant,
measured data of economic phenomena such as stock prices, volumes and the like. Many
techniques are used in the analysis of time series data.

Depending on the type and frequency of the data, the analysis may be used for
performance monitoring as well as the prediction of physical and business systems. Various
types of software have been developed to help intelligently manage time series. Such software
includes accounting packages, econometric modeling tools, statistical and neural network suites
as well as dedicated programming languages. However, this current software does not allow
users to manage time series and models in an intuitive and easily manageable way. This is
especially true for particularly complex and interrelated data. '

Managing high volumes of numbers and the complex relationships between them is a
difficult and demanding task. Existing software often requires people who have an extensive
understanding of complicated programming languages, years of experience working with the
various algorithms involved, as well as an in-depth understanding of the field or business that has
generated the data in order to complete such a task.

General-purpose tools such as spreadsheets are in wide use today to manage time series
data. However, they are severely limited in several important aspects. First, they are unable to
store the large volumes of data that are typically required and have severe limitations in their
ability to handle real time streaming data. It is also a complicated process to estimate equations,
use time series of different frequencies or manage complex models. Further, some programming
specific functions between spreadsheet cells is required.

Specific purpose software tools exist that can perform complicated time series
manipulation. These include programs such as Matlab™ and EPS™. However, they are

intended for technical users and require learning a distinct programming lénguage that few
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people are familiar with. Accordingly, there is a need for an analysis tool that is both relatively
easy to use without having to learn a specific programming language and which offer the ability
to apply computer analysis to time series data.

It is an object of the present invention to obviate or mitigate some of the aforementioned

problems.

SUMMARY 'OF THE INVENTION

In accordance with this invention there is provided a method for modeling time series

data, comprising the steps of: ’

(a) establishing a library of functions, each for performing a computation or input
data, and each function having one or more attributes, the attributes determining
the parameters of the function including its input and output values;

(b)  representing ones of the functions and its associated attributes as icons on a
graphical user interface;

(© establishing a connection between at least one of a selected function and the time
series data by a drag and drop operation performed on an attribute of the selected
function;

(d  representing the connections graphically on the graphical user interface to create a
model; and

implementing the model in a processor.

BRIEF DESCRIPTION OF THE DRAWINGS

An embodiment of the invention will now be described by way of example only, with
reference to the accompanying drawings in which:

| Figure 1 is schematic block diagram of a system according to an'embodiment of the

inventioﬁ;

Figure 2 is a schematic block diagram of the functional blocks of the processing system
according to an embodiment of the present invention; and

Figure 3 is a schematic view of the graphical user interface;

Figure 4 is a graph illustrating the advantage of using a rollback;

Figure 5 is a schematic block diagram of general functional blocks of the system;

-2-
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Figure 6 is a schematic block diagram of general functional blocks of a multi-tiered
variation of the system illustrated in figure 5; and
Figure 7 is a schematic block diagram of an embodiment of the invention as it applies to
an Internet application.
DESCRIPTION OF THE PREFERRED EMBODIMENT
For convenience in the following description, like numerals refer to like structures in the
drawings.

+ A system according to a general embodiment of the invention is shown generally in
figure 1 and represented by the numeral 10. The system 10 includes a processor 12 for receiving
an external data input 22 via an interface 13, a data storage 20, a graphical user interface (GUT)-
14, coupled to the processor for displaying information to a user via a monitor 16 and a keyboard
18 or other input device for providing the user inputs to the system. The processor 12 includes
calculation modules 24 for implementing computation and mathematical functions which may be
applied to time series data and generated data. The calculation modules may be combined in a
manner to be described below for4establish'ing complex rules and relationships between various
time series calculations. The input data 22 may include both real-time and non real-time time
series data. The processor 12 manipulates the data 22 according to the sequence determined by
the arrangement of the calculation modules 24. The functions performed by the modules 24 are
displayed graphically by way of icons on the monitor 16. Thus, for example, an averaging
function may be represented by a specific icon, while a variance function may be represented by
another icon. Each function also includes a set of attributes, which are the input and output
parameters of the function as well as preset values for a function. The icons provide a
gonvenient graphical representation, which may be moved on the display screen in order to
construct a variety of models. The icons provide the user with a method for selecting inputs for
the modules and for direction of the subsequent output. The system provides the ability to
perform calculations simultaneously on independent sets of generated models, functions and
equations. It makes use of computing platforms that use multiple threads and processors. The
results are stored to data storage 20 and displayed to the user via the monitor 16.

The overall general functionality of the system is described with reference to figures 5
and 6. Typically, a user is presented with a graphical user interface. The user interface may be

provided on a local network or on an Internet web site. Generally, it is desirable that the user
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input a password in order to access one or more folders or portfolios in the user’s account. In
one embodiment, the portfolios or folders represent data files or objects, which have properties
including names of securities, quantity of shares, and their current value.

Referring to figure 5, the user selects a number of the portfolios, which are combined into
a combined portfolio by the system. Based on the type of information in the combined portfolio,
an integrated data object is created. The integrated data object contains all the dynamic data
variables that may be contained in the combined portfolio. For example, such variables include
the price, volume, and trading history of a particular stock in the portfolio. The current values
for the integrated data are then retrieved from a database. Data having different frequencies may
be retrieved and converted automatically by specifying the correct options within the system.

The user may also select a valuation model, which is applied to the integrated data in
accordance with a set of predefined rules. Typically, different rules are applied to different
valuation models. The output of the valuation model is then passed to a ranking device. The
ranking device sorts the portfolios based on the results of the valuation model and predetermined
criteria, which is typically defined by the user. The ranking of the portfolios is then displayed to
the user for making an informed decision. Alternately, the information may be sent to other

applications, or stored in a database through the use of additional objects. The system may be

. accessed to set the frequency of refreshing the data as well as the frequency of invoking the

retrieval, calculation, and ranking command.

“ Referring to figure 6, a multi-tiered system having a sophisticated set of commands is
illustrated. The system acts in parallel on the combined portfolio for providfng different
rankings based on different factors. For example, as shown in figure 6, the combined portfolios
are evaluated using macro factors and neural networks, as well as using a valuation inodel. Each
of the different evaluations of the combined portfolio is then ranked based on predefined criteria
and either stored, sent to a different application, or displayed to the user. Having simultaneous
multiple analysis preformed on the same combined portfolio provides the user with more
information on which to make an informed decision regarding the portfolio. Furthermore, the
system has the ability to compare and contrast different evaluation schemes.

Referring to figure 2, two of the major components of the processor 12, a user interface

module 30 and a calculation or data module 32, are shown. The user interface 30 manages
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external data feeds, transformations, models and outputs through a series of linked icons 34.
Underlying the user interface 30 is the calculation module 32 that is composed of:

1. Calculation modules 38 that each perform functions on data. These functions include
simple numeric conversions to advanced analysis such as neural networks, pattern
recognition and simulations. The calculation modules are normally defined by a set of
attributes, which determine the inputs, outputs and other parameters of the modules. For
example if one of the modules implemented a runrﬁng average the attributes may be a
data input, a sample period and a running average output.

2. A calculation engine controller 36 manages inputs from the external data streams 22 via
the interface 13 and the flow of data between the various calculation modules 38.

The icons 34 in the user interface 30 can be adapted to present a systematic
characterization of time series and models. The icons may be presented as individual icons
representing arrays of data, or have specific designs to di’stinguish among different the classes of

icons. For example, functions may be represented by a triangle, time series by a square and

output as a circle.

The icons 34 can be thought of as being hot-wired to an underlying complex of
calculation modules 38, data sources 22 and outputs. This structure ensures that the most recent
data is automatically generated and the integrity of the time series and predictions is maintained
through a rigorous architecture that explicitly manages the correct sequencing of calculations and
interdependence among time series.

The results of calculations in the calculation modules 38 may be stored for later use,
presented to the user via the GUI 14, or used in the calculation of another calculation module.

A more detailed description of the user interface module 30 is provided in the following
paragraphs. ‘ 7

Figure 3 shows a screen shot 50 of the graphical user interface for one embodiment.
When the user is building a model 51 they will have at least two windows open, the Objects in
Hierarchy window 52 and the Model window 54. The Model window 54 provides an area for
the user to create the model 51. It also provides access to a set of functions 56 that can be used
in the model. The Objects 58 in Hierarchy window 52 provides access to all the time series data

that can be used in the model. Individual data of a time series may contain a number of
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attributes, or time series data. For example, the ‘Intel” series 58 may contain the attributes of
price 59, volume 60 and earnings 61, these attributes are displayed in a separate window 53.

The objects may also be represented in a graphical tree as shown in window 63. The data
that is displayed in the Objects in Hierarchy window 52 can be referenced by a folder 62 or by
individual series 64 in the tree display window 63. If the user drags an entire folder 62 such as
‘My Portfolio’ 62a over to the Model window 54 then all the series 64a in that folder 62a are
added to thé model 51. When the series are dragged to the Model window 54, a new icon 66a
called “Time Series’ appears and the series’ names are displayed in the top half of the icon 66a.
The bottom half of the icon 66 displays an intersection of the attributes of the selected series 64a.
If the folder ‘My Portfolio’ 62a changes, the model 51 is automatically updated to reflect those
changes. For example, if the Oracle stock is added to the folder marked ‘“My Portfolio’ 62a, then
the set of series 62a would have Oracle added to it automatically and Oracle would appear in the
top half of the time series icon 66a.

This process is particularly useful if a ranking object is used to generate a folder with ten
stocks in it. If the stocks change their order, or are added and removed from the list of ten, the
model is automatically updated, as are other objects that use that model or those series.

In a similar fashion to the creation of the first time series icon 664, a second time series
icon 66b can be created for various interest scenarios. The names of the interest scenarios appear
in the top half of the icon 66b, while their attributes appears in the bottom half. The interest rate
for each interest scenario is its only attribute.

Once a series 64 or set of series is added to the model 51 the user can drag in functions 56
to operate on those series 64. The functions 56 are categorized by use, with the most commonly
used functions automatically placed in a special folder. When the user drags a function 56 into
the Model window 54 a function icon 68 is displayed. The function icon has inputs and outputs.
The inputs types can consist of various formats such as drop down boxes, tick boxes, date ranges
or simple numbers. Inputs can also be attributes. For example, figure 3 shows a line connecting
the price of the time series 66a to the input of a Percent Change function 68a. The connection
implies that the user wants to perform a percent change calculation in the price of both Intel and
nVidia that spans the previous ten days. The user via an input text box 70 specifies the number

of days. The result of this calculation is a time series output. This input text box may also be
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used to represent the type of interpolation/extrapolation the attribute goes through before it is
used in a calculation.

In this example shown in window 54 there are two time series icons 66. The first icon
66a has two series, and the second icon 66b has three. The system deals with models as if there
is only one series in each of those time series objects 66. Therefore the Model window 54 needs
to create six unique combinations of interest rate scenarios and stocks internally. These
combinations are:

Intel and Interest Scenario 1;
nVidia and Interest Scenario 1;
Intel and Interest Scenario 2;
nVidia and Interest Scenario 2;

Intel and Interest Scenario 3; and

A T

nVidia and Interest Scenario 3.

Therefore there are six unique attributes for the predicted price, each slotted into a
different folder in My Portfolio Model ## in the Objects in Hierarchy window 52. The attributes
for the Intel folder in My Portfolio Model ## are the predicted prices for the Intel stock with each
interest scenario. Similarly, the attributes of the nVidia folder are the predicted prices for nVidia
for each interest scenario. "l:herefore each folder has three attributes.

The attributes for the Interest Scenario 1 folder in My Portfolio Model ## are the
predicted prices for each of the Intel and nVidia stocks using interest scenario 1. Similarly, the
attributes of the Interest Scenario 2 and Interest Scenario 3 folders are the predicted prices for
each of the Intel and nVidia stocks using interest scenarios two and three respectively. Therefore
each of the interest scenario folders has two attributes.

Any attribute that is displayed in the ‘Objects in Hierarchy’ window can be used as an
input to another model, or it can used to drive an output for the user. Therefore, the user can
build up nested layers of models that depend on each other. In this example, the user could take
the predicted price for nVidia and use it in another model. If the user developed a mode] that
used the predicted price for nVidia, and then changed the model that generated that predicted
price, the new model would automatically reflect those changes. This automatic linking ensures
concurrent and consistent management of time series and models and enables real time

applications. The icons enable the user to build very complex, nested models without the need
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for coding or selecting columns and typing formulas. It also allows the user a simple view of
what the model performs.

While the user interface module 30 provides the user with an easy drag and drop method
for creating models, the calculation module 32 is responsible for providing the user interface 30
with all the data it requests. The calculation module 32 ensures that the data used is the most
current available and that it is provided quickly and accurately. The user interface is connected
to the calculation module via the Calculation Engine Interface 40 that allows it to describe
precisely what calculations and models it requires. An example of how such a structure works is
outlined in the example below, although other methods will be apparent to those skilled in the
art.

The user builds a model in the model creation window 54. This process has already been
discussed while describing the User Interface module 30. Once the model has been completed
and the user is ready to make it active, the model window contacts the Calculation Engine
Controller 36 via the Calculation Engine Interface 40. The Model window 54 describes the
calculation, déta, functions and the relationships between that have been specified in the model
51. The Calculation Engine Controller 36 builds a set of calculation components 38 that
represents the model 51 as described by the Model window 54. The calculation components
perform the prescribed functions represented by the function icons 68.

In the example illustrated in figure 2, the attributes numbered 1 through 6 require the
acquisition of external information. The attributes have several unique characteristics. They are
not set to any specific frequency and can deal with incoming data at random, changing
frequencies. Also, the frequencies between attributes may differ. The time series represented by
the attributes do not need to be contiguous. For example, if an attribute represents the Toronto
Stock Exchange (TSE) price, it would only contain valid data for the hours that the exchange
was open. |

Since attributes typically do not have similar or even constant frequencies, an attribute set
is required. The attribute set interpolates or extrapolates the attribute to a common, although not
necessarily regular, frequency so that the calculation components 38 can operate on them. Since
the technology is frequency independent the user does not need to be concerned with the fact that

the data used for the same calculation may be updated daily or monthly.
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To ensure that interpolation or extrapolation errors are not carried too far, the concept of a
rollback is introduced. Referring to figure 4, a first time series A is collected at a frequency of
0.1 ms and a second time series B 1s collected at a frequency of 0.5 ms. In figure 4(a), the plot of
the two different time series are shown at t = 1.4 ms. Therefore, the plot for time series A is
accurate at t = 1.4 ms, since data points are collected every 0.1 ms. However, the most recent
data point collected for time series B is at t = 1.0 ms. Therefore, the program has to extrapolate a
data point using the previous data in order to determine where time series might actually be at
t=1.4 ms. However, this extrapolation process may not be accurate and, as shown in figure 6(a),
it may even be possible to extrapolate the value of time series B to have a value below 0 at t =

1.4 ms, which is not a logical conclusion. '

Furthermore, when the time reaches t = 1.5 ms, an accurate value for time series B is
available and is plotted on the graph accordingly. However, due to the previous extrapolation
error between t = 1.0 ms and t = 1.4 ms, the data illustrated between t = 1.4 ms and t = 1.5 ms, as
shown in figure 6(b), is incorrect. This error is compounded when the incorrect information is
used for extrapolating the data between t = 1.5 ms and t = 2.0 ms. A

Therefore, as soon as the accurate value for time series B is available, the calculations are
rolled back to the previously received accurate value and recalculated, as illustrated in figure
4(c). The roliback provides a more accurate estimate of the value of time series B between
received data points. In the present embodiment, the rollback is accomplished because the
program saves the data to a storage medium rather than simply displaying it. Thus, once the
processor has the correct value for time series B at t = 1.5 ms, it can retrieve the value for time
series B at t = 1.0 ms and interpolate the points in order to provide a more accurate graph to the
user. The method of auto-correction also allows the processor to more accurately extrapolate the
next point, t = 2.0 ms.

The calculation components 38 perform calculations using the attributes that are linked to
them and they output other attributes. The output attributes can be used either as inputs to other
functions or passed to the User Interface module for display and user interaction.

When the user wants to display a chart, a chart object asks the Calculation Engine
Controller for a particular attribute. The Calculation Engine Controller provides an output cache

.where which the chart object can read and write data. It then copies all the data from the



10

15

20

25

30

WO 02/17125 PCT/CA00/00961
attribute into the output cache. The Controller then calculates any changes in the data that have
occurred since the last time the attribute was viewed.

When calculating a desired output, the Calculation Engine Controller 34 first determines
what attributes from an outside source are required to perform the calculation. Once attributes
that require external data are determined, the Calculation Engine Controller 36 triggers the Data
Stream Object to start grabbing data from the data server. The data is gathered starting from the
most recently collected data point of the attribute. The system is capable of running in real time
with a fully abstracted data layer. The data may be retrieved and refreshed at any frequency
including real time. Therefore, the user does not have to adjust input sources or press a ‘refresh’
button to update the system. Rather, while the system is operative, the most recent data is
provided as soon as it becomes available. When the Data Stream Object adds a new data point to
the attribute, the Calculation Engine Controller is informed. The Calculation Engine Controller
then recalculates all the attributes that depend on the attribute that was updated.

The Calculation Engine Controller 36 also controls the order of calculation. In the above
example it is necessary to calculate Function 1 before it calculating Function 2, since Function 2
relies on the output of Function 1. It may occur that the are several functions that can be
calculated simultaneously, that is if their inputs are independent of each other’s output. This
allows the Calculation Module to take advantage of the multithreading capabilities of the
machine it is running on. When attribute number 9 is calculated, the Calculation Engine
Controller 36 moves the new data into the output cache and alerts the chart object that there is
new data. This process is repeated when the Data Stream Object tells the Calculation Engine
Controller that new data was added to one or more of the attributes that attribute number 9
requires for its calculation.

This process is real time, with both historical and new data being fed to the Data Stream
Object. Also, nothing is calculated unless it is needed for the model 51 specified in the User
Interface Module 30.

This process continues until the User Interface tells the Calculation Engine Controller
that it no longer needs a particular attribute. The Calculation Engine Controller stops the Data
Stream Object from grabbing data for those attributes that are no longer needed for any

calculations.

-10-



10

15

20

25

30

WO 02/17125 PCT/CA00/00961

In an alternate embodiment, the application of the system described above to an Internet
based system is illustrated in figure 7. A user is coupled to the system via the Internet. Before
being allowed access to the system the user is prompted for a user identification and password.
Upon successful input of the user identiﬁoation and password, the user can access his/her
portfolio by clicking a portfolio option. Selecting the portfolio option provides the user with
access to the portfolio so that he/she may modify it as desired.

Once the user is satisfied with the portfolio, he/she can view the performance of the
portfolio by selecting the performance option. Selecting the performance option provides the
user with a list of list of possible performance formulae to select from. Having such a system on
the Internet allows users to have access to performance formulae from major financial
institutions, providing the user with a broader knowledge base with which to make decisions.
Once the user has selected an appropriate formula or formulae, the performance of the portfolio
is analysed and the results are provided to the user.

Alternately, the user may predefine preferred formulae to apply to the portfolio. In this
case, the portfolio is analysed and the results are provided to the user once the user has selected
the performance option, without having to make any other selections.

The user can then use the performance analysis for making an informed decision about
purchasing and selling components of his/her portfolio. If the user decides to buy or sell a
particular component of his/her portfolio, he/she selects the bﬁy/ sell option. The user is
prompted to enter the product to be purchased or sold as well as the desired quantity and price.
The buy/sell offer is processed by the system and executed through a trading system, which is
well known in the art.

Furthermore, the user has the ability to enter alerts into the system. If the user wants to
be alerted of a predetermined change in a particular stock price, for example, the details of the.
stock is provided to the system. If the change is realised, then the user is alerted by email or the
like. Also, the user can set up an alert such that if the performance of a particular stock reaches a
predefined threshold, then the system notifies the user via the performance analysis that the
change has been realised.

It may be seen that the present invention provides a simple automated tool for
implementing and analyzing numerous data driven applications. These may include engineering

applications to manage, analyze and model the behavior or performance of dynamic systems
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including applications such as communications, chemical processes and other physical systems;
business intelligence applications to analyze time series and accounting data to monitor both
internal and external business environments and/or predict future business conditions; business
modeling such as scheduling and strategic planning where arrays or data are managed in
conjunction with linked statistical or mathematical models. In such applications a custom user
interface may also be implemented.

In summary, the invention provides for a compute programr having an object based
graphical interface which represents a system to control data retrieval from a plurality of data
sources, initiate a plurality of statistical or other data analysis operations and a plurality of
generated outputs including data files,tables, graphs and other representations. The objects
represented by icons may be linked through multiple connections which ensure the automatic or
specified sending or retrieval of data among the data files, statistical operations and desired
output formats. The output formats may be graphical, tabular, generated data files or other
applications. The operations on time series may be characterized by a sequence of interactive
icons represented in flow models. Messages may be sent and received interactively by all types
of objects. Each object has an associated set of properties. The links among the objects may
impose a sequential order of operations or hierarchy of procedures which may be called
directional links. A graphical and text interface will allow the user to monitor the properties of
each object, congregate objects by shared properties and analyze the directional links and order
of operations. The systems of object directed operations may be replicated with the jnherited -
properties of each object and the directional links. The systems are then amenable to

modification or comparison with earlier systems.
Although the invention has been described with reference to certain specific

embodiments, various modifications thereof will be apparent to those skilled in the art without

departing from the spirit and scope of the invention as outlined in the claims appended hereto.
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