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DESCRIPTION

TECHNICAL FIELD

[0001] The disclosure relates to audio decoding and more particularly to selecting a packet
loss concealment procedure in audio decoding.

BACKGROUND

[0002] Cellular communication networks evolve towards higher data rates, together with
improved capacity and coverage. In the 3rd Generation Partnership Project (3GPP)
standardization body, several technologies have been and are also currently being developed.

[0003] LTE (Long Term Evolution) is a recent standardised technology. It uses an access
technology based on OFDM (Orthogonal Frequency Division Multiplexing) for the downlink and
Single Carrier FDMA (SC-FDMA) for the uplink. The resource allocation to wireless terminals
(also known as user equipment, UEs) on both downlink and uplink is generally performed
adaptively using fast scheduling, taking into account the instantaneous traffic pattern and radio
propagation characteristics of each wireless terminal. Assigning resources in both downlink
and uplink is performed in the scheduler situated in the radio base station.

[0004] For transmissions of audio data, as for all data over wireless interfaces, there are
occasions when data is lost, e.g. due to path loss, interference, etc. When an audio frame is
lost, a receiving audio decoder can detect the lost audio frame and can then perform a packet
loss concealment (PLC) procedure to generate audio which as good as possible reduces the
effects of the lost packet on the audio.

[0005] However, there are several possible PLCs procedures and it would be beneficial to
correctly select what PLC procedure to use in different situations.

[0006] EP 1458145 discloses a method for dynamically selecting and applying different error
concealment techniques at run-time on the receiver side.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] The invention is now described, by way of example, with reference to the
accompanying drawings, in which:

Fig 1 is a schematic diagram illustrating a cellular network where embodiments presented
herein may be applied;
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Fig 2 is a schematic diagram illustrating audio frame transmissions to a wireless terminal of Fig
1;

Fig 3 is a schematic graph illustrating a spectral envelope of signals of received audio frames;

Figs 4A-B are flow charts illustrating methods performed in a host device being of Fig 1 for
selecting a packet loss concealment procedure;

Fig 5 is a schematic diagram showing some components of the wireless terminal of Fig 1;
Fig 6 is a schematic diagram showing some components of the transcoding node of Fig 1; and

Fig 7 shows one example of a computer program product comprising computer readable
means.

DETAILED DESCRIPTION

[0008] The invention will now be described more fully hereinafter with reference to the
accompanying drawings, in which certain embodiments of the invention are shown. This
invention may, however, be embodied in many different forms and should not be construed as
limited to the embodiments set forth herein; rather, these embodiments are provided by way of
example so that this disclosure will be thorough and complete, and will fully convey the scope
of the invention to those skilled in the art. Like numbers refer to like elements throughout the
description.

[0009] Fig 1 is a schematic diagram illustrating a cellular network 8 where embodiments
presented herein may be applied. The cellular network 8 comprises a core network 3 and one
or more radio base stations 1, here in the form of evolved Node Bs, also known as eNode Bs
or eNBs. The radio base station 1 could also be in the form of Node Bs, BTSs (Base
Transceiver Stations) and/or BSSs (Base Station Subsystems), etc. The radio base station 1
provides radio connectivity to a plurality of wireless terminals 2. The term wireless terminal is
also known as mobile communication terminal, user equipment (UE), mobile terminal, user
terminal, user agent, wireless device, machine-to-machine devices etc., and can be, for
example, what today are commonly known as a mobile phone or a tablet/laptop with wireless
connectivity or fixed mounted terminal.

[0010] The cellular network 8 may e.g. comply with any one or a combination of LTE (Long
Term Evolution), W-CDMA (Wideband Code Division Multiplex), EDGE (Enhanced Data Rates
for GSM (Global System for Mobile communication) Evolution), GPRS (General Packet Radio
Service), CDMA2000 (Code Division Multiple Access 2000), or any other current or future
wireless network, such as LTE-Advanced, as long as the principles described hereinafter are
applicable.
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[0011] Uplink (UL) 4a communication from the wireless terminal 2 and downlink (DL) 4b
communication to the wireless terminal 2 between the wireless terminal 2 and the radio base
station 1 occur over a wireless radio interface. The quality of the wireless radio interface to
each wireless terminal 2 can vary over time and depending on the position of the wireless
terminal 2, due to effects such as fading, multipath propagation, interference, etc.

[0012] The radio base station 1 is also connected to the core network 3 for connectivity to
central functions and an external network 7, such as the Public Switched Telephone Network
(PSTN) and/or the Internet.

[0013] Audio data can be encoded and decoded by the wireless terminal 2 and/or a
transcoding node 5, being a network node arranged to perform transcoding of audio. The
transcoding node 5 can e.g. be implemented in a MGW (Media Gateway), SBG (Session
Border Gateway)/BGF (Border Gateway Function) or MRFP (Media Resource Function
Processor). Hence, both the wireless terminal 2 and the transcoding node 5 are host devices
that comprise a respective audio decoder.

[0014] Fig 2 is a schematic diagram illustrating audio frame transmissions to a wireless
terminal of Fig 1. When receiving audio e.g. for a voice conversation or even streaming audio,
the wireless terminal 2 receives a stream of consecutive audio frames 15a-c. Each audio
frame, length of e.g. 20-40 ms, is a digitally represented set of data and comprises a signal,
i.e. an audio signal, encoded in an appropriate format.

[0015] In this example, the wireless terminal 2 receives a first audio frame 15a and a second
audio frame 15b successfully. This allows the wireless terminal 2 to decode the audio signal
comprised in the audio frames 15a-b. However, e.g. due to poor radio conditions, the third
audio frame 15c is not received successfully. The audio decoder in the wireless terminal 2
detects the lost third audio frame and can then perform a packet loss concealment (PLC)
procedure to generate audio which as good as possible reduces the effects of the lost packet
on the audio.

[0016] A problem is how to make a decision among a multitude of PLC procedures within an
audio decoder such that that procedure is selected that provides the best possible audio
quality.

[0017] More specifically, an audio decoder may deploy at least two different PLC procedures,
where one of them is especially suitable for music signals while a second PLC procedure is
more suitable for non-music signals e.g. speech. In order to be able to choose the most
suitable PLC procedure, the (coded) audio signal that has been received in good, i.e. error-
free or non-erased packets (15a-b), is analysed, and based on such an analysis the choice of
the PLC procedure is made.

[0018] A particular problem is to tailor the decision of PLC selection procedure such that the
specific individual strengths of the available PLC procedures are utilised in a beneficial way.
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This involves finding a suitable signal related metric that is associated with the analysis of the
received audio signal (or coding parameters thereof), and to find a suitable decision procedure
that selects the PLC procedure based on the metric. For frame-based audio codecs it is also
desirable that the PLC procedure decision can be made on a frame-by-frame basis, i.e. that a
decision can be made in response to a currently received good audio frame and earlier
received audio data. One recent PLC procedure for audio is a so-called Phase ECU. This is a
procedure that provides particularly high quality of the restored audio signal after packet loss in
case the signal is a music signal.

[0019] The Phase ECU method consists in a concealment based on sinusoidal phase
evolution. It is based on sinusoidal analysis and synthesis paradigm operated in DFT (discrete
Fourier transform) domain. It is assumed that an audio signal is composed of a limited number
of individual sinusoidal components. In the analysis step the sinusoidal components of a
previously synthesized audio frame are identified. In the synthesis step these sinusoidal
components are phased evolved to the time instant of the lost frame. Interpolative sinusoidal
frequency refinement is done to increase the frequency resolution over that of the DFT.
Instead of zeroing or magnitude adjusting DFT coefficients not belonging to spectral peaks, the
original DFT magnitudes are retained while adaptive phase randomization is used.

[0020] Another class of PLC procedures are those that incorporate a pitch model. An
underlying assumption of such procedures is that the signal may contain voiced segments of
human speech, in which the signal is periodic with the fundamental frequency of a glottal
excitation. Through incorporation of such a pitch model, the PLC procedure may achieve
particularly good quality of the restored audio signal in case the signal is voiced speech.

[0021] It is known that the Phase ECU works very well for tonal music (single or multiple
instruments playing sustained tones) and also for complex music signals (orchestra, pop
music). On the other hand, there are sometimes deficiencies with the phase ECU for speech
signal and particularly for voiced speech.

[0022] On the other hand it is notable that PLC procedures incorporating a pitch model often
do not perform optimally on music signals and periodic generic audio signals. Rather, it is
observed that general periodic audio signals like tonal music (single or multiple instruments
playing sustained tones) are less suitable for PLC procedures using a pitch model.

[0023] Fig 3 is a schematic graph illustrating a spectral envelope 10 of signals of received
audio frames. The horizontal axis represents frequency and the vertical axis represents
amplitude, e.g. power, etc.

[0024] Looking now to both Fig 2 and 3, concepts will be presented regarding how a PLC
procedure is selected in an audio decoder. It is to be noted that this can be performed in an

audio decoder of the wireless terminal and/or the transcoder node of Fig 1.

[0025] One solution to the selection of PLC procedure is, in an audio decoder deploying at
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least two different PLC procedures, to use a spectral envelope stability measure in the
selection of the PLC procedure. This involves a first step of analysing at least a previously
received audio signal frame with regards to its spectral envelope stability relative to the
spectral envelope of at least one further previously received audio signal frame. The result of
this analysis step is an envelope stability measure that is used in a second step. In that second
step the envelope stability measure is used in a decision algorithm that in response to at least
that measure selects one out of the multitude of PLC procedures, in case a subsequent audio
frame is erased or deteriorated as a consequence of a loss or transmission error of an audio
packet.

[0026] It is assumed that the audio decoder receives packets of coded audio data, which is
structured in sets as shown in Fig 2. Each set of coded audio data represents a frame 15a-c of
the coded audio signal. The sets of coded audio data are produced by an audio encoder as
the result of the encoding of the original audio signal. The sets of coded audio data are
transmitted in packets to the decoder, typically as one or multiple sets per packet or in some
cases as partial sets per packet.

[0027] After reception of the packets the audio receiver identifies the correctly received sets of
coded audio data that can be decoded by the audio decoder. Sets corresponding to corrupted
or lost packets are unavailable for decoding and the corresponding audio signal frames need
rather to be restored by one of the available PLC procedures. The selection of the PLC
procedure to be used for a given lost audio frame is described in the following.

[0028] First, the audio type is detected (see step 40 of Figs 4A-B) where at least one
previously correctly received audio frame or its related coding parameters are analysed and
stored for a potential subsequent frame loss in some memory (e.g. data memory 53 of Fig 5 or
63 of Fig 6). Typically, this analysis is done with the most recent correctly received audio frame
prior to the loss. The analysis evaluates whether the audio signal is likely a speech signal or a
music signal. The result of this analysis can be a measure defined in the value range from e.g.
0 to 1, where a value close to 0 represents a high likelihood that the signal is speech and
where a value close to 1 represents a high likelihood that the signal is music, or vice versa.

[0029] One embodiment of the analysis step is to use spectral envelope stability as a measure
for the likelihood if the signal frame is speech or music. The background of using spectral
envelope stability as such an indicator is the observation that music tends to have a relatively
stable spectral envelope over time or that the spectral envelope evolves slowly over time while
the opposite is observed for speech. This measure evaluates the variability of the spectral
envelope of the audio signal in the domain of spectral sub-band energies (also known as scale
factors or norms). It is notable that this measure can e.g. also be used in an audio codec for
controlling the noise floor of spectral sub-bands.

[0030] One way of calculating the spectral envelope stability measure is to compare a spectral
envelope representation, e.g. a magnitude spectrum of the most recent correctly received
frame with the spectral envelope representation of at least one earlier received frame, of which
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a representation has been stored in a memory. If there tends to be relatively strong changes in
the envelope, the signal is assumed to be speech-like otherwise it is assumed to represent
music. Accordingly, the envelope stability value will be set to values close to 0 or, respectively,
close to 1. An inventive insight is that for frame losses of signals where the envelope stability
indicator prior to the loss indicates a high stability, a PLC more suitable for music signals
should be selected.

[0031] The actual decision of the PLC procedure is done in a second step, See step 44 of Figs
4A-B. Here the envelope stability measure calculated in a good frame prior to the frame loss is
first restored from a memory and then compared to a threshold. As an example the threshold
may be 0.5. If the envelope stability measure exceeds the threshold, the PLC procedure for
music signals is chosen, otherwise that for speech signals.

[0032] According to one embodiment, the described envelope stability based decision method
is used in one level in a multi-level decision method. Here, a first decision is made based on
the envelope stability measure whether the PLC procedure more suitable for music is selected.
Again, if the stability measure is above a certain threshold, the music signal PLC will be
selected. If however this is not the case, a second decision method may be involved that
compares other measures derived during the last good audio frame against a certain
threshold. Examples for other measures are parameters that can be used for discrimination of
voiced speech from unvoiced speech, like a pitch prediction gain (long term prediction gain) or
e.g. the tilt of the envelope spectrum. If these values indicate that the audio signal is likely
voiced speech (through relatively large values), then the selector chooses the PLC procedure
that is more suitable for speech signals, otherwise the PLC procedure suitable for music is
selected.

[0033] According to a further embodiment the PLC procedure decision may besides the
envelope stability measure as one decision criterion also involve the calculation of further
measures and their comparison against suitable threshold. Such measures may e.g. be a VAD
(Voice activity detector) flag, power parameters, measures about the tonality of the signal,
measures about how harmonic the signal is, measures about how spectrally complex the
signal is, etc. A very tonal signal would have a relatively small number of distinct spectral peaks
that are relatively stable compared to some earlier audio frame. A harmonic signal would have
distinct spectral peaks at a fundamental frequency and integer multiples thereof. A spectrally
complex audio signal (like e.g. from orchestra music with many contributing instruments) would
have a relatively large number of spectral peaks with unclear relationship to each other. The
decision method could take such additional measures into account, besides the envelope
stability, when determining the PLC procedure to be used for the lost frame.

[0034] According to one embodiment, the PLC procedure that is most suitable to be used for
detected music signals, or for signals with relatively stable spectral envelope, tonal signals,
and/or spectrally complex signals is the phase ECU. Signals where rather another PLC
procedure, with pitch model should be selected are those that are classified as speech and
especially voiced speech, and signals that have a harmonic spectral structure and/or a spectral
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tilt typical for voiced speech.

[0035] Figs 4A-B are flow charts illustrating methods performed in an audio decoder of a host
device (wireless terminal and/or transcoding node of Fig 1) for selecting a packet loss
concealment procedure.

[0036] In a detect audio type step 40, an audio type of a received audio frame is detected.
This may comprise determining the audio type to be either music or speech. Optionally, there
are more possible audio types, potentially comprising an audio type of 'unknown'.

[0037] In one embodiment, the audio type is determined to be music when the spectral
envelope of received audio signals is stable. In such a case, the audio type is determined to be
speech when the spectral envelope of received audio signals is unstable. Stable and unstable
can e.g. be defined by comparing with a threshold value when the stability of the spectral
envelope is a scalar.

[0038] Optionally, hysteresis is used in this step to prevent hopping back and forth in the audio
type detection. Alternatively or additionally, a Markov chain can be used to increase stability of
the classifying.

[0039] In a determine PLC procedure step 44, a packet loss concealment procedure is
determined based on the audio type.

[0040] The method can be repeated as new audio frames are received, to ensure the most
recent audio type is determined.

[0041] Fig 4B illustrates a method for selecting a packet loss concealment procedure
according to one embodiment. This method is similar to the method illustrated in Fig 4A, and
only new or modified steps, in relation to Fig 4A, will be described.

[0042] Here, the detect audio type step 40 comprises an optional determine stability of spectral

envelope step 41 and/or an optional determine 2" measurement step 42. In the optional
determine stability of spectral envelope step 41, a stability of a spectral envelope of signals of
received audio frames is determined. As explained above, this can be achieved by comparing
a spectral envelope of signals of two (or more) correctly received consecutive audio frames.

[0043] Optionally, a scalar measurement related to the spectral envelope of received signals of
received audio frames is calculated, e.g. with a value between 0 and 1 as described above.

[0044] In the optional determine 2nd measurement step 42, a second measurement of a
received audio frame is determined. The second measurement comprises an indicator
selected from the group consisting of pitch prediction gain, tilt of the spectral envelope, voice
activity detector flag, power parameters, measure of a tonality of the signal, measure of how
harmonic the signal is, and measure of how spectrally complex the signal is.
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[0045] Fig 5 is a schematic diagram showing some components of the wireless terminal 2 of
Fig 1. A processor 50 is provided using any combination of one or more of a suitable central
processing unit (CPU), multiprocessor, microcontroller, digital signal processor (DSP),
application specific integrated circuit etc., capable of executing software instructions 56 stored
in a memory 54, which can thus be a computer program product. The processor 50 can be
configured to execute the software instructions 56 to perform any one or more embodiments of
the methods described with reference to Figs 4A-B above.

[0046] The memory 54 can be any combination of read and write memory (RAM) and read
only memory (ROM). The memory 54 also comprises persistent storage, which, for example,
can be any single one or combination of magnetic memory, optical memory, solid state
memory or even remotely mounted memory.

[0047] A data memory 53 is also provided for reading and/or storing data during execution of
software instructions in the processor 50. The data memory 53 can be any combination of read
and write memory (RAM) and read only memory (ROM).

[0048] The wireless terminal 2 further comprises an 1/O interface 52 for communicating with
other external entities. The I/O interface 52 also includes a user interface comprising a
microphone, speaker, display, etc. Optionally, an external microphone and/or
speaker/headphone can be connected to the wireless terminal.

[0049] The wireless terminal 2 also comprises one or more transceivers 51, comprising
analogue and digital components, and a suitable number of antennas 55 for wireless
communication with wireless terminals as shown in Fig 1.

[0050] The wireless terminal 2 comprises an audio encoder and an audio decoder. These may
be implemented in the software instructions 56 executable by the processor 50 or using
separate hardware (not shown).

[0051] Other components of the wireless terminal 2 are omitted in order not to obscure the
concepts presented herein.

[0052] Fig 6 is a schematic diagram showing some components of the transcoding node 5 of
Fig 1. A processor 60 is provided using any combination of one or more of a suitable central
processing unit (CPU), multiprocessor, microcontroller, digital signal processor (DSP),
application specific integrated circuit etc., capable of executing software instructions 66 stored
in a memory 64, which can thus be a computer program product. The processor 60 can be
configured to execute the software instructions 66 to perform any one or more embodiments of
the methods described with reference to Figs 4A-B above.

[0053] The memory 64 can be any combination of read and write memory (RAM) and read
only memory (ROM). The memory 64 also comprises persistent storage, which, for example,
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can be any single one or combination of magnetic memory, optical memory, solid state
memory or even remotely mounted memory.

[0054] A data memory 63 is also provided for reading and/or storing data during execution of
software instructions in the processor 60. The data memory 63 can be any combination of read
and write memory (RAM) and read only memory (ROM).

[0055] The transcoding node 5 further comprises an I/O interface 62 for communicating with
other external entities such as the wireless terminal of Fig 1 (via the radio base station 1).

[0056] The transcoding node 5 comprises an audio encoder and an audio decoder. These
may be implemented in the software instructions 66 executable by the processor 60 or using
separate hardware (not shown).

[0057] Other components of the transcoding node 5 are omitted in order not to obscure the
concepts presented herein.

[0058] Fig 7 shows one example of a computer program product 90 comprising computer
readable means. On this computer readable means a computer program 91 can be stored,
which computer program can cause a processor to execute a method according to
embodiments described herein. In this example, the computer program product is an optical
disc, such as a CD (compact disc) or a DVD (digital versatile disc) or a Blu-Ray disc. As
explained above, the computer program product could also be embodied in a memory of a
device, such as the computer program product 54 of Fig 5 or the computer program product
64 of Fig 6. While the computer program 91 is here schematically shown as a track on the
depicted optical disk, the computer program can be stored in any way which is suitable for the
computer program product, such as a removable solid state memory (e.g. a Universal Serial
Bus (USB) stick).

[0059] Here now follows a set of examples to further describe the concepts presented herein.

[0060] The first example comprises a method for selecting a packet loss concealment
procedure, the method being performed in an audio decoder and comprising the steps of:
detecting (40) an audio type of a received audio frame; and determining (44) a packet loss
concealment procedure based on the audio type.

[0061] The second example comprises the method according to the first example, wherein the
step of detecting (40) an audio type comprises the step of: determining (41) a stability of a
spectral envelope of signals of received audio frames.

[0062] The third example comprises the method according to the second example, wherein
the step of determining (41) a stability of a spectral envelope of signals of received audio
frames comprises comparing a spectral envelope of signals of two (or more) correctly received
consecutive audio frames.
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[0063] The fourth example comprises the method according to the second or third example,
wherein the step of determining (41) a stability of a spectral envelope of received signals of
received audio frames comprises calculating a scalar measurement related to the spectral
envelope of received signals of received audio frames.

[0064] The fifth example comprises the method according to any one of second, third and
fourth example, wherein the step of detecting (40) an audio type further comprises the step of:
determining (42) a second measurement of a received audio frame, the second measurement
comprising an indicator selected from the group consisting of pitch prediction gain, tilt of the
spectral envelope, voice activity detector flag, power parameters, measure of a tonality of the
signal, measure of how harmonic the signal is, and measure of how spectrally complex the
signal is.

[0065] The sixth example comprises the method according to any one of the preceding
examples, wherein the step of detecting (40) an audio type comprises determining the audio
type to be either music or speech.

[0066] The seventh example comprises the method according to the sixth example when
depending on the second example, wherein the step of detecting (40) an audio type comprises
determining the audio type to be music when the spectral envelope of received audio signals is
stable and determining the audio type to be speech when the spectral envelope of received
audio signals is unstable.

[0067] The eighth example comprises a host device (2, 5) for selecting a packet loss
concealment procedure, the host device comprising a processor (50, 60) and a memory (54,
64) storing instructions (56, 66) that, when executed by the processor, causes the host device
(2, 5) to: detect an audio type of a received audio frame; and determine a packet loss
concealment procedure based on the audio type.

[0068] The ninth example comprises the host device (2, 5) according to the eigth example,
wherein the instructions to detecting an audio type comprise instructions that, when executed
by the processor, causes the host device (2, 5) to determine a stability of a spectral envelope
of signals of received audio frames.

[0069] The tenth example comprises the host device (2, 5) according to the ninth example,
wherein the instructions to determine a stability of a spectral envelope of signals of received
audio frames comprise instructions that, when executed by the processor, causes the host
device (2, 5) to compare a spectral envelope of signals of two (or more) correctly received
consecutive audio frames.

[0070] The eleventh example comprises the host device (2, 5) according to the ninth or tenth
example, wherein the instructions to determine a stability of a spectral envelope of received
signals of received audio frames comprise instructions that, when executed by the processor,
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causes the host device (2, 5) to calculate a scalar measurement related to the spectral
envelope of received signals of received audio frames.

[0071] The twelfth example comprises the host device (2, 5) according to any one of ninth,
tenth and eleventh example, wherein the instructions to determine a packet loss concealment
procedure further comprise instructions that, when executed by the processor, causes the host
device (2, 5) to determine a second measurement of a received audio frame, the second
measurement comprising an indicator selected from the group consisting of pitch prediction
gain, tilt of the spectral envelope, voice activity detector flag, power parameters, measure of a
tonality of the signal, measure of how harmonic the signal is, and measure of how spectrally
complex the signal is.

[0072] The thirteenth example comprises the host device (2, 5) according to any one of the
eighth to twelfth example, wherein the instructions to detect an audio type comprise
instructions that, when executed by the processor, causes the host device (2, 5) to determine
the audio type to be either music or speech.

[0073] The fourteenth example comprises the host device (2, 5) according to thirteenth
example when depending on the ninth example, wherein the instructions to detect an audio
type comprise instructions that, when executed by the processor, causes the host device (2, 5)
to determine the audio type to be music when the spectral envelope of received audio signals
is stable and determining the audio type to be speech when the spectral envelope of received
audio signals is unstable.

[0074] The fifteenth example comprises the host device (2) according to any one of the eighth
to fourteenth example wherein the host device is a wireless terminal (2).

[0075] The sixteenth example comprises the host device (5) according to any one of the eighth
to fourteenth examples wherein the host device (5) is a transcoding node arranged to perform
transcoding of audio.

[0076] The seventeenth example comprises a computer program (66, 91) for selecting a
packet loss concealment procedure, the computer program comprising computer program
code which, when run on a host device (2, 5) causes the host device (2, 5) to: detect an audio
type of a received audio frame; and determine a packet loss concealment procedure based on
the audio type.

[0077] The eighteenth example comprises a computer program product (64, 90) comprising a
computer program according to the seventeenth example and a computer readable means on
which the computer program is stored.
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Patentkrayv

1. Fremgangsmade til at udveelge en fremgangsmade til maskering af pakke-
tab, hvor fremgangsmaden omfatter:

klassificering af en modtaget audioramme som sprog eller musik ved bestem-
melse (41) af en stabilitet af en spektral indhyllingskurve af signaler af mod-
tagne audiorammer, hvor stabiliteten af klassificeringen gges under anven-
delse af en Markov-kaede; og

bestemmelse (44) af en fremgangsmade til maskering af pakketab baseret i

det mindste delvis pa tale-/musikklassificeringen.

2. Fremgangsmade ifglge krav 1, hvor bestemmelse (41) af stabiliteten af den
spektrale indhyllingskurve af signalerne af de modtagne audiorammer omfat-
ter sammenligning af den spektrale indhyllingskurve af signalerne af mindst to

modtagne audiorammer, som er konsekutive og modtaget korrekt.

3. Fremgangsmade ifglge krav 1 eller 2, hvor bestemmelse (41) af stabiliteten
af den spektrale indhyllingskurve af signalerne af de modtagne audiorammer
omfatter beregning af en skalaer maling med forbindelse til den spektrale ind-

hyllingskurve af signalerne af de modtagne audiorammer.

4. Fremgangsmade ifglge et hvilket som helst af de foregaende krav, hvor
klassificering af den modtagne audioramme som sprog eller musik omfatter
klassificering af den modtagne audioramme som musik som reaktion pa den
bestemmelse om, at den spektrale indhyllingskurve af signalerne af de mod-
tagne audiorammer er stabil, og klassificering af den modtagne audioramme
som sprog som reaktion pa den bestemmelse om, at den spektrale indhyllings-

kurve af signalerne af de modtagne audiorammer er ustabil.

5. Fremgangsmade ifelge et hvilket som helst af de foregaende krav, hvor be-

stemmelse (44) af fremgangsmaden til maskering af pakketab omfatter udveel-
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gelse af en fremgangsmade til fasefejimaskeringsenhed (ECU) pa basis af si-
nusformet faseudvikling, som reaktion pa klassificering af den modtagne au-

dioramme som musik.

6. Fremgangsmade ifglge et hvilket som helst af de foregaende krav, hvor be-
stemmelse (44) af fremgangsmaden til maskering af pakketab omfatter udveel-
gelse af en tonehgjdemodel som reaktion pa klassificering af den modtagne

audioramme som tale.

7. Fremgangsmade ifglge et hvilket som helst af de foregaende krav, hvor be-
stemmelse (44) af fremgangsmaden til maskering af pakketab yderligere om-
fatter bestemmelse (42) af en anden maling af en modtaget audioramme, og
sammenligning af den anden maling med en bestemt taerskel, hvor den anden
maling omfatter en indikator, der er udvalgt fra gruppen bestaende af tonehgj-
deforudsigelsesforsteerkning, haeldning af den spektrale indhyllingskurve,
stemmeaktivitetsdetektorflag, effektparametre, maling af en tonalitet af signa-
let, maling af, hvor harmonisk signalet er, og maling af, hvor spektralt kompleks
signalet er.

8. Veertsindretning (2, 5) til at udveelge en fremgangsmade til maskering af
pakketab, hvor indretningen omfatter:

en processor (50, 60); og

en hukommelse (54, 64) til lagring af instruktioner, som, nar de udferes af pro-
cessoren (50, 60), far indretningen (2, 5) til at:

klassificere en modtaget audioramme som sprog eller musik ved bestemmelse
af en stabilitet af en spektral indhyllingskurve af signaler af modtagne audio-
rammer, hvor stabiliteten af klassificeringen gges under anvendelse af en Mar-
kov-kaede; og

bestemme en fremgangsmade til maskering af pakketab baseret i det mindste

delvis pa tale-/musikklassificeringen.
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9. Veertsindretningen (2, 5) ifglge krav 8, hvor instruktionerne til at bestemme
stabiliteten af den spektrale indhyllingskurve af signalerne af de modtagne au-
diorammer omfatter instruktioner, som, nar de udferes af processoren, for ind-
retningen til at sammenligne den spektrale indhyllingskurve af signalerne af

mindst to modtagne audiorammer, som er konsekutive og modtaget korrekt.

10. Veertsindretningen (2, 5) ifelge krav 8 eller 9, hvor instruktionerne til at be-
stemme stabiliteten af den spektrale indhyllingskurve af signalerne af de mod-
tagne audiorammer omfatter instruktioner, som, nar de udfgres af processo-
ren, far indretningen til at beregne en skalser maling med forbindelse til den
spektrale indhyllingskurve af signalerne af de modtagne audiorammer.

11. Veertsindretning (2, 5) ifelge et hvilket som helst af kravene 8 til 10, hvor
instruktionerne til klassificering af den modtagne audioramme som sprog eller
musik omfatter instruktioner, som, nar de udfgres af processoren, for indret-
ningen til at klassificere den modtagne audioramme som musik, nar den spek-
trale indhyllingskurve af signalerne af de modtagne audiorammer er stabil, og
at klassificere den modtagne audioramme som sprog, nar den spektrale ind-
hyllingskurve af signalerne af de modtagne audiorammer er ustabil.

12. Veertsindretning (2, 5) ifelge et hvilket som helst af kravene 8 til 11, hvor
instruktionerne til bestemmelse af fremgangsmaden til maskering af pakketab
yderligere omfatter instruktioner, som, nar de udfgres af fremgangsmaden, far
indretningen til at bestemme en anden maling af en modtaget audioramme, og
at sammenligne den anden maling med en bestemt teerskel, hvor den anden
maling omfatter en indikator, der er udvalgt fra gruppen bestaende af tonehgj-
deforudsigelsesforsteerkning, haeldning af den spektrale indhyllingskurve,
stemmeaktivitetsdetektorflag, effektparametre, maling af en tonalitet af signa-
let, maling af, hvor harmonisk signalet er, og maling af, hvor spektralt kompleks

signalet er.
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13. Veertsindretning (2) ifglge et hvilket som helst af kravene 8 til 12, hvor

veertsindretningen er en tradlgs terminal.

14. Veertsindretning (5) ifelge et hvilket som helst af kravene 8 til 12, hvor
veertsindretningen er en transkodningsknude, der er indrettet til at udfere
transkodning af audio.

15. Computerprogram (66, 91), omfattende instruktioner, der, nar programmet
udfgres af en processor, far processoren til at udfgre fremgangsmaden ifglge
et hvilket som helst af kravene 1 til 7.

16. Computerprogramprodukt (64, 90) omfattende et computerprogram ifelge
krav 15, og et computerlzesbare medium, hvorpa computerprogrammet er lag-

ret.
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