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METHOD AND SYSTEM FOR MIRRORING AND 
ARCHIVING MASS STORAGE 

BACKGROUND OF THE INVENTION 

0001) 1. The Field of the Invention 
0002 The present invention relates to the protection of 
computer data, and more particularly to a System and 
method for mirroring and archiving data of one mass Storage 
to another mass Storage. 
0003 2. The Prior State of the Art 
0004. There is little question that computers have radi 
cally changed the way that businesses collect, manage, and 
utilize information. Computers have become an integral part 
of most busineSS operations, and in Some instances have 
become Such an integral part of a business that when the 
computers cease to function, busineSS operations cannot be 
conducted. Banks, insurance companies, brokerage firms, 
financial Service providers, and a variety of other businesses 
rely on computer networks to Store, manipulate, and display 
information that is constantly Subject to change. The SucceSS 
or failure of an important transaction may turn on the 
availability of information which is both accurate and cur 
rent. In certain cases, the credibility of the Service provider, 
or its very existence, depends on the reliability of the 
information maintained on a computer network. Accord 
ingly, businesses worldwide recognize the commercial value 
of their data and are Seeking reliable, cost-effective ways to 
protect the information Stored on their computer networkS. 
In the United States, federal banking regulations also require 
that banks take Steps to protect critical data. 
0005 Critical data may be threatened by natural disas 
ters, by acts of terrorism, or by more mundane events Such 
as computer hardware and/or Software failures. Although 
these threats differ in many respects, they all tend to be 
limited in their geographic extent. Thus, many approaches to 
protecting data involve creating a copy of the data and 
placing that copy at a safe geographic distance from the 
original Source of the data. Geographic Separation may be an 
important part of data protection, but does not alone Suffice 
to fully protect all data. 
0006. Often the process of creating a copy of the data is 
referred to as backing up the data or creating a backup copy 
of the data. When creating a backup copy of data Stored on 
a computer or a computer network, Several important factors 
must be considered. First, a backup copy of data must be 
logically consistent. A logically consistent backup copy 
contains no logical inconsistencies, Such as data files that are 
corrupt or terminated improperly. Second, a backup copy of 
data must be current enough to avoid data StaleneSS. The 
time between backups, which largely determines the Stale 
neSS of the backup copy, must be Sufficiently short So the 
data on the backup is still useful should it be needed. For 
certain applications, Such as networks that Store financial 
transactions, backups a week old may be useleSS and much 
more frequent backups are needed. How frequent backup 
copies can be made is a function of many factorS Such as 
whether the backup can be made during normal busineSS 
operations, the time it takes to make a backup copy, and So 
forth. 

0007. In order to create a backup copy of the data, several 
approaches have been taken. Each of the approaches has 
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certain advantages and disadvantages. Perhaps the Simplest 
approach to creating a backup copy of critical data is to copy 
the critical data from a mass Storage System, Such as the 
magnetic Storage System utilized by a computer network, to 
a Second archival mass Storage device. The Second archival 
mass Storage device is often a storage device designed to 
Store large amounts of data at the expense of immediate 
access to the data. One type of archival Storage commonly 
used is magnetic tape. In these backup Systems, data is 
copied from the mass Storage System to one or more mag 
netic tapes. The magnetic tapes are then Stored either locally 
or at a remote site in case problems arise with the main mass 
Storage System. If problems arise with the mass main Storage 
System, then data may be copied from the magnetic tape 
back to either the same or a different mass Storage System. 
0008 Although using magnetic tape or other archival 
Storage as a means to guard against data loSS has the 
advantage of being relatively simple and inexpensive, it also 
has Severe limitations. One Such limitation is related to how 
Such backups are created. When data is copied from a mass 
Storage System to a backup tape, the copy process generally 
copies the data one file at a time. In other words, a file is 
copied from the mass Storage System onto the tape. After the 
copy is complete, another file is copied from the mass 
Storage System to the tape. The proceSS is repeated until all 
files have been copied. 
0009. In order to ensure the integrity of data being stored 
on the tape, care must be taken to keep the file from 
changing while the backup is being made. A simple example 
will illustrate this point. Suppose a file stores the account 
balances of all banking customers. If the account balances 
were allowed to change during the time the file is being 
backed up, it may be possible to leave a file in a logically 
inconsistent State. For example, if one account balance was 
backed up, and immediately after the account was backed up 
the account balance was debited S100.00, and if that same 
S100.00 was credited to a second account, then a situation 
may arise where the same S100.00 is credited to two 
different accounts. 

0010. In order to prevent such a situation from occurring, 
the data in a file must not change while the backup copy is 
made. A simple way to prevent data from changing is to 
prevent all access to the file during the backup procedure. In 
Such a Scheme, access to the files is cut off while the file is 
backed up. This approach is used by many networks where 
access to the mass Storage System can be terminated after the 
close of business. For example, if a business closes at the 
end of each day and leaves its computer network essentially 
unused at night, user access to the network can be terminated 
at night and that time used to perform a backup operation. 
This, however, limits creation of a backup copy to once per 
day at off hours and therefore may be insufficient for some 
operations. 
0011. An increasing number of computer networks are 
used by computer businesses that operate World wide, and 
hence these networks may be needed twenty-four hours a 
day, Seven days a week. Shutting down Such a network for 
Several hours each day to make a tape backup may have a 
Significant adverse affect on the busineSS. For Such busi 
nesses, creating a backup tape in the traditional manner is 
Simply impractical and unworkable. 
0012. In an attempt to accommodate such operations or to 
increase the frequency of backups, an approach to copying 
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data Stored on computer networks known as “data shadow 
ing” is Sometimes used. A data Shadowing program cycles 
through all the files in a computer network, or through a 
Selected Set of critical files and checks the time Stamp of 
each file. If data has been written to the file since the last 
time the Shadowing program checked the file's Status, then 
a copy of the file is sent to a backup System. The backup 
System receives the data and Stores it on tapes or other 
media. The Shadow data is typically more current than data 
restored from a tape backup, because at least Some infor 
mation is Stored during business hours. However, Shadow 
data may nonetheless be outdated and incorrect. For 
example, it is not unusual to make a data Shadowing 
program responsible for Shadowing changes in any of Sev 
eral thousand files. Nor is it unusual for file activity to occur 
in bursts, with heavy activity in one or two files for a short 
time, followed by a burst of activity in several other files. 
Thus, a data shadowing program may spend much of its time 
checking the Status of numerous inactive files while Several 
other files undergo rapid changes. If the System crashes, or 
becomes otherwise unavailable before the data Shadowing 
program gets around to checking the critical files, data may 
be lost. 

0013 Another problem with data shadowing programs is 
that they typically do not work for data kept in very large 
files. Consider a System with a single very large database and 
Several much Smaller data files. ASSuming that a business’s 
primary information is Stored in the large database, it is 
reasonable to expect that a large percentage of the busineSS 
day will be spent reading and writing data to the very large 
database. ASSuming that a backup copy could be made of the 
very large database, the time needed to make a backup copy 
of Such a large database may make the use of data Shadowing 
impractical. The data Shadowing program may attempt to 
make copy after copy of the large database. Making Such 
numerous copies not only takes a tremendous amount of 
time, but also requires a tremendous amount of backup 
Storage Space. 

0.014) Another problem of data shadowing type systems 
is that open files are generally not copied. AS previously 
described, a file must be frozen while a backup copy is made 
in order to prevent changes to the file during the backup 
process. Thus, data shadowing Systems usually do not 
attempt to make copies of open files. If changes are con 
Stantly being made to a large database, the large database 
will constantly be open and data Shadowing Systems may not 
copy the database simply because the file is open. For at least 
these reasons, data Shadowing Systems are typically not 
recommended for very large data files. 
0.015. Another approach that has been attempted in order 
to overcome Some of these limitations is a process whereby 
a time Sequence of data is captured and Saved. For example, 
many Systems incorporate disk mirroring or duplexing. In 
disk mirroring or duplexing, changes made to a primary 
mass Storage System are Sent to other backup or Secondary 
mass Storage Systems. In other words, when a data block is 
written to the primary maSS Storage System, the same data 
block is written to a separate Secondary mass Storage System. 
By copying each write operation to a Second mass Storage 
System, two mass Storage Systems may be kept Synchronized 
So that they are virtually identical at the same instant in time. 
Such a Scheme protects against certain types of failures, but 
remains Vulnerable to other types of failures. 
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0016. The primary type of failure that disk mirroring 
overcomes is a hardware failure. For example, if data is 
written to two disks Simultaneously, then if one disk fails, 
the data is still available on the other disk. If the two disks 
are connected to two Separate disk controller cards, then if 
a single disk controller card or a single disk fails, then the 
data is still accessible through the other disk controller card 
and disk assembly. Such a concept can be extended to 
include entire Systems where a Secondary network Server 
mirrors a primary Server So that if a failure occurs in the 
primary network Server, the Secondary network Server can 
take over and continue operation. The Novell(R) SFT line of 
products use variants of this technology. 
0017 While such systems provide high reliability against 
hardware failures and also provide almost instantaneous 
access to backup copies of critical data, they do not guard 
against Software failures. AS Software becomes more and 
more complex the likelihood of Software failures increase. In 
today's complex computing environments where multiple 
computer Systems running multiple operating Systems are 
connected together in a network environment, the likelihood 
of Software errors causing occasional System crashes 
increases. When Such a Software error occurs, both the 
primary mass Storage System and the mirrored mass Storage 
System may be left in a logically inconsistent State. For 
example, Suppose that a Software error occurred during a 
database update. In Such a situation, both the primary mass 
Storage System and the mirrored mass Storage System would 
have received the same write command. If the Software error 
occurred while issuing the write command, both mass Stor 
age Systems may be left in an identical, logically inconsis 
tent State. If the mirrored mass Storage System was the only 
form of backup in the network, critical data could be 
permanently lost. 
0018) If a backup is to be made at a remote location, the 
problems with the above technology are exacerbated. For 
example, if disk mirroring is to be made to a remote site, the 
amount of data transferred to the remote site can be con 
siderable. Thus, a high Speed communication link must exist 
between the primary Site and the Secondary or backup site. 
High Speed communication links are typically expensive. 
Furthermore, if a time Sequence of data is to be sent to a 
Secondary System at a remote location over a communica 
tion link, then the reliability of the communication link 
becomes a significant issue. If for any reason the commu 
nication link should be temporarily Severed, Synchronization 
between the primary mass Storage System and the Secondary 
or backup mass Storage System would be lost. Steps must 
then be taken to reconcile the two mass Storage devices once 
the communication link is reestablished. Thus, mirroring a 
primary mass Storage System at a remote site is typically 
difficult and very expensive. 
0019. The problems of mirroring a single system to a 
remote Site becomes even more complicated when a Single 
remote site is to Service Several primary Systems. Since a 
remote disk mirror typically requires a dedicated commu 
nication link, the Secondary System must be Sufficiently fast 
to handle communications from a plurality of dedicated 
communication lines. The amount of data that must be 
received and Stored by the Secondary System may quickly 
overwhelm the capabilities of the Secondary System. 
0020. It would, therefore, represent an advancement in 
the art to have a mirroring and archiving System that could 
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ensure logical consistency of the data protected. It would 
also represent an advancement in the art to have a mirroring 
and archiving System that could function either locally or 
remotely using a low bandwidth communication link. 

SUMMARY AND OBJECTS OF THE 
INVENTION 

0021. The foregoing problems in the prior state of the art 
have been Successfully overcome by the present invention, 
which is directed to a System and method for mirroring and 
archiving a primary mass Storage System to a Secondary 
mass Storage System. The current System and method pro 
vides Several Significant advantages over the prior art. First, 
the mirroring and archiving System and method of the 
present invention reduces the amount of data needed to 
mirror and archive by consolidating redundant changes and 
then transferring only those consolidated changes. Second, 
the System and method of the present invention emphasize 
Security of the mirroring and archiving by ensuring that the 
primary Storage System is in a logically consistent State 
when an update is made. 
0022. The present invention begins with the assumption 
that a primary mass Storage System connected to a primary 
System and a Secondary mass Storage System connected to a 
Secondary System contain identical data. This may be 
accomplished, for example, by making a complete copy of 
the primary mass Storage System to the Secondary mass 
Storage System using either traditional backup techniqueS or 
traditional disk mirroring techniques. Once the primary 
mass Storage System and the Secondary mass Storage System 
contain the Same data, the present invention tracks the 
changes made to the primary mass Storage System. This 
tracking is done by identifying new data written to Storage 
locations in the primary mass Storage System after the time 
that the Secondary mass Storage System was in Sync with the 
primary mass Storage System. By identifying those changes 
that have been made to the primary mass Storage System, the 
invention identifies those changes that need to be Stored at 
the Secondary mass Storage System in order to bring the 
Secondary mass Storage System current with the primary 
mass Storage System. 

0023 Periodically, the changes that need to be made to 
the Secondary mass Storage System are assembled into an 
update. However, the update may contain redundant infor 
mation. That is, multiple changes to a Single data block 
present a historical view of a given Storage location, but only 
the last change is necessary to bring the Secondary mass 
Storage System current with the primary mass Storage SyS 
tem. Thus, the present invention minimizes the amount of 
data needed to resynchronize the mass Storage devices by 
consolidating the redundant changes into a Single, most 
recent change. Then, the update is Sent to the Secondary 
System to bring the Secondary mass Storage System current 
with the primary mass Storage System. If desired, commu 
nication between the primary System and Secondary System 
may be encrypted. 

0024. The present invention includes a mechanism to 
identify when the primary mass Storage System is in a 
logically consistent State in order to determine when an 
update should be created. By identifying a logically consis 
tent State and then creating an update of the changes made 
up to that point in time, the updates transferred to the 
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Secondary System are guaranteed to capture a logically 
consistent State. By creating updates of Succeeding logically 
consistent States, the Secondary System can archive one 
logically consistent State after another. In this way, if the 
archived data should ever be needed, it will be in a logically 
consistent State. The data Stored at the Secondary System 
moves from one logically consistent State to another logi 
cally consistent State thus eliminating one of the problems of 
the prior art. 

0025 Because the present invention takes a state-ori 
ented approach to the mirroring and archiving of a mass 
Storage System, the amount of data that needs to be trans 
ferred can be optimized. Specifically, during any given time 
it is not unusual for a relatively small number of data blocks 
to be repeatedly and frequently modified, perhaps because 
the data blockS represent an indeX Structure for a database. 
Each change in the underlying database would require 
corresponding changes to the indeX Structure. Some obser 
vations of this activity indicate that of 15,000 changes made 
during one five-minute period, only 900 involved unique 
data blocks. Prior art systems would transfer each of the 
15,000 changes. However, the state-oriented approach of the 
present invention allows for consolidating the 15,000 
changes because only 900 are necessary to represent the 
final States of the unique data blocks that were modified. 
Therefore, the present invention is particularly well Suited to 
mirroring and archiving data to a Secondary System located 
at a remote site. The present invention can use low band 
width communication links to transfer mirroring and 
archiving data to a remote Site. AS an example, in many 
cases conventional dial-up telephone lines with a 56.6 k 
baud modem will be entirely adequate for many situations. 

0026. The present invention also includes a cache holding 
area in the primary mass Storage System. The cache holding 
area retains update files So that requests for mirrored or 
archived data often may be met without necessarily having 
to access the Secondary System. Where the Secondary System 
communicates with the primary System over a relatively 
Slow link, the cache holding can dramatically improve the 
performance of accessing mirrored or archived data. 

0027. The secondary system of the present invention 
receives each update from the primary System. The update 
Serves to bring the Secondary mass Storage System current 
with the primary mass Storage System. In addition to this 
mirroring function, the updates also provide archiving. By 
retaining updates rather than integrating them with the 
Synchronized data, the Secondary System can deliver any of 
the logically consistent States that the updates represent. For 
example, if a problem occurs prior to a fourth update, the 
Secondary System can combine the Synchronized data with 
the first three updates. This combination represents the 
logically consistent State of the primary mass Storage System 
as it existed at the time of the third update. Thus, the 
Secondary System can provide any of a potentially large 
number of logically consistent States of the primary mass 
Storage System. AS the archival value of a given update 
diminishes over time, it can eventually be integrated with the 
Synchronized data or collapsed with other updates, thereby 
limiting the number of updates Stored at the Secondary mass 
Storage and the required size of the Secondary mass Storage. 

0028. Accordingly, it is an object of the present invention 
to provide a System and method for mass Storage mirroring 
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and archiving that minimizes the amount of data that needs 
to be transferred to a Secondary System. 

0029. Another central object of the present invention is to 
provide a System and method for mass Storage mirroring and 
archiving that can capture logically consistent States So that 
the Secondary System is not found in a logically inconsistent 
State. 

0.030. A further object of the present invention is to 
provide a cache of updates So that Some requests for mir 
rored or archived data can be fulfilled without the delay that 
may be associated with accessing the Secondary System. 

0.031 Yet another object of the present invention is to 
allow the Secondary System to capture Successive logically 
consistent updates in order to provide a Series of logically 
consistent primary mass Storage System States. 

0032. Additional objects and advantages of the present 
invention will be set forth in the description which follows, 
and in part will be obvious from the description, or it may 
be learned by practice of the invention. The objects and 
advantages of the invention may be realized and obtained by 
means of the instruments and combinations particularly 
pointed out in the attended claims. These and other objects 
and features of the present invention will become more fully 
apparent from the following description and appending 
claims, or may be learned by the practice of the invention as 
set forth hereinafter. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0033. In order that the manner in which the above-recited 
and other advantages and objects of the invention are 
obtained, a more particular description of the invention 
briefly described above will be rendered by reference to 
specific embodiments thereof which are illustrated in the 
appended drawings. Understanding that these drawings 
depict only typical embodiments of the invention and are not 
therefore to be considered limiting of its Scope, the invention 
will be described and explained with additional specificity 
and detail through the use of the accompanying drawings in 
which: 

0034 FIG. 1 is a block diagram representing a system for 
mirroring and archiving data Stored in a primary mass 
Storage according to the present invention; 

0.035 FIG. 2 is a diagram illustrating the timing by which 
updates are generated and consolidated according to one 
embodiment of the present invention; 

0.036 FIG. 3 is a block diagram showing the manner in 
which updates are generated and Stored in one embodiment 
of the present invention; 

0037 FIG. 4A illustrates multiple updates being col 
lapsed into a single update at the Secondary mass Storage 
system of FIG. 3; 

0.038 FIG. 4B illustrates an update being integrated with 
Synchronized data Stored at of the Secondary mass Storage 
system of FIG. 3; 

0039 FIG. 5 is a flow diagram illustrating a method for 
reading mirrored and archived data according to one 
embodiment of the invention; and 
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0040 FIG. 6 is a schematic diagram illustrating one 
method for generating encryption and decryption keys for 
use with the invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

0041. The following invention is described by using 
diagrams to illustrate either the Structure or the processing of 
certain embodiments to implement the System and method 
of the present invention. Using the diagrams in this manner 
to present the invention should not be construed as limiting 
of its Scope. The present invention contemplates both a 
System and method for mirroring and archiving a primary 
mass Storage System to a Secondary mass Storage System. 
The presently preferred embodiment of the system for 
mirroring and archiving a primary mass Storage System to a 
Secondary mass Storage System comprises one or more 
general purpose computers. The System and method of the 
present invention, however, can also be used with any 
Special purpose computers or other hardware Systems and all 
should be included within its scope. 
0042 Embodiments within the scope of the present 
invention also include computer-readable media having 
encoded therein computer-executable instructions or data 
Structures. Such computer-readable media can be any avail 
able media which can be accessed by a general purpose or 
Special purpose computer. By way of example, and not 
limitation, Such computer-readable media can comprise 
RAM, ROM, EEPROM, CD-ROM or other optical disk 
Storage, magnetic disk storage or other magnetic Storage 
devices, magneto-optical Storage devices, or any other 
medium which can be used to Store the desired computer 
executable instructions and data Structures and which can be 
accessed by a general purpose or Special purpose computer. 
Combinations of the above should also be included within 
the Scope of computer-readable media. In turn, registers of 
a CPU or other processing unit that Store computer-execut 
able instructions or data Structures while decoding and 
executing the Same are also included within the Scope of the 
computer-readable media. 
0043 Computer-executable instructions comprise, for 
example, executable instructions and data which cause a 
general purpose computer or Special purpose computer to 
perform a certain function or a group of functions. The 
computer-executable instructions and associated data Struc 
tures represent an example of program code means for 
executing the Steps of the invention disclosed herein. 
0044) U.S. patent application Ser. No. 08/747,151 filed 
Nov. 8, 1996, and entitled BACKUP SYSTEM THAT 
TAKES ASNAPSHOT OF THE LOCATIONS IN A MASS 
STORAGE DEVICE THAT HAS BEEN IDENTIFIED 
FOR UPDATING PRIOR TO UPDATING, presents infor 
mation that may be valuable to understanding the embodi 
ments described below and is incorporated herein by refer 
CCC. 

004.5 Specifically, the current invention relates to the 
protection of computer data by maintaining a duplicate 
version. Duplicate or backup versions of computer data can 
be either historical or current in nature. Generally, dupli 
cated historical data is described as “archived” and dupli 
cated current data is described as "mirrored.” AS disclosed 
in greater detail below, the present invention uses one 
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System, Storing data in its mass Storage, to provide both 
mirroring and archiving for another System, Storing data in 
its mass Storage. The mirroring and archiving System is 
designated as Secondary to distinguish it from the System 
with data needing protection, designated as primary. 

0046) The process begins with synchronizing the storage 
of both primary and Secondary Systems to contain identical 
data. Thereafter, the primary System tracks any changes 
made to the primary mass Storage. Those changes are later 
consolidated, either on-the-fly or after a Selected period of 
time, to reflect only the most recent change made to each 
Storage location of the primary mass Storage. By discarding 
interim changes, the consolidation creates an update con 
taining the least number of changes necessary to bring the 
Secondary mass Storage current with the primary mass 
Storage. Once created, updates from the primary System are 
transferred to the Secondary System through Some commu 
nication link. Consolidating changes will allow a commu 
nication link to be of Somewhat lower band width than 
would be necessary to transfer each individual change. The 
lower band width requirement makes the current invention 
more practical for use where a Secondary System is located 
remotely from the primary System. 

0047 The tracking of changes and creation of updates 
preferably occur when the primary mass Storage contains 
consistent data. Otherwise, the data Stored in the Secondary 
system is of somewhat less worth. Combining the initially 
Synchronized Secondary mass Storage with the updates, 
including the most recent update, yields the most recent 
consistent State of the primary mass Storage. However, the 
Secondary mass Storage keeps the updates and the initial 
Synchronized data separate. This separate Storage allows for 
a combination of the Synchronized data with Something 
Short of the most recent updates to provide a history of each 
mirrored consistent State of the primary maSS Storage. The 
foregoing processes represent data archiving, which gener 
ates a historical record of the data as it was Stored at the 
primary System at Some previous moment. 

0.048. In addition, the primary mass storage may include 
a cache of recent updates. Data mirroring can be conducted 
by combining the Synchronized Secondary System and all 
updates, including any that might not have been Sent to the 
Secondary System, but remain in the cache. Data mirroring 
in this manner generates a volume of data that is the same 
as the data Stored currently at the primary System. In 
addition, maintaining the cache can allow requests for 
mirrored or archived data to be met without any possible 
delay that a communication link may require. Furthermore, 
data encryption may be desirable for any information trans 
ferred over the communication link. 

0049 Referring now to FIG. 1, a block diagram of one 
embodiment of the of the present invention is illustrated. 
The System, shown generally as 10, comprises a primary 
System 12, a Secondary System 14, and communication link 
16 for transferring data between primary System 12 and 
secondary system 14. In FIG. 1, primary system 12 may be 
any type of networked or Stand-alone computer System. For 
example, primary System 12 may be a network Server 
computer connected to a computer network. Primary System 
12 may also be a Stand-alone System. Primary System 12 
may also be a backup or Standby Server of a computer 
network connected to a primary Server. The present inven 
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tion can be used with any type of computer System. In this 
Sense, the term “primary' is not meant to define or describe 
a computer System as a primary network Server (as opposed 
to a backup or Standby network server). In this description, 
the term “primary” is used to refer to the fact that the system 
has attached mass Storage means for Storing a copy of the 
data that is to be mirrored and archived. In other words, the 
term “primary” is used to differentiate the system from 
secondary system 14. Similarly, the term “secondary” 
merely identifies the System with attached mass Storage 
means for mirroring and archiving the primary System 12. 

0050 Primary system 12 has attached thereto primary 
mass Storage means for Storing a plurality of data blocks in 
a plurality of Storage locations. Each of the Storage locations 
is specified by a unique address or other mechanism. The 
primary mass Storage means can be any Storage mechanism 
that Stores data which is to be backed up using the present 
invention. For example, Such mass Storage means may 
comprise one or more magnetic or magneto-optical disk 
drives. It is, however, presumed that Such mass Storage 
means has a plurality of Storage locations that can be used 
to Store data blockS. The Storage locations are addressed by 
a unique address or indeX So that a particular data block may 
be written thereto or retrieved therefrom. In FIG. 1, for 
example, the primary mass Storage means is illustrated by 
primary mass Storage 20. 

0051) The term “data block” will be used to describe a 
block of data that is written to or read from mass Storage 
means. The term “data block” is intended to be broadly 
construed and should include any size or format of data. For 
example, the data Stored in an individual Sector on a disk is 
properly referred to as a data block. The amount of data 
Stored in a group or cluster of Sectors may also properly be 
referred to as a data block. If the primary mass Storage 
means is a RAM or other word or byte addressable storage 
device, the term data block may be applied to a byte, a word, 
or multiple word unit of data. Furthermore, access to data 
blockS is independent of any particular file Structure asso 
ciated with the mass Storage means according to an embodi 
ment of the invention. 

0052 AS described in greater detail below, embodiments 
within the Scope of this invention use a cache holding area 
in the mirroring and archiving proceSS. Embodiments within 
the Scope of this invention therefore comprise cache holding 
means for Storing updates of the primary mass Storage 
means. This cache holding means provides access to the 
changed data of primary mass Storage 20 without necessarily 
needing to access Secondary mass Storage 24. AS described 
in greater detail below, Such cache holding means may 
comprise any type of Writable Storage device Such as RAM, 
EEPROM, magnetic disk storage, and the like. Such cache 
holding means may also comprise a portion of primary mass 
storage 20. In FIG. 1, such cache holding means is illus 
trated, for example, by cache holding area 22. The cache 
holding means is discussed in greater detail below. 
0053 Since primary system 12 may be any type of 
general purpose or Special purpose computer, primary Sys 
tem 12 may also comprise any other hardware that makes up 
a general purpose or Special purpose computer. For example, 
primary System 12 may also comprise processor means for 
executing program code means for executing the Steps of the 
invention disclosed herein. The processor means may be a 
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microprocessor or other CPU device. The processor means 
may also comprise various special purpose processorS Such 
as digital Signal processors and the like. Primary System 12 
may also comprise other traditional computer components 
Such as display means for displaying output to a user, input 
means for inputting data to primary System 12, output means 
for outputting hard copy printouts, memory means Such as 
RAM, ROM, EEPROM, and the like. 

0.054 Secondary system 14 of FIG. 1 comprises second 
ary mass Storage means for Storing data blockS received 
from primary System 12. Secondary mass Storage means can 
comprise any type of Storage device capable of Storing 
blocks of data received from a primary System. For example, 
Secondary mass Storage means may comprise a Storage 
device identical to the mass Storage device of a primary 
System. If the primary System has a large magnetic disk, for 
example, the Secondary mass Storage means may also com 
prise a large magnetic disk. AS another example, Secondary 
mass Storage means may comprise archival Storage devices 
Such as a magnetic tape drive or an optical or magneto 
optical drive. The type of Storage devices that may be used 
for Secondary mass Storage means is limited only by the 
particular application where they are used. In Some situa 
tions it may be more desirable to have a Secondary mass 
Storage means that more closely resembles the primary mass 
Storage means. In other situations it may be perfectly accept 
able to have archival type Storage means that are optimized 
to Store large amounts of data at the expense of rapid access. 
All that is required is that the Secondary mass Storage means 
be able to store data blocks transferred to the secondary 
system from the primary mass storage. In FIG. 1 the 
Secondary mass Storage means is illustrated by Secondary 
mass Storage 24. 

0055. In order to transfer data between primary system 12 
and Secondary System 14, communication link 16 is used. 
Communication link 16 is one illustration of communication 
means for transferring data between primary System 12 and 
Secondary System 14. Communication link 16 may comprise 
any combination of hardware and/or Software needed to 
allow data communication between primary System 12 and 
Secondary System 14. For example, communication link 16 
may be a local area network (LAN), a wide area network 
(WAN), a dial-up connection using Standard telephone lines 
or high Speed communication lines, the internet, or any other 
mechanism that allows data to flow between primary System 
12 and Secondary System 14. AS explained in greater detail 
below, the present invention is designed to minimize the 
amount of data that flows between primary System 12 and 
Secondary System 14. Only that data necessary to bring 
Secondary mass Storage 24 current with respect to primary 
mass Storage 20 is transferred. This allows communication 
link 16 to encompass a wider variety of technologies that 
cannot be used with prior art systems. The bandwidth 
requirements for communication link 16 are typically very 
modest and a 56.6 kbaud dial-up connection will be entirely 
adequate for many purposes. 

0056. As illustrated in FIG. 6, one embodiment of the 
current invention may determine that it is vital to maintain 
Secret any information transferred using communication link 
16. This may be true because communication link 16 is 
relatively unsecure or because the information transferred is 
highly Sensitive. Many data encryption and decryption algo 
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rithms are well know to those skilled in the art. The current 
invention is not restricted to any particular one. 
0057) Encryption and decryption algorithms generally 
manipulate the data to be protected based on a key. Some 
keys require absolute Secrecy to ensure the Safety of an 
encrypted message while others include both a public and 
private component. Furthermore, algorithms for generating 
keys are also well known to those skilled in the art. Usually, 
encryption key generation is a pseudo-random process. In 
other words, generating a key requires Some arbitrary Start 
ing point generally referred to as a Seed. If two people 
coincidentally chose the same Seed, the process generates 
identical keys. 
0058. The pseudo-random nature of the process is impor 
tant to a preferred embodiment shown in FIG. 6. In order to 
improve the Security of information transferred, primary 
System 12 and Secondary System 14 dynamically generate 
the encryption keys they will use (as opposed to Selecting 
keys from a predetermined Set necessarily known to Some 
number people and therefore Subject to possible disclosure). 
One method for choosing keys involves each System Select 
ing a value, designated as value 100a and value 102b. Next, 
primary System 12 and Secondary System 14 exchange the 
Selected values, yielding value 102a at primary System 12 
and 100b at secondary system 14. After each system has the 
other's value, primary System 12 and Secondary System 14 
can mathematically manipulate (e.g., add) both values to 
generate identical key Seeds, identified as key Seed 104a and 
key seed 104b. Because each system knows both values, 
primary System 12 and Secondary System 14 generate the 
same key seed (i.e., key seed 104a and key seed 104b are 
equal) and therefore can Subsequently generate the same 
encryption and decryption keys, numbered as 106a and 
106b. The embodiment may then use the keys generated to 
encrypt and decrypt Some or all of the information trans 
ferred between the systems without ever having to share the 
encryption key over communication link 16. For example, 
primary System 12 encrypts data 108a using encryption key 
106a to generate encrypted data 110a. Encrypted data 10a is 
transferred to Secondary System 14 over communication link 
16, resulting in encrypted data 110b. Secondary system 14 
then uses decryption key 106b to decrypt encrypted data 
110b and create decrypted data 114b. 
0059. As shown in FIG. 6, secondary system 14 can send 
encrypted data to primary System 12 using Similar StepS. 
Furthermore, multiple keys may be generated without hav 
ing Select, exchange and manipulate additional values. Gen 
erating multiple keys would allow primary System 12 and 
Secondary System 14 to use any given key for a limited time. 

0060 FIG.2 depicts the timing of one embodiment of the 
methods used to mirror and archive data Stored at primary 
mass storage 20 of FIG. 1 to secondary mass storage 24 of 
FIG. 1. Initially, the timing illustrated in FIG. 2 presumes 
that the primary maSS Storage means and the Secondary mass 
Storage means are Synchronized. In other words, the Sec 
ondary mass Storage means contains a copy of the data 
Stored on the primary mass Storage means. This may be 
accomplished using any number of conventional technolo 
gies. The type of technology used will depend in large 
measure on the type of media used for the Secondary mass 
Storage means. For example, if the Secondary maSS Storage 
means is a disk Similar to a disk used for the primary mass 
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Storage System, then traditional disk mirroring or other 
means may be used to copy the data from the primary mass 
Storage means to the Secondary mass Storage means. On the 
other hand, if the Secondary mass Storage means uses 
magnetic tape or other type Storage, then a backup may be 
made in the conventional way that Such tape backups are 
made. In FIG. 2, the Secondary mass Storage means is 
assumed to have a current copy of the data Stored on the 
primary mass Storage means at time T0. 

0061 Beginning at time T0, the method summarized in 
FIG. 2 maintains the Secondary mass Storage means in a 
current State with respect to the primary mass Storage means 
by capturing Successive logically consistent States. This 
results in the Secondary mass Storage means either moving 
from one logically consistent State to a Subsequent logically 
consistent State or allows the Secondary mass Storage means 
to capture Succeeding logically consistent States. This cre 
ates a tremendous advantage over prior art Systems that may 
leave the Secondary mass Storage means in a logically 
inconsistent State. By ensuring that the Secondary mass 
Storage means is in a logically consistent State, the present 
invention ensures that uSeable data is always available. 
0.062 One example of situations in which data is found in 
a logically consistent State has been described herein in 
reference to financial transactions and other transactions in 
which the transaction is complete only when multiple loca 
tions of a mass Storage System are appropriately changed. 
Another example in which data can be rendered logically 
inconsistent, or in a transition State, often occurs when the 
metastructure of a disk is changed in response to data Storage 
activity. For instance, if data is to be stored to a particular file 
on a disk, the amount of memory allocated to the file may 
need to be increased. This can be accomplished by identi 
fying free Sectors listed in a free Sector list on the disk and 
by adding one or more of the free Sectors to the particular 
file. The free sector list is then modified to remove the 
reference to the newly allocated Sectors. The data on the disk 
is in a logically inconsistent State between the moment that 
the newly allocated Sector is referenced by the particular file 
and the moment when the same Sector is removed from the 
free Sector list. During this window of time, the Same Sector 
is referenced in the free sector list and by one of the files. 
Capturing only logically consistent States maintains the 
integrity of the data preserved by the updates and eliminates 
the problems that would otherwise arise from capturing data 
at logically inconsistent States Such as those described 
herein. 

0.063 Returning now to FIG. 2, beginning at time T0 the 
changes to the primary mass Storage means are tracked. This 
tracking is preferably independent of any file Structure 
asSociated with the primary mass Storage means and is 
illustrated in FIG. 2 by block 30. For example, the tracking 
may occur at the disk level of the mass Storage means. The 
changes are time-Sequenced with multiple changes to a 
Single Storage location being individually and Separately 
identified. At Some point in time, it is desirable to transfer 
the changes to the Secondary System. In a preferred embodi 
ment, the primary System Selects a logically consistent State 
of the primary mass Storage means to transfer the changes, 
identified in FIG. 2 as time T1. 

0064. At or before time T1, the tracked changes are 
consolidated. In particular, the tracked changed can be 
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consolidated at time T1 or on the fly between time T0 and 
time T1. The consolidated tracked changes are Sent to the 
Secondary System in the form of an update at time T1. 
Transmission of the consolidated update is illustrated in 
FIG. 2 by arrow 32 and block 34. An update is designed to 
preserve data as it exists at a particular point in time (i.e., T1, 
T2, etc.) that the data will be available, in its original State, 
even though Subsequent changes are made to the primary 
mass Storage. AS Such, updates need only contain the last 
change made to a storage location in the primary mass 
Storage prior to the update time. The consolidation that 
occurs at or before time T1 eliminates any intermediate 
changes tracked during block 30. 

0065 Consolidation of the tracked changes can be con 
ducted on-the-fly as indicated in FIG. 2. In other words, as 
tracked changes are accumulated, each Storage location of 
the primary mass Storage is represented by no more than one 
tracked change. When a new tracked change for a particular 
Storage location is to be preserved, any earlier tracked 
change for the Storage location is discarded. According to 
this technique, the tracked changes that remain at time T1 
represent the consolidated update. Alternatively, all tracked 
changes accumulated between, for example, time T0 and T1, 
all but the most recent tracked change for each Storage 
location of the primary mass Storage are discarded, thereby 
creating the consolidated update 34. According to this alter 
native approach, consolidation is not on-the-fly, but is 
instead conducted at or after the end of the particular time 
material. 

0066. The foregoing techniques for consolidating the 
tracked changes can be combined, if desired. It is noted that 
performing consolidation on-the-fly reduces the Storage Vol 
ume needed to track changes, Since only the most recent 
change for any particular Storage location of the primary 
mass Storage is retained. However, consolidating the tracked 
changes at, for example, time T1 preserves any intermediate 
changes, which may then be used to reconstruct compro 
mised data of primary mass Storage 20 at any time between 
times T0 and T1. 

0067. As used herein, “intermediate changes” include all 
changes made to the primary mass Storage at a Storage 
location that later has a Subsequent change before the time 
that an update is created. For example, if a given Storage 
location of the primary mass Storage is changed ten times 
between time T0 and T1 the first nine changes are interme 
diate changes, whereas the tenth change is a last change that 
is included in the corresponding update. The term “interme 
diate State' as used herein, refers to any Set of data Stored in 
the primary mass Storage during a time interval, Such as the 
interval from time T0 to T1, other than the final set of data 
Stored at the end of the time interval. Using the foregoing 
example, each of the first nine changes made to the given 
Storage location during the time interval represent an inter 
mediate State of the primary mass Storage, while the tenth 
and final change represents a final State. 

0068 The importance of consolidation is demonstrated 
by examining the typical operation of mass Storage; for 
example, a disk drive divided into Sectors. Tracking changes 
over a period of time reveals that Some Sectors are changed 
frequently while others only change occasionally or not at 
all. In one particular instance, 15,000 total Sector changes 
were tracked during a five-minute period. Only 900 of the 
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15,000 total changes involved unique Sectors. Existing prior 
art Systems simply pass changes in the primary mass Storage 
along to the secondary system-all 15,000. In contrast, the 
present invention consolidates those changes, retaining only 
the last change made to each of the 900 altered sectors. Thus, 
the update of the present invention reduces the data that must 
be transferred from 15,000 to 900 sectors. Although the 
example Speaks in terms of disks and Sectors, the present 
invention is not limited to any particular Storage means or 
corresponding Subdivisions. 

0069. Since new data may be written to the primary mass 
Storage means after time T1, a mechanism must be in place 
to identify the changes that are made after time T1 if another 
update is to be made after time T1. In FIG. 2, the changes 
after time T1 are tracked as indicated by block 36. This will 
allow the changes made after time T1 to be transferred to the 
Secondary mass Storage in order to bring the Secondary mass 
Storage current to Some later time. 

0070. As illustrated in FIG. 2, the sequence described 
above repeats itself at time T2. This is illustrated by arrow 
38, block 40, and block 42. As described previously, the 
update made at time T2 should represent a logically consis 
tent State So that when the changes made between times T1 
and T2 are transferred to the Secondary mass Storage, the 
Secondary mass Storage is brought current to a logically 
consistent State. 

0071 AS explained in greater detail below, once an 
update has been transferred, the changes between times To 
and T, T, and T, and T and T, etc., may be kept as 
incremental archives So that the logically consistent State at 
time To, T, T, and T, etc., can be reconstructed if desired. 
Alternatively, as the archival value of particular updates 
decreases over time, those updates may be collapsed into a 
Single update or updates may be integrated with the Syn 
chronized data Stored in the Secondary mass Storage means 
in order to bring the Secondary mass Storage means current 
to the time represented by the most recent update that is 
integrated. Collapsing and integrating updates, shown in 
FIGS. 4A and 4B, respectively, are described in greater 
detail below. 

0.072 An important difference from the prior art is high 
lighted in the above description. The above-described 
embodiment of the present invention transmits a consoli 
dated update of changes and does not try to Send to the 
Secondary mass Storage means the time Sequence of changes 
that were made to the primary mass Storage means. For 
example, if a single Storage location were changed ten times 
from the time of a prior update and the current time, certain 
prior art Systems would send ten changes to the Secondary 
mass Storage means. The present invention, however, simply 
Sends the last change that was made before the current time. 
In this example, Such a Scheme reduces the amount of data 
Sent to the Secondary mass Storage System by a factor of ten. 
The present invention reduces the amount of data Sent to the 
Secondary mass Storage means to the very minimum needed 
to make a logically consistent mirror and archive of the data 
Stored at the primary Storage at Selected moments in time. 
This allows the communication link between the primary 
System and the Secondary System to be much lower band 
width than prior art Systems. The present invention is, 
therefore, ideally suited to embodiments where the second 
ary System is situated at a remote site from the primary 
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System. When the Secondary System is situated at a remote 
Site, conventional dial-up telephone lines may be used to 
transfer updates between the primary System and the Sec 
ondary System. 

0073. The present invention also supports a many-to-one 
embodiment. For example, consider a situation like that 
presented in FIG. 1, comprising a single Secondary System 
but a plurality of primary Systems. The Secondary System 
could be situated either remotely or locally. The secondary 
System could then initiate contact with one primary System, 
receive the changes that have occurred since the last update 
from that System, and terminate the connection. A connec 
tion would then be established to another primary system 
and the Secondary System could receive the changes that 
occurred on that primary System Since the last update. 
Alternatively, Such connections between primary and Sec 
ondary Systems may be constant. Thus, the Secondary Sys 
tem contacts each primary System in turn and receives the 
changes that have occurred since the last time the primary 
System was contacted. Such an embodiment may be of great 
value to a business with many branch offices where copies 
of the data from these branch offices are to be stored at a 
central location. 

0074 The current invention is not restricted to tracking 
all changes made to the primary mass Storage means. 
Alternative embodiments may alter the description of FIG. 
2 by limiting or filtering the changes that are tracked in 
blocks 30, 36, and 42. Specifically, one alternative embodi 
ment may track only changes associated with a particular 
physical or logical Subdivision of primary mass Storage 
means. For example, if primary mass Storage means is a 
disk, it may be desirable to track only changes belonging to 
an identified partition of the disk. Another embodiment may 
track only changes associated with identified file(s) residing 
on the primary mass Storage means. In yet another embodi 
ment, certain changes could be filtered out during the update 
creation steps identified at arrows 32 and 38. Similar to 
limiting the changes tracked, filtering may be based on a 
physical or logical Subdivision of the primary mass Storage 
means Such as a disk partition or identified file(s). The 
examples given above are by way of illustration only and are 
not intended as restrictions. One skilled in the art will 
recognize other criteria for either limiting or filtering tracked 
changes that will vary from one embodiment to another and 
are within the Scope of the current invention. 

0075 Turning now to FIG. 3, a block diagram showing 
the processing details of one embodiment illustrated in FIG. 
1 is presented. However, the timing of the information 
disclosed below is more fully presented in the preceding 
description of FIG. 2. 

0076. During normal operation of primary system 12, 
data is periodically written to attached primary mass Storage 
20. The processing of the embodiment depicted in FIG. 3 
shows that the time Sequence of changes to primary mass 
Storage 20 are tracked according to the time interval when 
they occur. Blocks 60a, 60b, and 60c illustrate changes 
occurring over three Such time intervals. AS presented in the 
timing description of FIG. 2, these time intervals are pref 
erably bounded by consistent States of primary mass Storage 
System 20. Block 60a represents the changes occurring 
between some initial time T0 and a Subsequent time T1. 
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After identifying a consistent State at time T1, changes to 
primary mass Storage 20 continue to be tracked, as repre 
sented by block 60b. 
0.077 Because the time sequence of changes occurring 
between time T0 and time T1 likely includes multiple 
changes to a single Storage location of primary mass Storage 
20, the tracked changes represented by block 60a are con 
Solidated in an update. The update contains only the last 
change made to any Storage location before time T1 and 
therefore the update only contains the minimum data nec 
essary to bring Secondary mass Storage 24 current with 
primary mass Storage System 20 as of time T1. AS disclosed 
previously, consolidation of the tracked changes illustrated 
at block 60a can be consolidated on-the-fly or at time T1. 
0078. The embodiment illustrated in FIG. 3 places a 
copy of the T0-T1 update in cache holding area 22 of 
primary mass storage 20 and transfers a copy of the T0-T1 
update to Secondary System 14 using communication link 
16. Block 70 represents the cache holding area copy and 
block 52 represents the Secondary mass Storage copy. Once 
an update is created, the corresponding time Sequence of 
changes is no longer necessary. Thus, block 60a, represent 
ing the tracked changes between time T0 and time T1, is 
temporary in nature and can be deleted after the correspond 
ing update is created. 
0079 The continued operation of primary system 12 
results in further changes to primary mass Storage 20. 
Tracking changes between time T1 and the time of Some 
later consistent State of primary mass storage 20, say time 
T2, is illustrated by block 60b. Block 60c represents the 
continuing nature of tracking changes by using the notation 
of Tn, representing Some arbitrary future consistent State, 
and Tn+1, representing a consistent State following Tn. The 
T1-T2 changes, identified as block 60b, are consolidated 
into an update either on-the-fly or at Time T2. FIG. 3 
identifies the copy of the update corresponding to block 60b 
placed in cache holding area 22 as update 72 and the copy 
transferred to Secondary System 14 using communication 
link 16 as update 54. 
0080 Although cache-holding area 22 is not necessary to 
archive data, it enables data Stored in primary maSS Storage 
20 to be fully mirrored. The updates and tracked changes 
that are Stored at cache-holding area 22 and that have not yet 
been Sent to Secondary System 14 constitute part of the 
mirrored data. For example, during the period of time 
between times T1 and T2, tracked changes 60b are part of 
the mirrored data. Moreover, if there is a delay in Sending 
consolidated updates to Secondary System 14, these consoli 
dated updates remain in cache-holding area 22 and are part 
of the mirrored data. For instance, consolidated update 60a, 
if is has not yet been Sent to Secondary System 14 after time 
T1, is part of the mirrored data. 
0.081 Cache-holding area 22 can be part of primary mass 
Storage 20. AS Such, the access time required for cache 
holding area 22 should be roughly comparable to the time 
required for accessing primary mass Storage 20. In contrast, 
communication link 16 may be a dial-up connection using 
Standard telephone lines. Thus, communication with Sec 
ondary system 14 would be limited to the speed of the 
modems and phone lines used to implement communication 
link 16. Therefore, any time difference in accessing primary 
mass Storage System 22 versus the possibly modem-con 
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nected Secondary mass Storage 24 represents the possible 
performance enhancement of cache holding area 22. 
0082 If cache-holding area 22 is part of primary mass 
Storage 30, there should be Some mechanism for ensuring 
that tracked changes 60a, 60b, 60c, etc. are preserved only 
for changes made to that portion of primary mass Storage 20 
that is not included in cache-holding area 22, the Systems 
and methods described herein could interpret the preserved 
change as being data written to primary mass Storage 20, 
thereby Setting of an unlimited, or recursive, Series of writes 
to cache-holding area 22. 
0083. Alternatively, cache-holding area 22 can be 
included in another mass storage device (not shown) apart 
from primary mass Storage 20. This option eliminates the 
above-described recursion considerations. However, as can 
be understood, adding another mass Storage device can 
increase the complexity and the cost of the System. 
0084. Over time, the number of updates stored may 
exhaust the Space allocated to cache holding area 22. When 
this occurs, it will be necessary to delete an existing update 
before Storing the next one. Because updates Stored in cache 
holding area 22 are not necessary for mirroring or archiving 
once they have been Sent to the Secondary System, the 
decision of which update to delete is primarily a perfor 
mance consideration. However, updates that have not yet 
been Sent to Secondary System 14, because of transmission 
delays or otherwise, are still needed for purposes of mirror 
ing, and should not yet be deleted. One common practice for 
determining what data is least valuable to the performance 
of a cache is to identify the least recently used data. Other 
means for determining the relative value of information 
Stored in a cache are well known in the art and are within the 
Scope of the invention. When Space allocated to cache 
holding area 22 is exhausted, the embodiment identifies the 
update or updates to be deleted and frees Storage in cache 
holding area 22 for the current update. 
0085. Other than updates that have not yet been sent to 
Secondary System 14, the contents of cache holding area 22 
are not necessary for mirroring and archiving because Sec 
ondary mass Storage System 24 performs that function. 
Secondary mass Storage 24 includes a time T0 copy of 
primary mass storage 20 designated as 50 in FIG. 3. In 
addition, Secondary mass Storage 24 retains the consolidated 
updates received through communication link 16. FIG. 3 
shows T0-T1 update 52, T1-T2 update 54, and Tn-Tn+1 
update 56. The Tn and Tn+1 notation indicates the continu 
ing nature of the embodiment and identifies an update 
occurring at Some future time. 
0086) The embodiment illustrated in FIG. 3 shows sec 
ondary mass Storage 24 as including TO Secondary mass 
storage 50 (the T0 copy of primary mass storage 20) and 
Subsequent updates from primary mass Storage 20. The 
updates shown include T0-T1 update 52, T1-T2 update 54, 
and Tn-Tin-i-1 update 56. The embodiment achieves a current 
mirrored version of primary mass Storage 20 by combining 
T0 secondary mass storage 50 with the received updates 
together with the unsent updates that remain in cache 
holding area 22. An update indicates that TO Secondary mass 
Storage 50 contains data that was Subsequently changed and 
must be replaced with the data contained in the update. For 
example, if only T1-T2 update 54 indicates that a requested 
storage location of T0 secondary mass storage 50 must be 
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altered to reflect the current data of primary mass Storage 20, 
then update 54 provides the current data of the Storage 
location. The most recent update containing data for any 
particular Storage location provides the data to bring T0 
Secondary mass Storage 50 current with primary mass Stor 
age 20. However, if no updates indicate a change to a Storage 
location, the data from T0 secondary mass storage 50 is 
current. Furthermore, as each update preferably represents a 
consistent State of primary mass Storage 20, the mirrored 
data of Secondary System 14 will also represent a consistent 
State, whether the data comes from TO Secondary mass 
Storage 50 or a Subsequent update. 

0087. The mirroring and archiving functions of second 
ary mass Storage 24 are closely related. By ignoring updates 
that occur after a given time, Secondary System 14 can 
reconstruct the State of primary maSS Storage 20 at that time. 
The operation is identical to mirroring except that updates 
occurring after the time identified for the archive are not 
considered. Moreover, just as described in relation to mir 
roring, the updates represent consistent States of primary 
mass Storage 20 and, therefore, So will the archival data. 
0088. Like cache holding area 22, secondary mass stor 
age 24 may exhaust its Storage space as it retains an 
increasing number of updates. Furthermore, over time, the 
relative archival value of Some updates may decrease. This 
is not to Say that any particular update will become worthleSS 
over time, but rather the resources of Secondary mass Storage 
24 may impose constraints on the number of updates that can 
be stored simultaneously. When indicated by the space for 
Storing updates becoming exhausted, the number of updates 
becoming unmanageable, a normal maintenance Schedule, 
or any other appropriate reason, Secondary System 14 takes 
one of two possible actions. As described more fully below, 
a group of updates may be collapsed into a Single update or 
updates may be integrated with TO Secondary mass Storage 
system 50. 

0089. In each case it may be desirable to preserve updates 
for future reference. Neither collapsing nor integration 
should be interpreted as precluding the continued Storage of 
any information (update or otherwise) contained in Second 
ary mass Storage System 24 or its duplication elsewhere. 
Those skilled in the art will recognize other reasons for 
reducing the number of Stored updates and the invention 
should not be limited by the specific reasons identified. 
Furthermore, the decision to collapse or integrate will likely 
consider factors that may change from one embodiment of 
the invention to another. All examples presented are for 
illustration purposes only and should not be viewed as 
limiting the invention. Specifically, the time intervals iden 
tified Simply present ranges that may or may not be appro 
priate depending on the particular needs of a given embodi 
ment. 

0090 FIG. 4A illustrates secondary system 14 collapsing 
T0-T1 update 52 and T1-T2 update 54 into single T0-T2 
update 52a. When secondary system 14 indicates that the 
number of updates stored should be reduced, the embodi 
ment determines the relative value of Some updates and 
collapses them. For example, updates may correspond 
roughly to five-minute intervals. Perhaps after a few hours, 
the updates can be paired together and collapsed to produce 
updates Separated by roughly ten-minute intervals. In addi 
tion to reducing the number of updates by a factor of two, 
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this example may also reduce the amount of Storage required 
for the updates. To the extent that a prior update contains the 
Same data relating to the same Storage location as data of a 
later update, the data of the prior update can be eliminated. 
The reasoning is identical to that described above in con 
junction with the consolidation that occurs when an update 
is created. Only the last State of any given Storage location 
is necessary to mirror and archive that Storage location. 
Intermediate values are Superfluous. 
0091 Similarly, FIG. 4B shows secondary system 14 
integrating T0 secondary mass system 50 with T0-T1 update 
52 to produce T1 Secondary mass Storage 50a. Again, when 
Secondary System 14 indicates that the number of updates 
stored should be reduced, the embodiment determines the 
relative value of Some updates and the TO Secondary mass 
Storage and integrates them. The decision to integrate rather 
than collapse depends on the relative archival value of the 
TO Secondary mass Storage as compared to the updates that 
follow. For example, perhaps the oldest updates have been 
collapsed to the point that they are separated by roughly one 
day and T0 secondary mass storage 50 represents the state 
of primary mass Storage 20 from eight days ago. In Some 
applications it may be desirable to have the T0 secondary 
mass Storage 50 represent data that is one week old. There 
fore, T0-T1 update 52 may be integrated with T0 secondary 
mass storage 50 to advance the data of T0 secondary mass 
storage 50 one day. Thus, the data of integrated T1 second 
ary mass storage 50a would then be one week old. 

0092 FIG. 5 illustrates one embodiment of the method 
of reading mirrored and archived data according to the 
invention. FIG. 5 shows two starting points; current data 
read request 80 and archived data read request 82. The two 
differ only in that current data read requests begins by 
attempting to read current data from primary mass Storage, 
as shown in Step 84, whereas archived data read requests 
necessarily Skip the Step of attempting to read current data 
from primary mass Storage. If the read request from the 
primary mass Storage System of Step 84 is Successful, no 
further processing is required and the data is returned in Step 
98. 

0093. Alternatively, if the primary mass storage system 
read in Step 84 is not Successful, the invention must turn to 
the mirrored data of the invention. The Steps for reading 
mirrored data are analogous to the Steps for reading archived 
data, with the exception that unsent data that remains in 
cache-holding area 22 is part of the mirrored data. Therefore, 
the Steps for archived data read request 82 are essentially the 
Same as those for a failed read from primary mass Storage 
that requires reading from mirrored data. AS Such, the Steps 
for both types of read requests, mirrored data and archived 
data, will be described together. Any Step that to reading 
mirrored data is equally applicable to reading archived data. 
The only difference between reading mirrored data and 
reading archived data is that archived data read requests 
ignore changes to data that occurred after a particular time, 
while mirrored data read requests involve change that occur 
at any time, including those that might be contained in 
updates that have not yet been Sent to Secondary System 14, 
but remain at cache-holding area 22. 

0094. The first step in reading mirrored or archived data, 
identified as step 88, is to determine if the data is available 
in the cache holding area. When Searching for archived data 
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rather than mirrored data, changes occurring after a Specified 
time will be ignored. If the data is available in the cache 
holding area, the data is read in Step 90. Looking for data in 
the cache holding area first will likely improve performance 
because the time to access the cache holding area will 
generally be shorter than the time that would otherwise be 
required to access the Secondary System in the Subsequent 
steps of FIG. 5. Once read, the requested data is returned in 
step 98. However, if the data is not available in the cache 
holding area, it is necessary to proceed to Step 92. 
0095. In step 92, the method determines whether the 
mirrored or archived data is available in the updates Stored 
in Secondary mass Storage. In Step 92, the invention Searches 
for mirrored or archived data by examining the updates 
retained in Secondary mass Storage. The updates of Second 
ary mass Storage do not contain any different information 
from those located in the cache holding area. But, the cache 
holding area can generally Store only a limited number of 
updates, whereas the Secondary System Stores all available 
updates. If the data is available in the Secondary mass 
Storage System updates, the data is read in Step 94. After the 
data is read, it is returned in step 98. Otherwise, the method 
proceeds to step 96. 
0.096 Step 96 represents reading data from the original or 
integrated copy of the primary mass Storage that is Stored at 
the Secondary mass Storage. This original or integrated copy 
includes any updates that may have been integrated with it 
as described above. If the data of primary mass Storage has 
not been altered, a copy of that data will not appear in the 
updates Stored at the cache holding area or the Secondary 
mass Storage, but instead can only be read from the original, 
Synchronized copy Stored at the Secondary mass Storage. 
After the data is read, the data is returned in step 98. 
0097. The present invention may be embodied in other 
Specific forms without departing from its Spirit or essential 
characteristics. The described embodiments are to be con 
sidered in all respects only as illustrative and not restrictive. 
The scope of the invention is, therefore, indicated by the 
appended claims rather than by the foregoing description. 
All changes which come within the meaning and range of 
equivalency of the claims are to be embraced within their 
Scope. 

What is claimed and desired to be secured by United States 
Letters Patent is: 
1. In a computing environment including a primary SyS 

tem having a primary mass Storage and a Secondary System 
having a Secondary mass Storage, a method for mirroring 
and archiving the primary mass Storage comprising the Steps 
of: 

Synchronizing the Secondary mass Storage with the pri 
mary mass Storage; 

tracking changes to the primary mass Storage during a 
time interval; 

consolidating the tracked changes by retaining any 
tracked change necessary to represent the State of the 
primary mass Storage at the end of the time interval, So 
as to create an update that includes the retained changes 
but does not include tracked changes that represent an 
intermediate State of the primary mass Storage; and 

transferring the update to the Secondary mass Storage. 
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2. A method as recited in claim 1 further comprising the 
Steps of 

Storing a copy of the update in a cache holding area 
asSociated with the primary System; and 

accessing any mirrored and archived data of the Second 
ary mass Storage by first determining whether a copy of 
the mirrored and archived data exists in the cache 
holding area and then accessing the Secondary mass 
Storage if no copy of the mirrored and archived data 
exists in the cache holding area. 

3. A method as recited in claim 1 wherein the end of the 
time interval occurs when the primary mass Storage is in a 
consistent State. 

4. A method as recited in claim 1 wherein the method is 
independent of any particular file Structure associated with 
the primary and Secondary mass Storage. 

5. A method as recited in claim 1 wherein the step of 
tracking changes is conducted at a disk level of the primary 
maSS Storage. 

6. A method as recited in claim 1 wherein the tracking of 
changes includes only those changes effecting a Subdivision 
of the primary mass Storage. 

7. A method as recited in claim 6 wherein the Subdivision 
is one or more files. 

8. A method as recited in claim 6 wherein the Subdivision 
is a disk. 

9. A method as recited in claim 6 wherein the Subdivision 
is a disk partition. 

10. A method as recited in claim 1 wherein the retaining 
of tracked changes includes the Step of filtering for changes 
effecting only a Subdivision of the primary mass Storage. 

11. A method as recited in claim 10 wherein the Subdi 
Vision is one or more files. 

12. A method as recited in claim 10 wherein the Subdi 
Vision is a disk. 

13. A method as recited in claim 10 wherein the Subdi 
Vision is a disk partition. 

14. A method as recited in claim 1, wherein the Step of 
consolidating the tracked changes is conducted on-the-fly 
during the time interval. 

15. A method as recited in claim 1, wherein the step of 
consolidating the tracked changes is conducted at or after the 
end of the time interval. 

16. A method as recited in claim 1 further comprising the 
Step of: 

encrypting data transferred between the primary System 
and the Secondary System by conducting the Steps of 
eXchanging values between the primary System and the 

Secondary System, the values being Subject to change 
from one moment to the next; 

manipulating, by the primary System, a first value 
eXchanged from the Secondary System to the primary 
System to generate a primary System key Seed; 

manipulating, by the Secondary System, a Second value 
eXchanged from the primary System to the Secondary 
System to generate a Secondary System key Seed, the 
primary System key Seed and the Secondary System 
key Seed being equal; 

using the primary key Seed at the primary System to 
generate a primary encryption key; 
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using the Secondary key Seed at the Secondary System 
to generate a Secondary encryption key, the primary 
encryption key and the Secondary encryption being 
equal, as if they had been generated using a Single 
key Seed; and 

encrypting and decrypting data transmitted between the 
primary System and the Secondary System using the 
primary encryption key and the Secondary encryp 
tion key. 

17. A method as recited in claim 16 wherein the step of 
encrypting all data further comprises the Step of generating 
multiple keys and then using a different key to encrypt and 
decrypt data transmitted in each of multiple data transmis 
Sions between the primary System and the Secondary System. 

18. A method as recited in claim 16 wherein the values 
eXchanged between the primary System and the Secondary 
System are a representation of time. 

19. In a computing environment including a primary 
System having a primary mass Storage and a Secondary 
System having a Secondary mass Storage, a method for 
mirroring and archiving the primary mass Storage, indepen 
dent of any particular file Structure associated with the mass 
Storage, comprising the Steps of: 

creating a cache holding area; 
Synchronizing, at an initial time, the Secondary mass 

Storage with the primary mass Storage; and 
iteratively conducting the Steps of: 

tracking all changes to the primary mass storage during 
a time interval; 

creating an update containing the changes; 
consolidating the update by conducting at least the 

Steps of: 
eliminating any of the changes that represents an 

intermediate State of the primary mass Storage; 
and 

retaining any of the changes that is necessary to 
represent a final State of the primary mass Storage 
at the end of the time interval; 

Storing the consolidated update in the cache holding 
area; and 

transferring the consolidated update to the Secondary 
maSS Storage. 

20. A method as recited in claim 19, further comprising 
the Step of accessing any mirrored and archived data of the 
Secondary mass Storage by first determining whether a copy 
of the mirrored and archived data exists in the cache holding 
area and then accessing the Secondary maSS Storage if no 
copy of the mirrored and archived data exists in the cache 
holding area. 

21. A method as recited in claim 19 wherein the step of 
Storing the consolidated update further comprises the Step of 
deleting a least recently used consolidated update Stored in 
the cache holding area if there is otherwise insufficient Space 
in the cache holding area to conduct the Step of Storing the 
consolidated update. 

22. A method as recited in claim 19 wherein the step of 
creating the update occurs when the primary mass Storage is 
in a consistent State. 
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23. A method as recited in claim 19 wherein the secondary 
mass Storage integrates and then discards a consolidated 
update. 

24. A method as recited in claim 19 wherein the secondary 
mass Storage collapses multiple updates. 

25. A method as recited in claim 19 wherein all data 
transferred between the primary System and the Secondary 
System is encrypted. 

26. A method as recited in claim 19 wherein user requests 
that require access to mirrored data are met without any user 
interaction. 

27. A method as recited in claim 19 wherein the secondary 
System Serves to backup the primary mass Storage System. 

28. A method as recited in claim 19 wherein the step of 
tracking all changes is conducted at a disk level of the 
primary mass Storage. 

29. In a computing environment including a primary 
System having a primary mass Storage and a cache holding 
area and a Secondary System having a Secondary mass 
Storage, a method for mirroring and archiving the primary 
mass Storage, independent of any file Structure associated 
with the mass Storage, comprising the Steps of: 

Synchronizing, at an initial time, the Secondary mass 
Storage with the primary mass Storage; and 

iteratively conducting the Steps of: 
tracking all changes to the primary mass Storage during 

a time interval; 
creating an update containing the changes; 
consolidating the update by conducting at least the 

Steps of: 
eliminating any of the changes that represent an 

intermediate State of the primary mass Storage; 
and 

retaining any of the changes that are necessary to 
represent a final State of the primary mass Storage 
at the end of the time interval; 

Storing the consolidated update in the cache holding 
area, 

encrypting the consolidated update; 
transferring the encrypted consolidated update to the 

Secondary mass Storage; and 
retaining, by the Secondary System, one or more 

updates in order to provide an archive of changes to 
the primary mass Storage. 

30. A method as recited in claim 29 wherein the step of 
creating the update occurs when the primary mass Storage is 
in a consistent State. 

31. A method as recited in claim 29 further comprising the 
Step of accessing any mirrored and archived data of the 
Secondary mass Storage by first determining whether a copy 
of the mirrored and archived data exists in the cache holding 
area and then accessing the Secondary maSS Storage if no 
copy of the mirrored and archived data exists in the cache 
holding area. 

32. A method as recited in claim 29 wherein the secondary 
System Serves to backup the primary mass Storage. 

33. A System for mirroring and archiving a mass Storage, 
independent of any particular file Structure associated with 
the mass Storage, comprising: 
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a primary mass Storage attached to a primary System; 
a Secondary mass Storage attached to a Secondary System; 
primary processor means for iteratively performing the 

Steps of 
tracking all changes to the primary mass Storage during 

a time interval; 
creating an update containing the changes; 
consolidating the update by conducting at least the 

Steps of: 
eliminating any of the changes that represent an inter 

mediate State of the primary mass Storage; and 
retaining any of the changes that are necessary to 

represent a final State of the primary mass Storage at 
the end of the time interval; and 

transferring the consolidated update to the Secondary 
maSS Storage; and 

Secondary processor means for receiving the consolidated 
update. 

34. A system as recited in claim 33 wherein: 
the primary processor means comprises: 

means for creating a cache holding area; 

means for Storing the consolidated updates in the cache 
holding area; and 

means for determining whether a copy of the mirrored 
and archived data exists in the cache holding area; 
and 

the Secondary processor means comprises means for 
accessing the Secondary mass Storage to access the 
mirrored and archived data if the means for determin 
ing determines that a copy of the mirrored and archived 
data does not exist in the cache holding area. 

35. A system as recited in claim 33 wherein the step of 
creating an update occurs when the primary mass Storage is 
in a consistent State. 

36. A system as recited in claim 33 wherein the primary 
processor means operates at a disk level of the primary mass 
Storage when conducting the Step of tracking all changes. 

37. A system as recited in claim 33 wherein the primary 
processor means comprises: 

means for decrypting data received from the Secondary 
processor means, and 
means for encrypting data Sent to the Secondary pro 

ceSSor means, and 
the Secondary processor means comprises: 

means for decrypting data received from the primary 
processor means, and 

means for encrypting data Sent to the primary processor 
CS. 

38. A computer program product for implementing a 
method for use in a primary System including a primary 
mass Storage, the primary System being connected to a 
Secondary System including a Secondary mass Storage, the 
computer program product comprising: 
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a computer-readable medium carrying computer-execut 
able instructions for implementing the method wherein 
the computer-executable instructions comprise: 
program code means for tracking all changes to the 

primary mass Storage during a time interval; 
program code means for consolidating the tracked 

changes to create an update, the program code means 
for consolidating further comprising: 
program code means for eliminating any change that 

represents an intermediate State of the primary 
maSS Storage; and 

program code means for retaining any change nec 
essary to represent the State of the primary mass 
Storage at the end of the time interval; and 

program code means for transferring the update to the 
Secondary mass Storage. 

39. A computer program product as recited in claim 38 
wherein the computer-executable instructions further com 
pr1Se: 

program code means for Storing a copy of the update in 
the cache holding area; and 

program code means for accessing any mirrored and 
archived data of the Secondary mass Storage by first 
determining whether a copy of the mirrored and 
archived data exists in the cache holding area and then 
instructing the Secondary System to access the mirrored 
and archived data from the Secondary mass storage if 
no copy of the mirrored and archived data exists in the 
cache holding area. 

40. A computer program product as recited in claim 38 
wherein the program code means for creating the update is 
executed when the primary mass Storage is in a consistent 
State. 

41. A computer program product as recited in claim 38 
wherein the computer-executable instructions further com 
pr1Se: 

program code means, in the primary System, for decrypt 
ing data received from the Secondary System; 

program code means, in the primary System, for encrypt 
ing data Sent to the Secondary System; 

program code means, in the Secondary System, for 
decrypting data received from the primary System; and 

program code means, in the Secondary System, for 
encrypting data Sent to the primary System. 

42. A computer program product for implementing a 
method for use in a Secondary System including a Secondary 
mass Storage, the Secondary System being connected to a 
primary System including a primary mass Storage, the com 
puter program product comprising: 

a computer-readable medium carrying computer-execut 
able instructions for implementing the method wherein 
the computer-executable instructions comprise: 
program code means for receiving updates from the 

primary System, the updates including any changes 
made to the primary mass Storage System during a 
time interval that are necessary to represent the State 
of the primary mass Storage System at the end of a 
time interval, but not including any changes made to 



US 2001/0052058 A1 

the primary mass Storage System that represent an 
intermediate State of the primary mass Storage SyS 
tem, 

program code means for Storing the updates in the 
Secondary mass Storage; and 

program code means for accessing the Secondary mass 
Storage to retrieve data that represent the State of the 
primary mass Storage at the end of the time interval. 

43. A computer program product as defined in claim 42, 
wherein the computer-executable instructions further com 
prise program code means for integrating the update with 
baseline data Stored in the Secondary mass Storage that 
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represent the State of the primary mass Storage System at the 
time that the Secondary mass Storage System was Synchro 
nized with the primary mass Storage System, Such that the 
baseline data represents the State of the primary mass Storage 
System at the end of the time interval. 

44. A computer program product as defined in claim 42, 
wherein the computer-executable instructions further com 
prise program code means for collapsing two or more 
updates Stored at the Secondary mass Storage to yield a single 
update. 


