
(19) United States 
(12) Patent Application Publication (10) Pub. No.: US 2011/0199928A1 

US 2011 0199928A1 

JANG et al. (43) Pub. Date: Aug. 18, 2011 

(54) FEEDBACK CONTROL OF PROCESSOR USE Publication Classification 
N VIRTUAL SYSTEMS (51) Int. Cl. 

(75) Inventors: Dongyi JLANG, Milpitas, CA (US); H04L 2/26 (2006.01) 
David Yu, San Jose, CA (US) (52) U.S. Cl. ........................................................ 370/252 

(73) Assignee: JUNIPER NETWORKS, INC., 
Sunnyvale, CA (US) (57) ABSTRACT 

A device may receive packets for a system and obtain a packet 
(21) Appl. No.: 13/093,265 drop rate of the system, a processor utilization rate of the 

1-1. system, and a target processor utilization rate of the system. In 
(22) Filed: Apr. 25, 2011 addition, the device may determine a target packet drop rate 

O O based on the packet drop rate, the processor utilization rate, 
Related U.S. Application Data and the target processor utilization rate. The device may drop 

(63) Continuation of application No. 1 1/745,707, filed on a portion of the packets in accordance with the packet drop 
May 8, 2007, now Pat. No. 7,952,999. 

LOGICAL PORT 
702 

FORWARDING 
ENGINE 

706 

608 

rate. 

PACKETDROPPING 
FUNCTION 

704 

  



Patent Application Publication Aug. 18, 2011 Sheet 1 of 10 US 2011/O199928A1 

1 N 

EXTERNAL NETWORK 

NETWORK 
TRUSTED TRUSTED TRUSTED 

NETWORK NETWORK 

-H ZONE1 ->;-- ZONE2 -> 

Fig. 1 

  

  

  

    

    

  



Patent Application Publication Aug. 18, 2011 Sheet 2 of 10 US 2011/O199928A1 

106 210 

MANAGEMENT 
MODULE 

202 

SECURE I/O SECURE I/O 
MODULE INTERCONNECT MODULE 

204 208 206 

  



Patent Application Publication Aug. 18, 2011 Sheet 3 of 10 US 2011/O199928A1 

CONTROL PLANE MEMORY 
PROCESSOR 304 

302 

  



Patent Application Publication Aug. 18, 2011 Sheet 4 of 10 US 2011/O199928A1 

204/2O6 

FLOW PROCESSOR MEMORY 
402 404 

  



Patent Application Publication Aug. 18, 2011 Sheet 5 of 10 US 2011/O199928A1 

50 

510 

504 

512 

CONTROLLER 

PROCESSOR 
RESOURCE 
DISTRIBUTOR 

Fig. 5 

  



Patent Application Publication Aug. 18, 2011 Sheet 6 of 10 US 2011/O199928A1 

514/516 

SWITCH MODULE FIREWALL MODULE 
602 604 

OTHER NETWORK 
APPLICATION MODULE 

608 

VIRTUAL ROUTER 
606 

  



Patent Application Publication Aug. 18, 2011 Sheet 7 of 10 US 2011/O199928A1 

608 

PACKETDROPPING 
FUNCTION 

704 

LOGICAL PORT 
702 

FORWARDING 
ENGINE 

7O6 

  



Patent Application Publication 

802 

804 

806 

808 

800 

OBTAINPACKET 
DROP RATE OF 
EACH VSYS 

FETCH PROCESSOR 
UTILIZATION FOREACH 

VSYS 

FETCH TARGET 
PROCESSOR 

UTILIZATION RATE 
FOREACH VSYS 

DETERMINE AND STORE 
DESIRED PACKETDROP 
RATE FOREACH VSYS 

Aug. 18, 2011 Sheet 8 of 10 

DROPPACKETSAT 
VSYS IN ACCORDANCE 
WITH TARGETPACKET 

DROP RATE 

PROVIDE TARGET 
PACKETDROP 
RATE TO EACH 

VSYS 

MEASURE AND STORE 
PROCESSOR 

UTILIZATION RATE FOR 
EACH VSYS 

US 2011/O199928A1 

814 

812 

810 

  



Patent Application Publication Aug. 18, 2011 Sheet 9 of 10 US 2011/O199928A1 

VDR(t-1) 

FUNCTION 
902 

WDR(t) 

  

  

  



Patent Application Publication Aug. 18, 2011 Sheet 10 of 10 US 2011/O199928A1 

VDR(t) = 3% 

PACKETS PACKET 
LOGICAL DROPPING FORWARDING 

& 
& PORT FUNCTION ENGINE 

702 704 706 

DROPPED 
PACKETS 

Fig. 10 

  



US 2011/O 199928A1 

FEEDBACK CONTROL OF PROCESSOR USE 
IN VIRTUAL SYSTEMS 

FIELD OF THE INVENTION 

0001 Implementations described herein relate to virtual 
systems, and in particular, pertain to controlling processor use 
in virtual systems. 

BACKGROUND 

0002 Many of today's network security devices incorpo 
rate the capabilities of multiple network elements, such as 
routers, firewalls, Switches, etc. In some of the security 
devices, the capabilities to partition network Zones, set trusted 
networks, and emulate routers are combined within what is 
known as a virtual system in a highly distributed environ 
ment. 

SUMMARY 

0003. According to one aspect, a method may comprise 
receiving packets at a virtual system. The method may further 
comprise obtaining a past packet drop rate of the virtual 
system, a past processor utilization rate of the virtual system, 
and a target processor utilization rate of the virtual system. 
The method may also comprise determining a target packet 
drop rate based on the past packet drop rate, the past processor 
utilization rate, and the target processor utilization rate. The 
method may further comprise dropping a portion of the 
received packets at the virtual system in accordance with the 
target packet drop rate. 
0004. According to another aspect, a device may comprise 
a control plane and a data plane. The control plane may 
include a function that determines a target packet drop rate of 
a virtual system based on an amount of processor resources 
consumed by the virtual system and based on runtime param 
eters. The data plane may include one or more of the proces 
Sor resources and the virtual system. The virtual system may 
be configured to receive packets, and drop a fraction of the 
received packets based the target packet drop rate. 
0005 According to yet another aspect, a device may com 
prise a management module and a security port module, and 
an interconnect that provides communication paths between 
the security port module and the management module. The 
management module may include a first set of processors 
configured to determine a target packet drop rate of a virtual 
system based on a past processor utilization rate of the virtual 
system, a past packet drop rate of the virtual system, and a 
target processor utilization rate of the virtual system. The 
security port module may include the virtual system and a 
second set of processors. The second set of processors may be 
configured to receive packets at the virtual system and drop a 
fraction of the received packets at the virtual system based the 
target packet drop rate. 
0006. According to a further aspect, a device may com 
prise means for receiving packets for a virtual system. The 
device may further comprise means for obtaining a packet 
drop rate of the virtual system, a processor utilization rate of 
the virtual system, and a target processor utilization rate of the 
virtual system. The device may also comprise means for 
determining a target packet drop rate based on the packet drop 
rate, the processor utilization rate, and the target processor 
utilization rate. The device may yet further comprise means 
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for dropping a portion of the received packets at the virtual 
system in accordance with the target packet drop rate. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0007 FIG. 1 shows an exemplary system in which aspects 
described herein may be implemented; 
0008 FIG. 2 is an exemplary block diagram of the security 
device of FIG. 1; 
0009 FIG. 3 is an exemplary block diagram of the man 
agement module of FIG. 2; 
0010 FIG. 4 is an exemplary block diagram of the secure 
input/output (I/O) modules of FIG. 2; 
0011 FIG. 5 is an exemplary functional block diagram of 
the security device of FIG. 1; 
0012 FIG. 6 is an exemplary functional block diagram of 
the virtual systems of FIG. 5; 
0013 FIG. 7 shows an exemplary functional block dia 
gram of the virtual router of FIG. 6; 
0014 FIG. 8 shows an exemplary process for controlling 
processor use in the virtual systems of FIG. 5: 
(0015 FIG. 9 illustrates the relationship between various 
parameters for controlling processor use in the virtual sys 
tems of FIG. 5; and 
(0016 FIG. 10 illustrates the use of a parameter of FIG.9 at 
the components of FIG. 7. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

0017. The following detailed description refers to the 
accompanying drawings. The same reference numbers in dif 
ferent drawings may identify the same or similar elements. 
0018 FIG. 1 shows a system 100 in which concepts 
described herein may be implemented. As shown, system 100 
may include an external network 102, an internal network 
104, and a security device 106. 
0019. External network 102 may include the Internet, an 
ad hoc network, a local area network (LAN), a wide area 
network (WAN), a metropolitan area network (MAN), a cel 
lular network, a public switched telephone network (PSTN), 
any other network, or combinations of networks. Internal 
network 104 may include a corporate network, an intranet, a 
LAN, a WAN, and/or any combinations of networks that 
securely share part of an organization's information with 
those inside or outside internal network 104. Security device 
106 may include a device for securing internal network 104 
and may protect internal network 104 from viruses and/or 
attacks from external network 102. 
0020. As shown in FIG. 1, internal network 104 may 
include trusted networks 110, 112, and 114 and security 
Zones, ZONE1 and ZONE2. A trusted network may operate 
as an independent logical network that includes computers 
and/or network elements that behave as if they are connected 
to the same wire or are affiliated with one another, even 
though the computers and/or the network elements may 
belong to different partitions of a network. A security Zone 
may include a logical grouping of interfaces, Sub-interfaces, 
Internet Protocol (IP) hosts, and subnets that share security 
access controls and settings. In FIG. 1, trusted networks 110 
and 112 may contain security Zone ZONE1 and trusted net 
work 114 may contain security Zone ZONE2. 
0021. As shown in FIG. 1, security device 106 may 
include virtual systems (VSYSs) 116 and 118. Each VSYS 
116/118 may include hardware and/or software for partition 
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ing internal network 104 that is connected to security device 
106 into trusted networks 110-114 and security Zones 
ZONE1 and ZONE2. In addition, VSYS 116/118 may 
enforce security policies to packets that flow to/from ZONE1, 
ZONE2, and external network 102. 
0022. In FIG. 1, security device 106 may include more 
than one VSYS that consumes processor time. In such a 
device, it is possible to control the allocation of processor 
time to different VSYSs. In implementations described 
below, processor time may be allocated to different VSYSs 
based on information about processor utilization for each 
VSYS. The implementations may allow each VSYS to main 
tain its performance level under network congestion or under 
a malicious attack; allow the VSYSs to maximize the overall 
use of processortime; allow eachVSYS to use its fair share of 
processor time, especially in highly distributed systems; 
allow the VSYSs to recover quickly after the VSYSs experi 
ence a congestion; allow eachVSYS to accurately predict and 
effectively control processor use at runtime; and allow each 
VSYS to transition from one runtime state to another state as 
Smoothly as possible. 
0023 FIG. 2 is an exemplary block diagram of security 
device 106. As shown, security device 106 may include a 
management module 202, secure input/output modules (SI 
OMs) 204/206, and interconnect 208 and bus 210. Indifferent 
implementations, security device 106 may include additional, 
fewer, or different components than the ones illustrated in 
FIG 2. 

0024 Management module 202 may include devices for 
Supporting, managing, and controlling other components 
(e.g., SIOMs 204/206) in security device 106. In one 
example, management module 202 may provide Support for 
setting up and tearing down sessions and tunnel-related peer 
to-peer communications (e.g., exchanging keep-alive packets 
for tunnels). In another example, management module 202 
may operate in conjunction with other components of FIG. 2 
to detect and mitigate attacks. For instance, to mitigate an 
attack, management module 202 may perform dynamic rout 
ing updates with peer routers and distribute routing changes 
to other components in security device 106. 
0025 SIOM 204 may include devices for processing 
packets that enter and exit security device 106. SIOM 204 
may parse an incoming packet, classify the incoming packet, 
and process the packet if the packet is to flow through security 
device 106. If a received packet is not to flow through security 
device 106 (e.g., the packet contains a message to set up a 
session), the packet may be transferred to management mod 
ule 202 for further processing. SIOM 206 may include similar 
device as SIOM 204 and may operate similarly. 
0026 Interconnect 208 may include switches (e.g., a 
switch fabric) for conveying an incoming packet from SIOM 
204 to SIOM 206 based on a destination of the packet and 
stored path information. Bus 210 may be, for example, 32-bit 
peripheral component interconnect (PCI) bus or other propri 
etary high speed interconnect bus, and may include a path that 
permits communication between management module 202 
and SIOMS 204/206. 
0027 FIG. 3 is an exemplary block diagram of manage 
ment module 202. As shown, management module 202 may 
include a control plane processor 302 and memory 304. Con 
trol plane processor 302 may include one or more processors, 
microprocessors, data processors (i.e., an application specific 
integrated circuit (ASIC) for processing packets that flow 
through a device), and/or processing logic optimized for net 
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working and communications. Control plane processor 302 
may manage, control, and support SIOMs 204/206, to process 
packets, security information, network path-related informa 
tion (e.g., routing updates, session processing, performing 
Internet Key EXchange (IKE), exchanging keep-alive packets 
for tunnels, etc.). Memory 304 may include static memory, 
Such as read only memory (ROM), dynamic memory (e.g., 
random access memory (RAM), synchronous RAM 
(SRAM)), and/or onboard cache, for storing data and 
machine-readable instructions. Memory 304 may also 
include storage devices, such as a floppy disk, a compact disk 
(CD) ROM, a CD read/write (R/W) disc, and/or flash 
memory, as well as other types of storage devices. 
0028 FIG. 4 is an exemplary block diagram of SIOMs 
204/206. As shown, SIOMs 204/206 may include a flow 
processor 402 and memory 404. Different implementations 
may include additional, fewer or different components than 
the ones illustrated in FIG. 4. For example, in one implemen 
tation, SIOM 204/206 may include additional flow proces 
SOS. 

0029 Flow processor 402 may include one or more pro 
cessors, microprocessors, and/or processing logic for convey 
ing packets that arrive at input ports to proper output ports and 
for processing the packets. Examples of packet processing 
include parsing, classifying, fragmenting, reassembling, 
encoding, and decoding the packets. Memory 404 may 
include static memory, Such as read only memory (ROM), 
dynamic memory (e.g., random access memory (RAM), Syn 
chronous dynamic RAM (SRAM), SRAM), and/or onboard 
cache, for storing data and machine-readable instructions. 
Memory 404 may also include storage devices, such as a 
floppy disk, a CD ROM, a CD read/write (R/W) disc, and/or 
flash memory, as well as other types of storage devices. 
0030 FIG. 5 illustrates a functional block diagram of 
security device 106. As illustrated, security device 106 may 
include data planes 502 and 504, a backplane 506, and a 
controller 508. Data planes 502/504, backplane 506, and 
controller 508 may reside, respectively, on SIOMs 204/206, 
interconnect 208 and bus 210, and management module 202. 
0031. As further shown in FIG. 5, data plane 502 may 
include a processor resource 510, a VSYS 514, and a VSYS 
516, and a data plane 504 may include a processor resource 
512, VSYS 514, and VSYS 516. Each of processor resources 
510/512 may represent a predetermined amount of process 
ing cycles that are available on each of data planes 502/504 
for all VSYSs on the data plane. For example, in one imple 
mentation, processor resource 510 may include only process 
ing cycles of flow processor 402 (FIG. 4) on data plane 502. 
In other implementations, processor resource 510 may 
include the combined processing power of all processors on 
data plane 502 (e.g., flow processor 402 and additional flow 
processors that may be included in SIOM 204). 
0032 Each of VSYSs 514/516 may include software and/ 
or hardware for Supporting trusted networks, Zoning, policy, 
Network Address Translation (NAT), and other security 
operations. While each of VSYSs 514/516 is illustrated as 
being distributed over two data planes 502/504, in different 
implementations, a single VSYS may be localized at a single 
data plane or may be distributed over more than two data 
planes. Each VSYS may consume processor resources in 
multiple data planes. 
0033 FIG. 6 is a functional block diagram of each of 
VSYSs 514/516. As shown, each VSYS 514 or 516 may 
include a security Zones module 602, a switch module 604, a 
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firewall module 606, and/or a virtual router 608. In many 
implementations, VSYS 514/516 may include additional, 
fewer, or different components than the ones that are shown in 
FIG. 6. For example, in some implementations, VSYS 514/ 
516 may include at least two virtual routers. 
0034 Security Zones module 602 may include hardware 
and/or Software for logically grouping interfaces, Sub-inter 
faces, IP hosts, and/or subnets that share the same security 
settings in a security Zone. Examples of security Zones 
include Trusted Zone, Untrusted Zone, and Demilitarized 
Zone (DMZ). Switch module 604 may include hardware and/ 
or Software for mapping trusted network tags at a single 
physical port. If a trusted network tag is assigned to a port, 
Switch module 604 may channel incoming packets from 
external network 102 (FIG. 1) based on trusted network tags. 
Firewall module 606 may include hardware and/or software 
to enable virtual private network (VPN) tunnels to operate 
between different security Zones under a specific security 
policy. While FIG. 6 shows firewall module 606 as a compo 
nent that is separate from security Zone module 602, in other 
implementations, firewall module 606 may be part or a sub 
component of security Zone module 602. Virtual router 608 
may include hardware and/or Software for running an emula 
tion of a router within security device 106. Virtual router 608 
in security device 106 may include its own routing protocol, 
routing tables, and routing updates. 
0035 FIG. 7 shows an exemplary functional block dia 
gram of a virtual router 608. As shown, virtual router 608 may 
include logical ports 702, a packet dropping function 704, and 
a forwarding engine 706. Depending on implementation, Vir 
tual router 608 may include additional, fewer, or different 
components the ones shown in FIG. 7. 
003.6 Logical ports 702 may include hardware and/or 
Software for entry points and exits through which packets 
arrive and leave virtual router 608. Packet dropping function 
704 may include hardware and/or software for receiving 
packets and dropping certain percentage of the received pack 
ets based on a packet drop rate. Forwarding engine 706 may 
include hardware and/or software for receiving packets and 
forwarding the received packets to one of logical ports 702. 
0037. Returning to FIG. 5, controller 508 may include 
hardware and/or software for managing and controlling 
VSYSs 514/516. As shown in FIG. 5, controller 508 may 
include processor resource distributor 518. Processor 
resource distributor 518 may determine the allotted processor 
time or cycles for each VSYS 514 or 516 and permit each 
VSYS 514 or 516 to consume up to a predetermined amount 
of processor time. 
0038. The above paragraphs describe system elements 
that are related to controlling processor use in virtual systems, 
Such as security device 106, management module 202, 
SIOMs 204/206, data planes 502/504, controller 508, VSYS 
514/516, and processor resource distributor 518. In different 
implementations, the system elements that are shown indi 
vidually may be combined in different combinations. 
0039 FIG. 8 depicts an exemplary process 800 that is 
capable of being performed by one or more of the system 
elements, to control processor use of a VSYS. In general, 
process 800 may iteratively control processor use of a VSYS 
by adjusting the packet drop rate of the VSYS based on 
runtime parameters about processor use. In process 800, if the 
processor utilization rate is too high, the packet drop rate may 
be increased so that VSYS may be freed from processing the 
packets that will be dropped. This may reduce the processor 
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utilization rate. If the processor utilization rate is too low, the 
packet drop rate may be decreased so that the VSYS may 
dedicate more time to processing the received packets. This 
increases the processor utilization rate. 
0040. As shown, process 800 may begin at block 802, by 
obtaining the packet drop rate of each VSYS. For example, 
processor resource distributor 518 (FIG. 5) may obtain the 
packet drop rate of VSYS 514 and the packet drop rate of 
VSYS 516. In a VSYS, the packet drop rate, VDR(t-1), may 
determine the percentage of packets that the VSYS may drop. 
VDR(t-1) may have been determined or computed at the 
preceding iteration of process 800 and stored in memory (e.g., 
memory 304). 
0041. At block 804, a VSYS processor utilization rate, 
VCU(t-1) may be fetched for each VSYS. For example, 
processor resource distributor 518 (FIG. 5) may fetch VCU 
(t-1) from memory 304 (FIG. 3). VCU (t–1) may have been 
measured at the preceding iteration of process 800, by sum 
ming up VSYS processor cycles at all data planes. In one 
implementation, VCU (t-1) may include only processing 
cycles of flow processor 402 (FIG. 4). In other implementa 
tions, VCU (t-1) may include the combined processing 
cycles of all processors on a data plane (e.g., flow processor 
402 in FIG. 4 and other processors that may be included in the 
same SIOM). Processors in different data planes may coop 
erate with processors in controller 508 in measuring VCU 
(t-1). 
0042. At block 806, a target processor utilization rate, 
VCU may be fetched for each VSYS. The target processor 
utilization rate, VCU may have been set by a user, an 
administrator, or security device 106. For example, an admin 
istrator may set the target processor utilization rate to 45% or 
Some other percentage. The percentage may be stored in 
security device 106. 
0043. At block 808, a target packet drop rate, VDR(t), may 
be determined and stored for each VSYS. The determination 
may be based on packet drop rate VDR(t–1), the processor 
utilization rate VCU (t-1), and the target processor utilization 
rate VCU. 
0044 FIG.9 illustrates an exemplary relationship between 
target packet drop rate VDR(t), packet drop rate VDR(t–1). 
processor utilization rate VCU (t-1), and target processor 
utilization rate VCU. In FIG. 9, VSYS 904 may represent 
any of VSYSs in a security device (e.g., VSYS 514 or VSYS 
516). As shown, a function 902 may accept as inputs VDR(t- 
1), VCU (t–1), and VCU, and output VDR(t) to VSYS 904. 
That is: 

VDR(t)=Function(VDR(t–1), VCU (t–1), VCU). (1) 

Function 902 may be designed so that it effectively “pun 
ishes a VSYS that overuses processor time and “reward a 
VSYS that underutilizes processor time. That is, if VCU(t- 
1)-VCU, increases, VDR(t) may decrease. Conversely, if 
VCU(t-1)-VCU, decreases, VDR(t) may increase. 
0045. Determining VDR(t) at block 808 in accordance 
with expression (1) may be accomplished at a central point in 
security device 106 (i.e., controller 508) that is distinct from 
the data planes. Having a central point of control may allow 
security device 106 to operate with minimal configuration 
changes if additional data planes are added to security device 
106 or if a data plane fails, and thus, may be well suited for a 
distributed computing system, Such as security device 106. 
0046 Returning to FIG. 8, at block 810, processor utiliza 
tion rate VCU(t) may be measured and stored for each of the 
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VSYSs for the next iteration of process 800. Because each 
VSYS may be distributed over multiple data planes, proces 
sor utilization for the VSYS may be computed for each data 
plane and Summed to produce processor utilization rate 
VCU (t). 
0047. At block 812, the target packet drop rate VDR(t) 
may be provided to each VSYS, and at block 814, packets 
may be dropped at the VSYS in accordance with VDR(t). 
FIG. 10 illustrates how packets may be dropped in each of the 
VSYSs in accordance with VDR(t). As shown, packets may 
arrive at logical ports 702 and passed to packet dropping 
function 704. Packet dropping function 704 may drop a per 
centage of the received packets based on VDR(t), and pass the 
remaining packets to forwarding engine 706. If packet drop 
rate VDR(t) changes, the amount of processor time VSYS 
consumes may change. For example, if VDR(t) increases, the 
number of packets that the VSYS processes may decrease, 
and consequently, the VSYS may use less processor time. 
0048 Because a VSYS may change its processor time 
consumption by changing its packet drop rate at block 812, 
the VSYS may adapt to changing network traffic conditions 
and quickly recover from congestions. If too many packets 
are received due to a network congestion or a malicious 
attack, the VSYS may drop extra packets to prevent overload 
ing processors. In addition, the VSYS may be driven to con 
Sume processor time close to assigned VCU and, therefore, 
VSYS may not over consume the processor time at the 
expense of other VSYSs. 
0049. At block 814, process 800 may return to block 802 
for further iterations for controlling VSYSs. Controller 508 
may continue to adjust the target packet drop rate based on 
changing conditions. In other words, feedback control may be 
employed to optimize processor utilization. 
0050. In process 800, a VCU may be defined as a sum of 
VCUs for all VSYSs. VCU may then represent the maxi 
mum processor use for all VSYSs for security device 106. 
Because each VSYS may be driven to consume VCU, all 
VSYSs in security device 106 may be collectively driven to 
consume VCU and maximize the global processor utiliza 
tion. 

EXAMPLE 

0051. The following example illustrates the process for 
controlling processor use in accordance with implementa 
tions described above reference FIG. 5. The example is also 
consistent with the exemplary process described above with 
reference to FIG. 8. 
0052. In the example, as illustrated in FIG. 5, security 
device 106 includes data plane 502 and 504 and that each data 
plane 502/504 supports VSYS 514 and VSYS 516. Assume 
that each data plane 502 or 504 provides the same amount of 
processor resource and that the target processor utilization 
rates for VSYS 514 and 516 are VCU =50% and 
VCU, 50%, respectively. Also assume that at time t, the 
actual processor utilization rates and the packet drop rates for 
VSYS 514 and 516 are VCU (t-1)=48%. VCU(t-1)=48%, 
VDR (t–1)=5%, and VDR(t–1)=5%. It is possible for VCU 
(t–1)+VCU(t-1) to be less than 100%, because data planes 
502 and 504 may ration processor time to other processes. In 
addition, further assume that function 704 for calculating the 
target drop rate for VSYS 514 is provided by the following 
expression: 
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and the target packet drop rate for VSYS 516 is provided by: 

0053 To control processor use, VDR (t-1), VCU, 
VCU (t–1), VDR(t–1), VCU, and VCU (t–1) may be 
fetched from memory (e.g., memory 304). From expressions 
(2) and (3), the desired packet drop rates for VSYS 514 and 
VSYS 516 may be obtained as: VDR(t)=VDR(t)=5%- 
50%+48%–3%. The packet drop rates for VSYS 514 and 
VSYS 516 may be stored for the next iteration of the control 
process. In addition, the processor utilization rates may be 
measured and stored for the next iteration of the control 
process. 

0054 VSYS 514 and VSYS 516 may use the target packet 
drop rates VDR(t) and VDR(t), respectively. For example, 
as illustrated in FIG. 10, virtual router 608 in VSYS 514 or 
VSYS 516 may drop 3% of the received packets in accor 
dance with VDR(t). With the reduced packet drop rates, 
VSYS 514 and VSYS 516 may use more processor time to 
handle additional packets. The increased process utilization, 
along with the stored values of VDR(t), VCU, VCU (t), 
VDR(t), VCU, and VCU(t), may fed into the next itera 
tion of the control process at time t+1. The processing may 
then continue, thereby optimizing processor utilization. 

CONCLUSION 

0055. The foregoing description of implementations pro 
vides illustration, but is not intended to be exhaustive or to 
limit the implementations to the precise form disclosed. 
Modifications and variations are possible in light of the above 
teachings or may be acquired from practice of the teachings. 
0056. For example, while series of blocks have been 
described with regard to processes illustrated in FIG. 8, the 
order of the blocks may be modified in other implementa 
tions. For example, block 810 may be performed after block 
812 or 814. In addition, non-dependent blocks may represent 
acts that can be performed in parallel to other blocks, such as 
blocks 802, 804 and 806. 
0057. It will be apparent that aspects described herein may 
be implemented in many different forms of software, firm 
ware, and hardware in the implementations illustrated in the 
figures. The actual software code or specialized control hard 
ware used to implement aspects does not limit the invention. 
Thus, the operation and behavior of the aspects were 
described without reference to the specific software code it 
being understood that software and control hardware can be 
designed to implement the aspects based on the description 
herein. 

0058. Further, certain portions of the implementations 
have been described as “logic' that performs one or more 
functions. This logic may include hardware. Such as a pro 
cessor, an application specific integrated circuit, or a field 
programmable gate array, Software, or a combination of hard 
ware and Software. 

0059 No element, act, or instruction used in the present 
application should be construed as critical or essential to the 
implementations described herein unless explicitly described 
as such. Also, as used herein, the article 'a' is intended to 
include one or more items. Where one item is intended, the 
term 'one' or similar language is used. Further, the phrase 
“based on is intended to mean “based, at least in part, on 
unless explicitly stated otherwise. 
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1-20. (canceled) 
21. A method comprising: 
identifying, by a network device, processor utilization 

rates associated with multiple devices included in a vir 
tual system; 

comparing, by the network device, the processor utiliza 
tion rates to respective target processor utilization rates 
associated with the multiple devices included in the 
virtual system, including: 

identifying a first device, of the multiple devices, where the 
first device is associated with a first processor utilization 
rate of the processor utilization rates, and where the first 
processor utilization rate exceeds a first target processor 
utilization rate associated with the first device, and 

identifying a second device, of the multiple devices, where 
the second device is associated with a second processor 
utilization rate of the processor utilization rates, where a 
second target processor utilization rate, associated with 
the second device, exceeds the second processor utiliza 
tion, and where the network device, the first device, and 
the second device differ; 

increasing, by the network device, a first packet drop rate 
associated with the first device; and 

decreasing, by the network device, a second packet drop 
rate associated with the second device. 

22. The method of claim 21, where increasing the first 
packet drop rate is based on the first processor utilization rate 
and the first target processor utilization rate, and 

where decreasing the second packet drop rate is based on 
the second processor utilization rate and the second tar 
get processor utilization rate. 

23. The method of claim 21, where the network device is 
not included in the virtual system. 

24. The method of claim 21, where the processor utilization 
rates are associated with a first time period, and 

where the increased first packet drop rate and the decreased 
second packet drop rate are associated with a second, 
Subsequent time period. 

25. The method of claim 24, further comprising: 
determining new processor utilization rates associated 

with the second time period, 
where increasing the first packet drop rate and decreasing 

the second packet drop rate are further based on the new 
processor utilization rates. 

26. A device comprising: 
a memory to store processor utilization rates associated 

with multiple devices included in a virtual system; and 
a processor to: 

compare the processor utilization rates to respective tar 
get processor utilization rates associated with the 
multiple devices included in the virtual system, 
including: 

identify a first device, of the multiple devices, associated 
with a first processor utilization rate, of the processor 
utilization rates, that exceeds a corresponding first 
target processor utilization rate associated with the 
first device, and 

identify a second device, of the multiple devices, asso 
ciated with a second processor utilization rate, of the 
processor utilization rates, where the second proces 
Sorutilization rate is less than a corresponding second 
target processor utilization rate associated with the 
second device, and where the device, the first device, 
and the second device differ; 
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increase a first packet drop rate associated with the first 
device based on the first processor utilization rate and 
the first target processor utilization rate; and 

decrease a second packet drop rate associated with the 
second device based on the second processor utilization 
rate and the second target processor utilization rate. 

27. The device of claim 26, where the virtual system 
includes a virtual router and at least one of: 

security Zones, or 
trusted networks. 
28. The device of claim 27, where the virtual system 

includes the security Zones and further includes at least one 
firewall between the security Zones. 

29. The device of claim 26, where the processor utilization 
rates are associated with a first time period, and 
where the increased first packet drop rate and the decreased 

second packet drop rate are associated with a second, 
Subsequent time period, and 

where processor is further to: 
determine new processor utilization rates associated 

with the second time period, 
increase the first packet drop rate further based on the 
new processor utilization rates, and 

decrease the second packet drop rate further based on the 
new processor utilization rates. 

30. The device of claim 26, where of each of the multiple 
devices included in the virtual system are associated with 
different respective data planes associated with the virtual 
system. 

31. A method comprising: 
identifying, by a network device, a processor utilization 

rate associated with multiple devices included in a vir 
tual system; 

comparing, by the network device, the processor utiliza 
tion rate to a target processor utilization rate associated 
with the multiple devices included in the virtual system; 

when the processor utilization rate exceeds the target pro 
cessor utilization rate, increasing, by the network device 
packet drop rates associated with the multiple devices; 
and 

when the target processor utilization rate exceeds the pro 
cessor utilization rate, decreasing, by the network 
device, the packet drop rates associated with the mul 
tiple devices. 

32. The method of claim 31, where increasing or decreas 
ing the packet drop rate is based on the processor utilization 
rate and the target processor utilization rate. 

33. The method of claim 31, where the network device is 
not included in the virtual system. 

34. The method of claim31, where the processor utilization 
rate is associated with a first time period, and 
where the increased or decreased packet drop rate is asso 

ciated with a second, Subsequent time period. 
35. The method of claim 34, further comprising: 
determining a new processor utilization rate associated 

with the second time period, 
where increasing or decreasing the packet drop rate is 

further based on the new processor utilization rate. 
36. The method of claim 31, where of each of the multiple 

devices included in the virtual system are associated with 
different respective data planes of the virtual system. 

37. A non-transitory computer readable medium to store 
instructions that are executable on a computing device, the 
instructions comprising: 
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one or more instructions to identify a processor utilization 
rate associated with multiple devices included in a vir 
tual system, where the computing device is not included 
in the virtual system; 

one or more instructions to compare the processor utiliza 
tion rate to a target processor utilization rate associated 
with the multiple devices included in the virtual system; 

one or more instructions to, when the processor utilization 
rate exceeds the target processor utilization rate, 
increase packet drop rates associated with the multiple 
devices; and 

one or more instructions to, when the target processor 
utilization rate exceeds the processor utilization rate, 
decrease the packet drop rates associated with the mul 
tiple devices, 

where increasing or decreasing the packet drop rate is 
based on the processor utilization rate and the target 
processor utilization rate. 

38. The non-transitory computer readable medium of claim 
37, 
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where the processor utilization rate is associated with a first 
time period, 

where the increased or decreased packet drop rate is asso 
ciated with a second, Subsequent time period, and 

where the instructions further include: 
one or more instructions to determine a new processor 

utilization rate associated with the second time 
period, 

one or more instructions to increase or decrease the 
packet drop rate is further based on the new processor 
utilization rate. 

39. The non-transitory computer readable medium of claim 
37, where of each of the multiple devices included in the 
virtual system are associated with different respective data 
planes of the virtual system. 

40. The non-transitory computer readable medium of claim 
37, where the virtual system includes: 

a virtual router; 
security Zones; and 
at least one firewall between the security Zones. 

c c c c c 


